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ABSTRACT

The design of control systems in the face of model uncertainty is addressed. A
methodology for the design of robust control schemes is outlined, which employs
the Structured Singular Value as an analysis tool and Internal Model Control as the
synthesis framework. This methodology is applied to the design of control systems
for a fixed-bed, laboratory, catalytic methanation reactor. The design procedure
allows a clear insight on the fundamental limits to closed-loop performance and

provides controllers with explicit stability and performance guarantees for the case

of plant-model mismatch.

The overall controller design effort is initiated with a careful mathematical
modeling of the system. The original nonlinear partial differential equations are
converted through = collocation techniques into a nonlinear ordinary-
differential/algebraic equation system amenable to dynamic simulation. InteractiVe
software is developed for the open- and closed-loop simulation of general non-
linear differential-algebraic systems, which provides an efficient means to simulate
the reactor model. Linearization and control-relevant model reduction techniques

are applied to arrive at models appropriate for the control studies.

Both the single-input single-output and the multivariable case are addressed.
Three different control configurations are investigated in the context of the single-
pass operation of the reactor. In each case-study presented, the controller design
procedure is divided into four steps: first, the definition of the control objectives,
which not only leads to the selection of the appropriate control configuration but
also determines the most adequate design techniques to employ; second, a nominal
design step, in which the system-inherent limitations to the closed-loop perfor-
mance are highlighted; third, a characterization of the uncertainty and the use of
this information in the design of robust controllers; and, fourth, the evaluation of

the designs through nonlinear simulations.



Vi

The thesis describes the first application of structured singular value-based
analysis techniques to a chemical reactor system and is in essence the first
comprehensive study of the application of robust control to fixed-bed reactors.
The power of the new mathematical theory for robust control system design is
demonstrated. It is shown that the design of control systems for complex, distrib-
uted systems such as the methanation reactor can be addressed in a practical way,
and low-order controllers be adequately obtained, which possess near-optimal

characteristics when applied in a realistic environment of uncertainty and unavaila-

bility of measurements.
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NOMENCLATURE

state-space quadruple

first and second derivative, respectively,

of the Lagrange polynomial |; evaluated at g;
heat transfer area per unit volume between
phases i and j, cm?/cm3

classical multivariable controller

classical SISO controller

heat capacity, cal/g K

equivalent reactor diameter, cm

turbulent diffusivity for radial mass dispersion, cm?/s
disturbance vector

diameter of catalysts particle, cm

activation energy, cal/gmol

error signal

multiplicative error

IMC filter ( multivariable case )

total molar flow rate to the reactor, gmol/s
IMC filter ( SISO case )

superficial mass flow velocity, g/cm? s

heat of reaction, cal/gmol

heat transfer coeff. between phase i and j, cal/s cm? K
equilibrium constant, atm=? for methanation
methanation reaction rate constants, atm™!
pre-exponential factor, gmol/s gcat atm?
thermal conductivity, cal/s cm K

reactor length, cm



Pi

Pe

xii

Lagrange polynomials

bound on the multiplicative uncertainty
interconnection matrix

interconnection matrix, analysis case
molecular weight of gas, g/gmol

number of interior axial collocation points
system transfer matrix

pressure, atm

pseudopressure ( mole change effect removed ), atm
plant transfer function, SISO case

model transfer function

reduced-order model transfer function

partial pressure of species i, atm

Peclet number

multivariable IMC controller

SISO IMC controller

gas constant, 1.987 cal/gmol K

methanation reaction rate, gmol/s gcat

normalized reaction rate

radius of thermal well and outer wall, respectively, cm
radial coordinate, cm

reference signals

normalized radial coordinate, r/R;
sensitivity operator ( multivariable case )
Laplace transform variable

time, s

time spent by catalyst on stream, h

temperature, K



xiii

overall heat transfer coeff. between phase i and j, cal/s K
vector of manipulated variables

gas velocity, cm/s

volume, cm?3

input signals

multivariable weights

SISO weights

weight defined by Eq. (30) of Chapter IV
state vector

mole fraction of species i

CO mole fraction

output vector

normalized CO mole fraction

axial coordinate, cm

zero of a transfer function
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Greek letters

a normalized axial dispersion

Jéi normalized radial dispersion

r normalized convection coefficient ( axial boundary condition )
r smooth arc or branch of solutions

¥ normalized heat transfer coefficient

A perturbation block ( model uncertainty )

1) moles of CO reacted per total inlet moles

normalized heat of reaction

¢ void fraction, cm3 void/cm? bed

¢ sensitivity function ( SISO case )

normalized axial coordinate, z/L

H complementary sensitivity operator ( multivariable case )

n complementary sensitivity function ( SISO case )

G) normalized temperature, T/Trer

K normalized convection parameter

K condition number

A IMC filter time-constant

1 structured singular value

Il uncertainty set

T set of plants employed to define 11

P density, g/cm?

o singular value

™ reaction coefficient

T4 time constant of first-order lag in disturbance model
oo normalized radius of thermal well, Ry/R;

h dilution factor, cm?® cat/cm? pellets



XV

w frequency, rad/s

Wi, . .« W0 coefficients of the radial collocation



XVi

Subscripts and Superscripts

A all-pass

b reactor bed

C corresponding to the product concentration

D discretization

d disturbance model

exp experimental

F associated to the flow rate as manipulated variable
g gas

i input

in conditions at reactor inlet

L left

L linear fractional transformation on the lower block
M methanation reaction

M minimum-phase

m multiplicative

N nonlinearity

o} output

out outlet

REF reference conditions

R right

r radial

s solid ( catalyst ) phase

S steady state

T transpose

T corresponding to the inlet temperature as manipulated variable

t thermal well



xvii

linear fractional transformation on the upper block

cooling wall

axial

based on inlet conditions
reduced-order

nominal case

normalized variable

complex conjugate transpose



I. INTRODUCTION



This thesis addresses the control system design for a fixed-bed catalytic reac-
tor system in which a highly exothermic reaction takes place. Temperature and con-
centration control of exothermic fixed-bed processes has traditionally been a
difficult task. Major difficulties arise from the large time delays created by the slow
propagation of temperature changes in the bed as a result of the thermal coupling
between the fluid and the stationary masses. The unavailability in many cases of
on-line, continuous measurements for the product concentrations, often the main
control variables, complicates the controller implementation. The distributed
parameter nature of the problem complicates the task of obtaining good low-order
representations for use in the control system design. The main factor, however,
affecting the synthesis of advanced control schemes for these reactor systems is
constituted by the difficulties in obtaining accurate mathematical descriptions of
these systems as a result of the large uncertainties that stem from the overall com-
plexity of the chemical reaction and physical transport processes involved, and
from the strongly nonlinear behavior. The issue of model uncertainty is a crucial
one. In this context robustness of the control system is defined as the requirement
that stability and acceptable control performance be maintained in the face of
model uncertainty. In spite of its importance, the issue of robustness has seldom

been adequately addressed in previous studies on fixed-bed reactor control or on

the control of other complex chemical processes.

In the last fifteen years several attempts were made by different research
groups in academia to cope with the difficulties associated with fixed-bed reactor
control through the application of the so-called Modern Control Theory, which has
its basis in stochastic optimal control and estimation theory ( the Linear Quadratic
Gaussian ( LQG ) approach ). This includes works by Vakil et al. (1973), Jutan et al
(1977), Sorensen (1977), Silva et al. (1979), Sorensen et al. (1980) and Cinar (1984),

among others. LQG constitutes the single most studied "non-traditional" synthesis
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technique applied to reactor control in this period ( Schnelle and Richards, 1986 ).
In the late seventies, however, the inadequacy of Modern Control Theory to handle
the crucial issue of robustness had become clear to the theoretical community. The
LQG theory, which essentially restricts model uncertainty to additive noise, does
not offer explicit robustness guarantees. Weighting matrices have to be varied in an

obscure fashion in the hope of achieving some robustness which can be checked

only through simulation ( Garcia and Morari, 1982 ).

Other investigations on advanced control of fixed-bed reactors include, in
addition to the LQG studies, the application of other state-space oriented methods,
like modal control, which bases the controller calculation on eigenstructure assign-
ment ( Georgakis et al.,, 1977, Bonvin et al.,, 1983 ). This technique also fails to treat
explicitly the fundamental aspect of feedback theory, i.e., plant uncertainty, or the
issue of non-minimum phase behavior, both so frequent in chemical processes and
so important for fixed-bed reactors, and that cannot be clearly addressed in the
state-variable formulation ( Horowitz, 1984 ). The inadequacy of the state-variable
oriented framework, as opposed to input/output formulations, is also reflected by
the fact that it has led to convoluted techniques. One example is a suggested
approach to avoid state estimation in fixed-bed reactor control, based on altering, in
some cases by relatively arbitrary means, discretization and/or model reduction
procedures, in order to make the resulting state variables of the full- or reduced-
order model correspond to the actual location of the available measurements ( Bon-
vin et al, 1983; Wong et al., 1983 ). The relative complexity of the "modern" con-
trol schemes, combined with the lack of assurances about their performance in an
environment of nonlinearities and uncertainty, are the main reasons explaining why

these have not found their way in the chemical process industry.

Other recent studies on fixed-bed reactor control have included applications of

different adaptive control schemes ( Tremblay and Wright, 1977; Astrom, 1978;
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Harris et al, 1978 ) and of the frequency domain Nyquist array ( Clement and Jor-
gensen, 1981 ) and characteristic loci ( Foss et al.,, 1980 ) methods. A more detailed
review of recent applications of advanced control theories to fixed-bed reactor con-
trol will not be attempted. Suffice it here to say that very seldom, if ever, in the
literature on fixed-bed reactor control, have the control schemes been designed to
account explicitly for model uncertainty. At most, the designs have been tested for
robustness only a posteriori ( Jutan et al., 1977; Bonvin et al, 1983 ). This is in
part, as previously suggested, a result of the fact that the available theory did not
specifically address this problem, and in part also due to certain lack of awareness
of the fact that the key issue in feedback design is model uncertainty, a fact

emphasized for years by critics of the "modern" approach like Horowitz ( 1963;

Horowitz and Shaked, 1975 ) and Shinnar ( 1976 ).

During the last decade, however, several developments started independently,
which have brought the theory closer to practical problems. Only a short historical
account of these developments is presented here, since the main issues of interest

in the context of our studies are discussed along the lines of the treatment in
Chapters Il and 1V.

In the theoretical community, a new interest in input/output ( operator
theoretic ) methods has marked a return to an appreciation of classical control con-
cepts and frequency domain techniques. It is in the frequency domain framework
that the fundamental trade-offs of feedback controller design are best captured and
made transparent to the eyes of the designer. In this framework, non-minimum
phase effects are directly quantified. Frequency domain weights allow the direct
specification of performance objectives, stability constraints, disturbance response

and sensor noise response bandwidth.

The new direction has provided useful design techniques, including singular

values as an analysis method, and singular value loop shaping as a synthesis
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approach ( Doyle, 1978; Doyle and Stein, 1981 ), that enable the systematic treat-
ment of model uncertainty in multivariable systems without restricting it to be
represented by additive noise. Another approach to synthesis which paralleled
these developments and which applies to a similar description of uncertainty as the
singular value approaches, is constituted by techniques for optimal control satisfy-
ing so-called H_ requirements. These techniques were introduced by Zames (1981)

and Helton (1981) and developed further by others ( e.g., Francis et al. (1984) ).

The techniques of the last paragraph, however, still require rather restrictive
assumptions about uncertainty. In particular, plant uncertainty must be modelled as
a single "unstructured perturbation" ( Doyle, 1984 ). This has prompted the develop-
ment of a new framework for robustness analysis of systems with general struc-
tures of model uncertainty, which is based on a new mathematical tool called the
structured singular value ( SSV, i ) introduced by Doyle ( 1982 ). Doyle and cowork-
ers ( e.g., Doyle, 1984; Doyle and Chu, 1986 ) also introduced new solutions to the
H,_-optimal control problem as well as initial approaches to solve a so-called u-
synthesis problem, which results in optimal robust performance of the closed-loop

system, or in other words, in the "best" possible controller in the face of model
uncertainty! ( Chapters Il and 1V ).

In parallel to the developments of the last two paragraphs, which in many
cases involve, to say the least, rather sophisticated mathematical concepts, in chem-
ical process control the development of Internal Model Control ( IMC ) ( Garcia and
Morari, 1982; Morari, 1983a ) and of the concept of dynamic resilience ( best achiev-
able closed-loop performance ) ( Morari, 1983b ) generated a host of new results,
and clarified with simplicity to the process control audience a large number of pre-
viously not so well understood issues. These include the concept of the existence

of fundamental, system inherent limitations to the closed-loop performance, i.e.,

1. "Best." of course. depending on whether or not the assumptions inherent in the formalism are
applicable to the particular problem under study.
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independent of the choice of any controller, the simple notion that stability of the
closed-loop system is not an issue when perfect models exist ( provided that the
plant is open-loop stable ), and questions ranging from when decoupling is detri-
mental to performance ( Holt and Morari, 1985 ), to the optimal tuning of PID con-
trollers ( Rivera et al., 1986 ). Among the many IMC-related developments are new
techniques for robust sampled-data controller design ( Zafiriou and Morari, 1985 ),
for control-relevant model reduction ( Rivera and Morari, 1985 ), and for the design
of decentralized control schemes ( Grosdidier and Morari, 1986 ). The IMC con-
troller design procedure, an input-output type of approach, explicitly takes into
account robustness considerations and results in near-optimal controllers in the

face of plant/model mismatch.

This thesis presents a methodology for the design of robust control schemes,
which combines the insight, clarity and simplicity of the IMC design procedure with
state-of-the-art analysis techniques based on the structured singular value. This
methodology is applied and demonstrated on three case-studies of control of a
fixed-bed, catalytic methanation reactor. The thesis, which describes the first appli-
cation of structured singular value-based analysis techniques to a chemical reactor
system, is in essence the first comprehensive study of the application of robust
control to fixed-bed reactors. The thesis differs from previous work on fixed-bed
reactor control in the emphasis placed in obtaining, as an inseparable part of the
controller design procedure, explicit stability and performance guarantees, not only
for the case in which it can be safely assumed that the reactor model accurately
represents the true system, but, more importantly, for the more realistic case

involving model uncertainty.

In addition to outlining a systematic approach to control system design that
can be applied to any complex chemical process, the thesis is intended to provide

further insight on the issue of fixed-bed reactor control. In particular, the main fun-
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damental limitations to the achievable control performance are pinpointed for
different cases of simple configurations, all involving single-pass operation. This
insight can then serve as the basis for the study of more complex configurations,
for example, involving heat and/or product recycle. The thesis is also intended to

serve as a solid first basis for future experimental control studies to be carried out
on the actual reactor unit.

Chapter Il presents the main aspects of the extensive model development work
for the reactor system carried out during the course of this project. Such type of
work is a necessary prerequisite of any advanced control system design study.
Chapters 1l and IV constitute the main core of the present thesis, addressing
respectively the single-input single-output and the multivariable situation. While
dealing specifically with the control design problem for the methanation reactor, in
these chapters the design methodology is formulated and the general theoretical
basis of the analysis and synthesis techniques employed is presented. Chapter V
summarizes the software tools for control system design employed and also
developed in this project. Chapter VI presents conclusions and suggestions for
future work. A number of appendices detail the derivation of the reactor model
employed for the control system design, the computer implementation of the
models, the use of the software tools for analysis and synthesis and also include an

account of preliminary investigations for a system configuration incorporating

energy recycle.
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[i. MODEL DEVELOPMENT FOR THE REACTOR SYSTEM
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1. THE METHANATION REACTOR SYSTEM

This thesis addresses the control system design for a laboratory, fixed-bed,
non-adiabatic methanation reactor. The reactor system under consideration is
shown schematically in Fig. 1. The system, described by Strand and Seinfeld
( 1982 ), is currently under final stages of construction at the California Institute of
Technology. This fully automated, completely instrumented experimental unit has

been specifically designed as a test site for the study of fixed-bed reactor control.

The methanation reaction

CO + 3H, = CH, + H,0 (1)

was chosen mainly because it is a good example of a highly exothermic reaction.
Temperature and concentration control of exothermic fixed-bed processes has trad-
itionally been a difficult task. Among the major difficulties one can list the complexi-
ties and uncertainties associated with the dynamic behavior and the mathematical
description of these systems, the intricacies of the nonlinear interactions between
the thermal and reaction processes, the large time delays ( created by the slow
propagation of temperature changes in the bed ) which impose fundamental limita-
tions on the achievable closed-loop performance for certain configurations, and the
unavailability in many cases of on-line, continuous measurements for the product
concentrations, often the main control variables. The main objective of the research
effort initiated with the construction of the experimental unit at Caltech is to under-
stand how to best address these difficulties in the context of control system design.
The control understanding obtained for the case of the laboratory ( small pilot-
plant )-scale unit may subsequently serve to draw conclusions for the case of
larger-scale reactor systems and even for other chemical processes, plagued in

many cases by essentially the same difficulties. A second objective of the research



- 14 -

*1010B3] UoneuRylaW [RlUdWIddX3 3y} Jo welde|p ssadold T 24ndig

HOSS I N0D
@. PRI
/

] 396NS ¥ . :
1NOXIONM
g Y3V
& J

I W

— A @ U )
HOL0V 34 Q

J1LAWLYD

0]

42na0ud

3L

YIONVHIN 3

Y IH LMOA 1V IH

O
HIOAH3S Y @
O

KEA.L,,lllxiﬂjjx
é)i
e
¥
O

O
JMMMWNb YILVIHIN
EEITUIINTNNITIYe
Ot < 0000000000 < @<
CIERTUIOIININGES
¥3SNIANOD
WH3IHLMOQ
2] inods SSvdAl
L * Ll OHOX 34
clmmmwww WM%
S ﬁ_ g d
L — ¢

oA



- 15 -

program is the evaluation and testing of advanced control schemes and the study of
their applicability to complex chemical processes. The aforementioned difficulties
make the methanation reactor system under study a very adequate one to serve this
purpose. The emphasis in the present thesis is on theoretical studies. The model-
ing, simulation and control system design work carried out during the course of the
present project lay the framework and provide the necessary basis for future exper-

imental control studies on the actual reactor unit.

The main features of the reactor system are briefly summarized in what fol-
lows. Fig. 2 shows an expanded section of the reactor bed. The bed is a 1.194 cm
radius, 30 cm length stainless steel tube filled with 0.8-1.0 mm nickel on alumina
catalyst particles mixed with inert filling. The reaction is cooled by high tempera-
ture boiling oil circulating through natural convection in the outer reactor jacket.
The oil is expected to boil in the jacket and circulate, countercurrently to the flow
of the gases, from the jacket to a condenser and back. The reactor wall temperature
is expected ( and assumed in this work ) to be independent of length. The reactor
is a one tube version of a type of reactors employed in exothermic reactions. These

reactors consist of a large number (up to several thousands ) of tubes enclosed in a

cooling oil shell ( Froment and Bischoff, 1979 ).

Along the central axis of the reactor runs a 0.159 cm radius thermal well con-
taining thermocouples for temperature measurements at various axial positions.
Additional thermocouples allow direct measurement of the gas temperature at the
reactor inlet and outlet. A dedicated on-line gas chromatograph provides periodic

concentration measurements. Current implementation does not allow continuous
outlet concentration measurements.
Mass flow controllers permit rapidly setting the flow rates of the different inlet

streams. In single-pass operation, fast setting of the reactor inlet temperature is

done through local control of the heat load of an electrical preheater and of the



-16 -

0020006000000 0C
0000000000600
o

° °
. 0000000000306 |
ceoceco000006060

> 000000000 e
jicoo00000COCOQe

CATALYST

\THERMAL WELL

Figure 2 Expanded section of the reactor bed ( Khanna, 1984 ).
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ratio of material diverted through a bypass around this preheater. The oil tempera-
ture in the reactor jacket and therefore the reactor wall temperature can be varied

slowly and only over a limited range by changing the pressure of nitrogen above
the oil in the condenser.

The reactor bed is characterized by the following important ratios: i) reactor
length to equivalent diameter L/D, = 15; ii) reactor length to diameter of catalyst
particle L/d, = 300; iii) reactor diameter to particle diameter D,/d, = 20. The ratio
of the heat capacities between the solid-phase and the gas-phase is of interest for
the control studies, since it approximates the ratio between the speeds of the con-
centration wave and the thermal wave ( Friedly, 1972 ). This ratio equals 61 for the
system. All important physical parameters of the bed, together with the investi-

gated operating conditions for the single-pass operation of the reactor are given in
Table Al of Appendix A.

The experimental system includes a countercurrent feed-effluent heat
exchanger to recycle the heat generated by the reaction. This heat exchanger can be
bypassed. Product recycle can also be implemented, adding to the flexibility of this
experimental system for control studies. Feed-effluent heat exchange and product
recycle are common features of many industrial reactors and are very interesting
from the point of view of control system design, since the positive feedback of heat
or mass can lead to the occurrence of multiple steady states, instabilities and in

general to increased complexity in the dynamic behavior of the overall process.

Prior to any study on the control of the reactor on a configuration involving
heat or product recycle, it is necessary to have first a solid understanding of the
phenomena associated with the reactor bed itself. This thesis therefore focuses on
the modeling, simulation and control system design for the reactor bed alone, i.e.,
the study of the single-pass operation of the reactor system. This study serves as a

basis for the study of more complex configurations, which is left open as a subject



- 18 -

of future research. Initial investigations on possible control configurations for the

reactor/feed-effluent heat exchanger system are presented in Appendix D.

2. MATHEMATICAL MODELS

Detailed mathematical models for the reactor bed and the feed-effluent heat
exchanger have been derived from fundamental principles. The effort spent in
modeling is justified when it comes to obtaining a real understanding of the system
under consideration. Whereas it is true that process transfer functions for the con-
trol system design can be rapidly obtained from system identification experiments
( see Section 6 ), only through mathematical modeling can detailed a priori infor-
mation about the steady-state and dynamic system behavior be obtained. This infor-

mation can then be used for the process design, optimization and the control sys-
tem design.

Dynamic models derived from fundamental principles are required in order to
be able to integrate process control considerations at an early stage in the design of
a new process. Even for an already existing plant, mathematical models are essen-
tial for an evaluation of the influence of different operating conditions, modes of
operation or the values of certain parameters on the system behavior and on the
achievable control quality (i.e., the concept of dynamic resilience, as described by
Morari ( 1983 ) ), and for a clear understanding of the effect of various measured or
unmeasured disturbances. Especially if the system is complex or strongly nonlinear,
the effort in deriving an accurate mathematical model pays off as demonstrated in
this thesis by the understanding and awareness ( obtained before any possibly risky
experiments ) of different phenomena that may occur in the system. Having these
models allows us to design controllers for the regulation of variables not easily
measurable continuously, and puts us on a relatively solid ground for an appropri-

ate characterization of the different sources of uncertainty. The knowledge
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obtained from the models can be employed for properly designing the transfer

function identification experiments, which in turn are most appropriate for a final

validation of the modeling assumptions.

2.1 Mathematical Model of the Reactor Bed

The mathematical model for the reactor bed is based on the model developed
by Khanna ( 1984 ). Extensive work beyond that of Khanna’s has been carried out in
order to arrive at the final computer implementation of the model as presented in
this thesis. The new implementation differs significantly from the previous one and
is a very appropriate one for the control studies. The model has been incorporated
into the framework of a computer-aided control system design package. The solu-
tion algorithms have been replaced and a significant reduction in the simulation
times over the previous implementation has been achieved. Interactive graphics
have been incorporated that facilitate visualizing the results. A new, convenient

analytic linearization procedure has been implemented.

The dimensionless quantities have been redefined in order to appropriately
couple the reactor-bed model to models of other elements in the system like the
feed-effluent heat exchanger ( Appendix D) or the recycle line. The previous set
was found to be inadequate for the case in which the steady-state values at the
reactor inlet are not known a priori, as it occurs for the inlet temperature when the
heat exchanger is used. The reactor model has been simplified for the initial
analysis by considering the methanation reaction as the only significant reaction
occurring in the system. This is justified by the results of kinetic experiments car-

ried out in our laboratory ( Chiang, 1983; Webb, 1986 ), which show that the steam-

shift reaction
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CO —+ Hzo = COZ + H2 , (2)

the second major reaction possible in the system, is much less important than the
methanation reaction. The experiments of Chiang, corroborated later by those of

Webb, also suggest the following rate expression for the CO methanation reaction

over a nickel catalyst { evaluated at 513 K ):

0.0217 pco Ph, tg°3(1-v) [ moles ] (3)

Ry = :
(I + 110 pco + 2.32 py,) sec gcat

where tg, measured in hours, accounts for a long-term deactivation effect, the partial

pressures are measured in atmospheres and

Pchu,PH,0 1
=——= = (4)
PcolPu,) Py

v

The factor (1—») was included by us in order to reduce the rate to zero at equili-
brium. This has been suggested by Vatcha ( 1976 ). The rate expression of Eq. (3) is
a global rate expression, based on bulk gas conditions. The activation energy was
measured at 37 kcal/mol. This rate expression is employed throughout the present
thesis. This reaction kinetics and the operating conditions selected for the case of
single-pass operation ( Table Al, Appendix A ) are close to the actual ones expected
for the laboratory experimental system and differ from those employed by Khanna
(1984; Khanna and Seinfeld, 1982,1986). The latter give rise to profiles
significantly milder than the profiles obtained in our case. The rate expression in
our case shows that the CO is a strong inhibitor in almost the entire range of con-

centrations. This has an important effect on the steady-state and dynamic behavior
of the reactor.

Khanna ( 1984 ) discusses in detail the different considerations in the formula-
tion of the mathematical model for the reactor bed and the validity of different

assumptions. A similar discussion will not be attempted here. In short, the model:
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— incorporates axial and radial dispersion of mass and energy;
— involves a two-dimensional, heterogeneous analysis;

accounts for temperature, pressure and mole dependencies of gas density,

average molecular weight, heat capacity and heats of reaction;
— incorporates the effects of axial pressure gradients;
— includes the dynamics of the axial central thermal well.

Among the major assumptions underlying the model:

the reactor wall temperature is equal to the cooling fluid temperature and is
independent of length along the reactor;

the concentrations employed in the model are those in the gas phase; this
requires that the mass transfer effects resulting from possible inter- and/or
intraparticle limitations be included in the rate expressions; this is actually
done when employing global rate expressions, but care has then to be taken
that the flow conditions around the particles in the reactor where the kinetic
experiments are carried out reproduce those expected for the catalyst particles
in the actual reactor;

the gas properties are functions of temperature, pressure and total moles as
dictated by the ideal gas law;

there is no radial velocity, and the axial velocity across the radius of the bed is
uniform; the validity of the latter assumption and its effect on the results
should be further verified in the experimental system since the value of 20 for
the ratio D./d, is a relatively low value for the assumption to be entirely
justified.

The mathematical relationships for the reactor model are given in what follows

in terms of dimensional quantities.
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Energy balance for the catalyst phase:

(I-0)psCp iT—S = kzsﬁZL EI‘S ﬁ r éf,Ts]* hggas(Ts—Ty) + (-AHR
s ot 0z? r o1 or
r=Ry krs%—ll;i = h(T—Ty)
r =R, —krs%Tr—s = h,(T-T,,)
z=20 kZS%—TZi = heo(T;—Ty)
z=1L ~kzs% = heo(Ts—Ty)

The heat of reaction is taken as a linear function of temperature.

Energy balance for the gas phase:

aT aT a°T kp, g | 0T
. g g g reg - g
Palo g = Oy tRaT et [1797} ~ Pt
0T,
r = RO krg"’é?‘_ = htg(Tg_Tt)
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Energy balance for the thermal well:

aT, AT,
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— Ty + htgatg(Tgr:Ro —Ty)

S
r=Rq

(5)

(6)

(7)
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where v is a dilution factor that accounts for the presence of inert material mixed

with the catalyst in the bed, and 6 is the number of moles of CO reacted per total

inlet moles.

Additional relationships:

with

and

Mg = Mg(1 - 29)

(10)
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P =Pl - 26!

The pseudopressure defined by the last relationship is convenient for use in the
analysis since the effect of mole changes is explicitly removed ( Khanna, 1984 ).

Changes in P are basically due to pressure drop through the bed, and a linear

profile such as

7 + P (11)

2 iJz:]. - i)z=0
p=| 7=
e

may be used to define the pseudo-pressure as a function of axial position. Alterna-
tively, correlations such as the Blake-Kozeny or the Ergun equations ( Bird et al.,

1960 ) can be used for describing the pressure drop across the packed bed as a

function of the flow rate.

Radial temperature gradients are important in this system, since heat is
removed continuously from the catalytic bed into the outer jacket. The radial
dispersion of energy is retained in the model since this process governs the radial
flow of energy through the bed to the jacket. For finite values of the radial mass
dispersion coefficients, and for strong reaction conditions the temperature gra-
dients may lead to significant radial concentration gradients. On the other hand, for

mild reaction conditions the radial concentration gradients may be small as
reported by Khanna ( 1984 ).

Compared to the convective terms the axial mass dispersion terms are rela-
tively small and therefore can be safely neglected to simplify the model as has been
done in Eq. (8). The exclusion of these terms has been tested to affect neither the
steady-state nor the dynamic behavior of the model. The axial dispersion of energy
terms are relatively more important and are kept in the model since it has been
shown that retaining the axial dispersion terms in the main dynamic equations

improves the structural characteristics of the PDE model for its numerical solution
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by lumping techniques such as orthogonal collocation ( Bonvin, 1980 ). The main
dynamic equations in the reactor model ( corresponding to the slowest modes of
the system ) are the energy balances for the catalyst phase and for the thermal well.
The inclusion of the axial dispersion/conduction terms in these equations requires

only marginal extra effort in the solution by means of orthogonal collocation as the

discretization procedure.

3. NUMERICAL SOLUTION

Discretization of the partial differential equations. The numerical solution of
the coupled set of nonlinear partial differential equations describing the reactor
bed is carried out through orthogonal collocation ( Villadsen and Stewart, 1967; Fin-
layson, 1972; Villadsen and Michelsen, 1978 ). By means of this technique the non-
linear partial differential equations are transformed into a combined system of non-
linear ordinary differential equations on time and nonlinear algebraic equations,
which is then amenable for solution as a standard initial value problem. The advan-
tage of the use of orthogonal collocation for the "early lumping" of the partial
differential equations resides in the fact that relatively low order models! can be
directly obtained, which preserve the main dynamic features of the actual process,
and which, after appropriate linearizations, can be directly employed as state-space
models for the control system design. The relative simplicity of the approach
makes it very attractive, especially for complex distributed parameter systems such
as the packed-bed reactor. The whole body of finite-dimensional ordinary
differential equation control theory can then be applied to these systems. A large
number of applications of the orthogonal collocation procedure for distributed
parameter chemical reaction systems have been reported in the literature ( for

example, Georgakis et al, 1977; Jutan et al., 1977, Bonvin et al., 1983 ). The pro-

1. Low order models by comparison with what would be obtained., for the same accuracy of the
resulting model, by means of other techniques such as finite differences.
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cedure is, however, not exempt from problems. The main difficulties experienced in

this application, along with ways to cope with them are presented later on in the
discussion.

The discretization procedure employed is similar to that of Khanna ( 1984 ),
although certain differences exist, which are pointed out through the discussion.

Only an outline of the procedure is given here; full details are presented in Appen-

dix A.

After appropriate nondimensionalization of the model, the energy balance
equations are first discretized in the radial direction, employing a quadratic
representation for the radial temperature profiles. In most cases the representation
of the temperature profiles by a quadratic is adequate, and it allows employing only
one interior point for the radial collocation. This is most advantageous, since the
number of resulting discretized equations remains the same as the number of origi-
nal PDE’s. On the other hand, because of the zero-flux radial boundary conditions
for the concentration equation, using one interior radial collocation point for the
discretization of this equation forces the resulting "discretized" radial concentra-
tion profiles to be flat. Although under mild reaction conditions the concentrations
may be indeed close to constant along the radial direction ( as in several examples
presented by Khanna ( 1984 ) ), for strongly exothermic reactions with high activa-
tion energies and strong reaction conditions, the assumption of radially uniform
concentrations may not be valid. For these cases it is then necessary to discretize
the concentration equation, employing at least two interior collocation points. The
current implementation, however, does not include this extension because, unfor-
tunately, each extra radial collocation point for the concentration equation
increases the dimensionality of the final model by N+1 equations ( where N is the
number of interior axial collocation points) and complicates the treatment

significantly. In addition, the major conclusions regarding the control studies
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should not be strongly affected by the assumption of flat concentration profiles, at

least for the operating conditions under consideration.
The next step in the solution procedure is the discretization of the partial

differential equations resulting from the first step, by applying orthogonal colloca-

tion in the axial direction. The axial profiles are assumed to be of the general form

N+1
y(7) = Y LQyi(n) (12)
'=O

where ¢ and 7 are, respectively, dimensionless distance and time, y is temperature or
concentration, y; is the temperature or concentration at the collocation point i,and ;

are Lagrange polynomials of degree N based on the cecllocation points g

i=0,1,..N+1 . (13)

The N interior collocation points ¢, j=1,..N are selected to be the roots of an Nth

degree Legendre polynomial ( Villadsen and Michelsen, 1978 ).

Because only one Lagrangian is non-zero at a collocation point (it actually
equals unity ) and since the residual obtained when replacing Eq. (12) in the
differential equations is set to be zero at the collocation points, the coefficient of

this Lagrangian is equal to the solution at that point, namely,

Vi, =i - (14)

=
The first and second derivatives with respect to distance are replaced in the PDE's

by

—

Iy =2
1 = 3 1) yin (15)
¢ k=, j=o
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where 1{(y;) and 1{?(y;), corresponding to the first and second derivatives of the
Lagrange polynomials, are functions only of the collocation points and can be
evaluated a priori. After applying Egs (14)-(16) each PDE is replaced by a system of
ordinary differential equations on time, one equation for each collocation point. It
is seen that in this formulation the first and second derivatives with respect to dis-

tance are functions of the solution at each one of the collocation points.

If only one interior radial collocation point is used for the concentration equa-
tion, and after simple algebraic manipulations allowing for the explicit solution of
some of the variables, the resulting discretized reactor model consists of 4N+1 non-
linear ordinary differential equations coupled with 4 algebraic equations ( of which
one is nonlinear ). The algebraic equations correspond to the axial boundary condi-
tions in Egs (5) and (6). Because under some conditions steep axial profiles have
been encountered, we have employed in general 12 interior axial collocation points,
which makes the total number of equations 53. In this thesis it is shown that in
spite of the large system dimensionality, both simulations and sound control sys-

tem designs for this model and even larger order ones can be carried out with rea-

sonable ease.

In the previous formulation by Khanna ( 1984 ), the continuity equation was
explicitly included in the model for the calculation of the linear gas velocity u, as a
function of time and axial position. This resulted in N+1 additional nonlinear alge-
braic equations in the discretized model, which increased to 66 the total number of
equations for the case of 12 collocation points. The explicit inclusion of the con-
tinuity equation is, however, not necessary because of the use of the total mass
flow rate G (invariant along the reactor ) in the model formulation, and because u,

is simply given by u, = G/p,. The N+1 nonlinear algebraic equations resulting from
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the continuity equation were therefore excluded from the model and the treatment
simplified considerably. Most of the simulations presented in this thesis were actu-

ally carried out before this change was implemented.

Steady-state solution of the reactor model. Several techniques are available for
solution of the steady-state operating profiles. Steady-state solutions are required
not only for system analysis, but also for defining the operating points around
which to linearize the system to obtain an "equivalent” set of linear state-space

models that can be employed for control system design.

At steady state, the discretized model equations resulting from the orthogonal
collocation procedure become a system of nonlinear algebraic equations. This sys-
tem can be solved by a number of techniques, such as the Newton method or
Powell’s algorithm ( Powell, 1970 ). This approach was found to converge with no
major difficulties for cases in which the profiles are relatively smooth. This, how-
ever, was not the case for conditions leading to steep profiles, for which rather
severe difficulties were in some cases encountered in trying to solve the system of
nonlinear algebraic equations. The reasons for these difficulties and ways to circum-

vent them are described in detail in Section 4.

Dynamic simulation of the reactor model. By means of the collocation techniques
the PDE reactor model is converted as stated previously into a system of nonlinear
ordinary differential and algebraic equations. The solution of this mixed system of
equations is carried out employing code ( called SNTEG ) for the open- or closed-
loop simulation of general linear or nonlinear dynamic systems, which uses power-
ful, state-of-the-art software ( DASSL ( Petzold, 1982 ) ) for the solution of implicit
systems of differential/algebraic equations. SNTEG is described separately in
Chapter V. Suffice it here to say that for the dynamic simulations the nonlinear

reactor model is implemented as a subroutine that is linked to this general code
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( Appendix B ).

All open- and closed-loop dynamic simulations reported in this thesis have
been carried out employing SNTEG. Very significant reductions in computation time
have been achieved over the previous implementation of the reactor model. For
example, for a 300 sec simulation of a 66-equation version of the nonlinear reactor
model, the CPU-time was 143 sec with SNTEG ( Chapter V). The small CPU-times
facilitate the control studies since they allow easy-to-carry out simulations in which
the controllers are tested directly on the full nonlinear model, which thus serves in
the simulation as "the actual plant." By contrast, a 50 sec simulation for a 41-
equation version of the nonlinear model with milder kinetics required almost 5

hours of CPU-time with the previous implementation ( Khanna, 1984 ).

A simulation example is shown in Fig. 3. Plotted are the CO concentration
profiles corresponding to the open-loop system response to a -25% step-change in
the inlet CO concentration. The system is initially at a steady state of partial conver-
sion. The plots show the progress of the concentration front along the reactor
immediately after the step-change occurs at the inlet. The front leaves the reactor
just after 1.5 sec ( the residence time ). The reduction in the CO levels after the
step-change causes the reaction rate to increase and this causes a further ( although
small for this example ) reduction in the concentrations. In this particular example
a new steady state of partial conversion is reached after about 100 sec. Because
there is no axial mass dispersion included in the model, the actual shape of the
front should be a step. The smoother profiles observed, as well as the small ripples
appearing in the profiles are both a result of the approximation introduced by the
discretization technique. The location of the front at different instants of time is,

on the other hand, reasonably predicted by the discretized model.

Fig. 4 shows the open-loop outlet temperature response ( for the nonlinear

model ) to a small step-change in the inlet temperature. As expected from physical



CO MOLE FRACTION

- 3] -

.87
8. 86—
t = 0.5 sec.
8. 85—
\1.5/
B.084— \
100
8.83
1 | | |
@ 8.2 B.4 8.6 8.8 i

z/L
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considerations, a time delay is observed in the response. This delay is approxi-
mately equal to 60 sec, which is consistent with the range of values expected for
the flow rate and physical properties on which the simulation is based. The
existence of this delay significantly affects the control system design ( Chapter III ),
and it is important that the delay be adequately predicted by the model. It is
apparent that the main dynamic features of the system are indeed adequately

predicted by the orthogonal collocation model employed.

4. BEHAVIOR OF THE NONLINEAR REACTOR MODEL; NUMERICAL PROBLEMS

Because of the strong exothermicity and autocatalytic nature of the reaction
and the high activation energy, the reactor is, under certain conditions, extremely
sensitive, and a situation as depicted in Fig. 5 arises. Fig. 5a shows steady-state rela-
tionships between the reactor inlet and outlet temperatures for different values of
the inlet CO concentration. Each point in these curves corresponds to a different
steady-state solution of the reactor model. Curves relating the reactor inlet tem-
perature with the exit conversion have a similar shape as those in Fig. 5a. It is
observed that a small change in the operating conditions ( for example, in the inlet
temperature ) which in certain regimes has negligible effect, in other regimes leads
to extremely large changes in the profiles ( and therefore in the outlet temperature
or conversion ). This effect is referred to as a high parametric sensitivity of the

process ( Bilous and Amundson, 1956 ).

The effect shown in Fig. 5 has also been interpreted, for models including axial
dispersion, as the existence of an ignition temperature at which the system "jumps"
from a steady state of partial conversion to another steady state of large or com-
plete (equilibrium ) conversion (Fig. 5b, Puszynski et al, 1981). The upper
steady states show in general the presence of hot spots close to the reactor

entrance, and very sharp temperature and concentration profiles. Under certain
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conditions, regions of steady-state multiplicity may exist; that is, for the same
values of the parameters and operating conditions more than one steady-state solu-

tion may be found.

The steady-state multiplicity and hysteresis phenomena cannot be explained
for models excluding axial dispersion terms. Puszynski et al. ( 1981 ) related the
multiplicity and parametric sensitivity concepts and pointed out that as soon as a
high parametric sensitivity region occurs, the axial derivatives are very large, and as
a result the axial dispersion terms must be included. The authors indicated that
multiple steady states can occur in nonadiabatic tubular reactors with exothermic
reactions. This occurrence is supported by high values of the activation energy and
the heat of reaction and by a large intensity of cooling at the walls, and is also
affected by the contact time and the reaction kinetics. In the upper steady states,

very sharp temperature and concentration profiles may occur not only axially but

also radially.

The simulation results suggest, for our model, the occurrence of similar
phenomena as those reported by Puszynski et al. (1981) for a similar reactor
model. Numerical difficulties, however, prevented us so far from obtaining, through
orthogonal collocation techniques, the steady-state profiles corresponding to the
upper steady-state region, or from proving the existence of multiple steady states.
These difficulties, and approaches to circumvent them are described in what fol-

lows.

Refer to Fig. 5a and consider trying to solve for the steady state corresponding
to 6% CO and T;, = 550 K, starting with a profile obtained with T;, = 540 K as the
initial guess. Clearly, since both profiles are completely different ( although the
inlet conditions are relatively close ), the first problem that is encountered in trying
to solve directly the system of nonlinear algebraic equations is that of a poor initial

guess. With poor initial guesses most standard methods fail to arrive at the correct
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solution or even to converge to any solution.

To address the problem of obtaining good initial guesses for the profiles, the
use of continuation techniques was investigated. Fig. 5a was obtained by means of
a pseudo arc-length continuation procedure for continuation about regular points
and normal limit points ( Keller, 1977 ). The technique allows one to solve non-

linear problems of the form

Gx,\) =0, (17)

where x is the solution vector and X is a parameter, and to obtain the dependence x
vs X\ even in the case in which folds ( normal limit points ) and therefore multiple
solutions might appear ( Fig. 6 ). The technique is based on using the arc length s
of the solution curve as the independent parameter, and then stepping slowly on s
( rather than on X\ ) to obtain good initial guesses for the soluiion of both x and A.
The application of this technique ( with X\ = T}, ) allowed obtaining the almost verti-
cal sections of the branches in Fig. 5a. The technique, however, did not succeed in
going beyond the upper points in the curves of Fig. 5a, suggesting that, for the sys-
tem of nonlinear algebraic equations resulting at steady state from the collocation,
there exist singularity phenomena of a greater complexity than that of folds, which
are not captured by the procedure employed. The procedure was also applied with
similar results to a model obtained by discretizing in the axial direction through

finite-differences instead of orthogonal collocation.

In order to arrive at the upper steady states, the use of more sophisticated
continuation procedures ( for continuation past singular points, or bifurcation
points ( Keller, 1977 )) was not attempted, but instead dynamic simulation was
employed. The procedure involves integrating the nonlinear dynamic model from a
known initial steady state to one in the upper regime, to which the system is driven

by an appropriate change in one or more of the system inputs.
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Figure 6 Dependence of the solution of a nonlinear system on a parameter.
Example illustrating the occurrence of folds and multiple solutions. The sys-
tem, used as an example by Kubicek ( 1976 ), consists of 4 coupled nonlinear
algebraic equations. Solution obtained through a technique proposed by
Keller ( 1977 ).
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After a number of trials it was found that the most appropriate types of input
changes for approaching the upper steady-state region are ramps in the inlet tem-
perature leveling off at a desired value. The results are depicted in Fig. 7. In Fig. 7a
the ramp in the inlet temperature is relatively flat ( slope of 0.08 K/sec). At about
230 sec the temperature and conversion have not significantly increased along the
inlet and middle sections of the reactor. However, close to the reactor exit the tem-
perature and concentrations have reached a level at which suddenly something
analogous to a chain reaction develops: the higher reaction rates cause the tempera-
ture and conversion to increase very fast and this causes in turn a strong accelera-
tion of the reaction; this process stops only when the equilibrium conversion is
achieved. This behavior is a result of the strong exothermicity of the reaction, the
high value of the activation energy and the autocatalytic nature of the reaction rate.
In Fig. 7b the ramp is steep enough ( slope of 0.4 K/sec ) to cause the same process
to occur much closer to the reactor entrance. The very fast development of a sharp
hot spot close to the inlet is then observed. Fig. 7c shows the evolution of the con-
centration profiles for the same ramp as that of Fig. 7b. Note the rapid reduction in

the CO levels, which occurs at a pace even faster than the movement of the concen-

tration front.

Although the curves of Fig. 7 show the approach to the upper steady-state
region, they do not actually show steady-state profiles. The simulations eventually
"stopped" before the new steady-state profiles could be reached. The reason for the
numerical difficulties encountered lies in the steepness of the expected profiles. It
is most certain that the final steady-state profiles for the conditions of Fig. 7
( corresponding to a final inlet temperature 40 K higher than that of the initial
steady state ) would show very sharp hot spots and very steep reductions in the CO

concentration close to the reactor inlet.

The inability of simple orthogonal collocation to describe accurately profiles
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Figure 7 a) Open-loop time evolution of the gas temperature profile follow-
ing a ramp-change in the inlet temperature, with a slope of 0.08 K/sec.
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Figure 7 b) Open-loop time evolution of the gas temperature profile follow-
ing a ramp-change in the inlet temperature, with a slope of 0.4 K/sec. The
ramp levels off when the inlet temperature reaches 577 K. c¢) Evolution of
the CO concentration profiles for the same ramp as in b).
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with very sharp gradients is well known. It is not surprising then that singularities
or spurious solutions arise when conditions resulting in steep profiles are encoun-
tered. Orthogonal collocation involves fitting a single polynomial to the entire
profile, and if sharp changes are concentrated in a small region of the domain of
solution, a very large number of collocation points may be needed so that enough
are placed within that region to provide an accurate representation of the solution.
As a result most of the collocation points are wasted in regions characterized by
smooth concentration profiles, and high order interpolating polynomials result
which easily give rise to spurious oscillations. This "rippling" effect, an artifact of

the use of this procedure, starts to be observed in the steepest curves of Fig. 7.

A procedure called orthogonal collocation on finite elements has been pro-
posed to address the case of very steep profiles in some regions of the domain of
solution ( Carey and Finlayson, 1975 ). This technique allows the discretization
points to be concentrated in the small region where the gradients are steepest, thus
limiting the total number of collocation points in the whole domain. The integra-
tion domain is subdivided into a suitable number of finite elements and orthogonal
collocation is applied separately to each one of these elements. Appropriate con-
tinuity conditions are to be satisfied at the boundary discretization points between
any two elements, called internal nodes. The number and location of the finite ele-
ments are selected so that the degree of the interpolating polynomials used inside

each element is low enough to avoid oscillations.

A major difficulty in the use of the above technique arises from the fact that in
general one does not know a priori where the steep profile actually occurs, and
therefore it is difficult to define appropriately the different subdomains. This is
especially true in the case of dynamic simulations, since the sharp fronts move. An
extension of the technique, called orthogonal collocation on finite elements with

moving boundaries has been proposed that specifically addresses this problem
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{ Jensen and Finlayson, 1980; Garza-Garza and Dudukovic, 1982 ). Gardini et al
( 1985 ) have proposed, in the context of fixed-bed reactor simulation, ad-hoc pro-
cedures for updating the position of the finite element boundaries during the
integration in order to follow the movement of the steep fronts. The use of this
recently developed technique or of related ones should be investigated in future

work on the modeling of the reactor system.

For the initial series of control studies involving single-pass operation of the
reactor, operation around a steady state of partial conversion seems to provide
more interesting control problems than those arising in system operation under
complete conversion. The regulation of the product ( CH, ) concentration around a
set-point value is not an issue when all the reactant is consumed at the very
entrance of the reactor. For this regime of "upper steady states," the product con-
centration is fixed by the inlet reactant concentration ( because all the reactant is
consumed ), and changes in the inlet temperature or the flow rate over a long range
do not affect its value. In addition, steady states of complete conversion may
involve very high temperatures which should be avoided because of possible dam-
age to the system. From these considerations it was decided to carry out the initial
series of control studies for the system operated under partial conversion ( around
15% ). Challenging control problems arise in this case. These are mainly related to
trying to avoid the drift of the reactor to an upper steady state of complete conver-
sion following sustained disturbances. Chapters Il and IV address this problem in

detail.

For the regime of lower steady states the description by means of orthogonal
collocation of both the steady-state and dynamic system behavior is accurate
enough to justify its adoption. Phenomena observed with the model, like the high
sensitivity under certain conditions and the steep concentration profiles, have been

corroborated by employing other solution procedures like three-points-centered
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finite differences with a very large number of grid points. These effects, therefore,
are not by themselves an artifact of the use of the orthogonal collocation pro-

cedure.

5. DEVELOPMENT OF LINEAR STATE-SPACE MODELS FOR THE CONTROL STUDIES

5.1 General Procedure

The control system analysis and synthesis techniques employed throughout
the present thesis are based on the characterization of the system under study by
means of a nominal plant ( model ) plus an uncertainty description which accounts
for the expected mismatch between the model and the actual plant. The uncertainty
is characterized in the form of perturbations to the nominal plant, which are known

only to within norm-bounds.

The analysis and synthesis techniques apply to systems described by finite
dimensional linear time-invariant models. Section 3 describes the procedure
employed for obtaining, from the distributed parameter system descriptions, finite
dimensional nonlinear models. The next step in the development of models
appropriate for the control studies is the linearization of these nonlinear models in

order to arrive at state-space descriptions of the general form

x(t)
y(t)

Ax(t) + Bu(t) x(0) = xp
Cx(t) + Du(t) ,

(18)

Il

where x is the state vector, u is the vector of system inputs ( manipulated vari-
ables and disturbances ), y is the vector of system outputs and A, B, C and D are
constant matrices, functions of the model parameters and of the reference ( steady-
state ) conditions around which the linearization is carried out. The resulting
mathematical description is then accurate for small perturbations around the steady

state.
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Unfortunately, the research in stability analysis and feedback controller design
for general nonlinear systems has not reached a stage in which rigorous approaches
exist for practical application to systems such as the reactor. Therefore, although
not rigorous, the use of linear approximations to the nonlinear models constitutes
the only feasible alternative. Clearly, in going from the nonlinear to the linearized
descriptions, further mismatch is introduced between the resulting models and the
actual plants. In the simulation studies considered in this thesis, the main source of
uncertainty arises from the use of linearized models. The robust controllers, even
though designed on the basis of linearized models, are expected to maintain
closed-loop stability and reasonable performance when applied to the nonlinear
model. As will be clear from the results of Chapters Ill and 1V, the treatment of a
nonlinear system by means of robust linear controller design methods yields rea-

sonable results in many instances.

The uncertainty resulting from the system nonlinearity is characterized as
parameter variations of the linearized model. To account for the model uncertainty,
we assume that the dynamic behavior of the nonlinear plant is described not by a
single linear time-invariant model but by a family I1 of linear time-invariant models,
referred to as the "uncertainty set.” This set Il is a set of possible plants to which

the actual plant is assumed to belong.

Several procedures may be employed for defining the set I1. One such pro-
cedure is described in what follows. This procedure involves a linearization of the
nonlinear model not only around the steady state that corresponds to the nominal
operating conditions, but also around "steady states" corresponding to conditions
along the expected trajectory of the closed-loop system following a disturbance or
set-point change. Each linearization results in a different state-space model
( namely, in different values for the elements of A, B, C and D ). From a number of

such linearizations a set m of models is obtained, which serves as a basis for
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defining the set 1 employed in the control system design. The "operating condi-
tions" on the basis of which these linearizations are carried out are defined by
expected values of the disturbances to the system and of the manipulated variables.
This approach is by nature an iterative procedure since the trajectory of the
closed-loop system is not known a priori. If the system is to arrive at a new steady
state ( following, for example, asymptotically constant set-point changes or distur-
bances ) it is reasonable at least to include the models corresponding to the old and

the new steady-state conditions.?

Consider for simplicity the single-input single-output ( SISO ) case. The same
remarks that follow apply directly to each separate element of the transfer matrices
in the multivariable case. The family I1 of plants is defined in the frequency domain.

The frequency response

pr(w) = Cyx wl — AY~!By + Dy , (19)

corresponding to each state-space model k of =, is first computed at a reasonably
large number of frequencies in a relevant frequency range. The full-order state-
space models obtained directly from the linearization are employed in this compu-
tation. At this stage, therefore, no model reduction procedure is yet applied, and all

the dynamic characteristics of the models are intact.

At each frequency a set of points in the complex plane is defined. Each point
corresponds to each model in m. The points determine a region in the complex
plane, on the basis of which a new region defining the set IT is obtained. In general,
the original region can have a complex shape and therefore a complex mathematical
description that is difficult to deal with in the context of control system design. An

example of such a region is shown in Fig. 8.

2. An alternative, entirely different procedure for characterizing the dynamic behavior of the nonlinear
system in terms of linear models involves conducting appropriate transfer function identification
"experiments” on the nonlinear model From an appropriate analysis of the data, transfer functions
and uncertainty regions can be directly obtained ( see Section 6 ). Initial steps were undertaken for
the application of this precedure to the reactor model ( Appendix B).
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Figure 8 Uncertainty region in the complex plane, characteristic of cases in
which both gain and phase uncertainty are present, and evaluated at one par-
ticular frequency. Approximation by the smallest disk that includes the
entire region.
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The analysis and synthesis techniques employed by us require the uncertainty
to be described by disk-shaped regions ( Chapter Il ). Any complex region can be
approximated by a disk with more or less conservatism. Refer again to Fig. 8. The
disk-shaped region includes more plants than the original region. The conservatism
arises from the fact that the robustness tests will have to hold for a set of plants
larger than what the set of possible plants is originally expected to be. On the other
hand, since for the case of uncertainty resulting from the system nonlinearity it is
difficult to predict boundaries for the set of possible plants, the approximation of
the original region by a disk may in many cases be actually helpful because of the

extra safety margin added.

On the basis of the set x, the set Il of all possible plants to which the actual

plant belongs is defined as

o pGw) = Bl ]
= pe PR <1m<w>J, (20)

where p, known as the nominal plant or simply as "the model,” is chosen to
correspond to the center, at each frequency, of the smallest circle enclosing all
models of the original set = !ﬁ(jw)ll—m(w) is the radius of that circle. Eq. (20) is
known as a multiplicative uncertainty description ( Chapter I ). fm(w) is a bound on
the multiplicative uncertainty. The implications of the use of such an uncertainty

description are explained in detail in the control system design Chapters lII and IV.

The result of the above approach is a non-parametric description of the ( full,
nominal ) model in the frequency domain, together with the corresponding bound
on the multiplicative uncertainty. The non-parametric description consists simply of
a table of the real and imaginary parts of p(jw) as a function of frequency. This
description can be utilized directly in most of the analysis techniques we employ.
However, for the controller synthesis, a parametric description in the form of a

transfer matrix or the equivalent state-space model ( preferably of a reduced
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order ) is needed.

Reduced-order parametric descriptions are obtained from the frequency
domain descriptions by means of a frequency-domain, control-relevant model
reduction software package ( Rivera and Morari, 1985 ). In essence, the technique
finds out the parameters of a reduced-order rational transfer function which best fit
the non-parametric description according to different optimality criteria. As the goal
of the model reduction is the control system design, the control objectives are con-
sidered in the reduction process and are incorporated into the objective functions
through appropriate frequency-dependent weights. As a result, the procedures give
reduced-order models that best approximate the full models in the frequency inter-
val that is most relevant to the control problem. The basis of this model reduction
technique is explained in Section 4.4 of Chapter Ill, because it is strongly related to
the theoretical concepts presented in that chapter. In all cases the validity of the
model reduction is tested by analyzing the multiplicative error between the full and
the reduced-order model and its effect in the context of the control problem under

study ( Rivera and Morari, 1985 ).

In some cases a state-space description may be directly available for the full,
nominal model. This is the case, for example, if the nominal model is selected to be
the one corresponding to the nominal operating conditions. In these cases either
the above model reduction technique or other techniques requiring the state-space
descriptions such as balanced realizations ( Moore, 1981; Enns, 1984 ) may be
applied. With the reduced state-space models on hand, the final step of the model
development work is completed, and the control system design can be finally

addressed.
5.2 Model Linearization for the Reactor System

The procedure described in the previous section for dealing with the nonlinear

system requires not one but a number of linearizations before one can address the
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control system design for a particular case-study. For a large-order model such as
the one for the reactor, a straightforward numerical linearization based on finite-
difference approximations of the Jacobian is very slow and may lead to inaccurate
results. On the other hand, an analytic linearization, once the analytic expressions
for the elements of the Jacobian have been determined, results in much more rapid
and exact evaluation of the state-space matrices. If explicit analytic expressions for
each element of the Jacobian are obtained, then the effect of different system

parameters on each one of these elements can also be directly investigated.

Khanna ( 1984 ) performed an entirely analytic linearization of the reactor bed
model. The procedure, although conceptually simple, required extremely lengthy
algebraic manipulations. The model was linearized in three stages: 1) linearization
of the reaction rates; 2) analytic linearization of the algebraic equations and substi-
tution of the explicit, linearized analvtic expressions for the corresponding vari-
ables into the differential equations, and 3) linearization of the resulting ODE’s. The
procedure had to be carried out with extreme care because of the complexity of the
model and without the help, at that time, of appropriate algebraic manipulation

software.

The need for redoing this entire procedure in several instances, due to
modifications to the model, prompted us to reconsider the need for having explicit
analytic expressions for each element of the Jacobian. It was realized that the step
introducing the greatest complications in the case of the reactor model® was step 2)
above. The procedure was replaced by a simple, semi-analytic approach ( Appendix
A). This latter procedure is easier to implement and less prone to mistakes, while
retaining the accuracy of the complete analytic linearization. On the basis of this
simple procedure, general software was later written, which, starting from any non-

linear differential/algebraic model and with the help of symbolic manipulation

3. The previous version that included the nonlinear algebraic equations resulting from the continuity
equation.
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software, carries out the linearization and provides the state-space matrices ready
for further use in FORTRAN subroutines ( Lewin, 1986 ).

By means of the linearization procedure the nonlinear differential/algebraic
equation models are converted into standard state-space models of order equal to
the original number of ODE’s. For the reactor model the order is 4N+1, where N is

the number of interior axial collocation points. The state vector is given by

x= [0y, 00O BBy BV ,le”}T , (1)

respectively, the temperatures of the catalyst phase, gas phase and thermal well at
each interior collocation point, and the CO concentration at each interior colloca-
tion point and at the reactor exit. All variables are dimensionless, deviation vari-
ables. The reference temperature and concentration values are chosen to provide
reasonable scalings. The entire procedure that leads from the set of dimensional

partial differential equations to the state-space models is presented in detail in

Appendix A.

The code that carries out the steady-state solution of the models and the cal-
culation of the full state-space matrices ( REACTORSS ) is described shortly in
Appendix B. Great flexibility has been achieved by separating the overall solution
task into two programs, REACTORSS carrying out all steady-state related calcula-
tions, and the second program ( REACSUBS ) being a set of subroutines linked to
SNTEG for the dynamic simulations. The results of REACTORSS are stored in
appropriate files for use by REACSUBS or for direct use with the two different

computer-aided control system design packages available to us ( Chapter V).

For the case of the reactor model, if the number of interior axial collocation
points N is 12 ( as in most simulation studies carried out in this work ), then a full
linearized model of order 49 is obtained. Although the order is much smaller than

what would result from the use of other discretization procedures (i.e., finite
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differences ) and although simulation times have been reduced considerably, further
model reduction is very convenient. By means of the model reduction procedure
mentioned in Section 5.1, reduced-order models of orders 5 to 8 have been

obtained that adequately preserve the most relevant dynamic features of the full

model.

6. PARAMETER ESTIMATION AND MODEL VALIDATION

The model parameters employed in the simulation studies presented in this
thesis are in part easily measurable geometric parameters of the system, in part
kinetic parameters obtained from experiments carried out in our laboratory, and in
part values taken from the literature. Before control studies can be actually per-
formed on the experimental reactor system, further parameter estimation is neces-
sary together with a validation of the models. The mode] validation should be car-
ried out by trying to reproduce on the experimental system the steady-state and
dynamic behaviors obtained with the model. Also, as pointed out previously,
transfer function identification experiments should be carried out to validate

directly the transfer functions and the uncertainty descriptions.

Because of the relatively large number of reactor model parameters that need
to be estimated, the parameter estimation needs to be carried out in several stages.
The first stage involves the separate estimation of kinetic parameters of the reac-
tions ( Chiang, 1983; Webb, 1986 ). This parameter estimation is done on the basis
of results from steady-state experiments carried out in an external recycle reactor
built in our laboratory for this special purpose ( Strand, 1984 ). This is an almost
isothermal and gradientless reactor, certainly safer and allowing a more accurate
evaluation of the reaction rates than if the experiments were to be conducted
directly on the main reactor. The parameter estimation itself is carried out by

means of standard nonlinear regression techniques. If global rate expressions based
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on bulk gas conditions are to be employed, it is important to assure that the inter-
phase and intraphase concentration and temperature gradients around the particles
be negligible in both reactors. (If they are negligible only for the kinetic reactor,
then the diffusion effects have to be incorporated into the rate expressions in the
form of effectiveness factors. ) If the gradients are not negligible it is necessary to
assure that the kinetic experiments are carried out under flow conditions around

the particles similar to the expected ones for the main reactor.

The second set of parameters to be estimated consists mainly of the heat
transfer coefficients of the reactor model. These parameters have to be estimated
from experiments carried out directly on the fixed-bed reactor, although these
experiments need not be carried out under reaction conditions. By carrying out the
experiments under conditions of zero reaction, we can better isolate the heat
transfer effects and conduct safer experiments. The experiments should involve
measuring the open-loop dynamic system response to a change in one or more of
the input variables. One dynamic run is expected to yield the same amount of
information that only many steady-state experiments would give, in a very small
fraction of the time that the latter would require. The experiments should be care-
fully designed. For example, in order to estimate radial Biot numbers, a disturbance
in the reactor wall temperature is more appropriate than one in the inlet tempera-
ture. In order to carry out the parameter estimation, a special routine for parameter
estimation from dynamic experiments is required ( Appendix B ), together with a

dynamic model of the system.

After the second stage of experiments, and after careful evaluation of the reac-
tor model with the new set of heat and mass transfer parameters, the validation of
the whole model should be carried out by means of experiments under reaction
conditions. A list of model parameters that need to be estimated from experiments

in the reactor is presented in Appendix A. It is important to estimate carefully those
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parameters to which the mode! is most sensitive. The analysis should benefit from
new techniques available in the literature for sensitivity analysis of nonlinear

differential/algebraic equation systems ( Caracotsios and Stewart, 1985 ).

The updated version of the model should be subsequently employed in
reevaluating the system transfer functions. In addition, it should be employed for
carefully designing transfer function identification experiments that should serve
for a final validation of the model. These experiments also involve measuring the
system response to an input test signal. Pseudorandom binary sequences ( PRBS)
have been shown to be most adequate as input signals for these identification
experiments ( Eykhoff, 1974). Following these experiments the frequency
responses can be directly determined by techniques like spectral smoothing, which

involve smoothing and Fourier-transformation of the data ( Jenkins and Watts, 1968;

Rivera, 198¢ ).
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ABSTRACT

A systematic approach is applied to the design of robust controllers for a
fixed-bed, non-adiabatic, laboratory methanation reactor, a unit inherently difficult
to control. The fundamental limitations to the achievable closed-loop performance
are established by both physical arguments and dynamic resilience considerations.
The Internal Model Control ( IMC ) structure provides a suitable framework for this
analysis. IMC controllers are designed and their performance in the face of model
uncertainty tested both by simulation and by means of the Structured Singular
Value ( u ) analysis technique. The paper provides basic insight into the characteri-
zation and solution of control problems that are particular to fixed-bed reactor sys-
tems and constitutes the first account of the application of several recent advances

in control theory to a complex chemical process.
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1. INTRODUCTION

The systematic analysis of the control of chemical reactors can be considered
to date from three pioneering papers by Aris and Amundson ( 1958a,b,c ), in which
the authors laid the foundation for the now standard linearized treatment and
exposed for the first time some of the complexities of stirred reactor behavior. The
subject of the current work is control of the fixed-bed reactor, the mathematical
description of which is virtually synonymous with the name of Amundson. Indeed,
not only the control analysis that we will develop but also the reactor model that
we employ can be firmly traced to roots in the work of Amundson and his students.
It is our sincere pleasure to dedicate this paper to the seventieth birthday of Pro-

fessor Neal R. Amundson.

The basic steps in a systematic approach to the design of advanced control

schemes are:

1. Modeling and identification, to obtain an understanding of the system under

consideration and to provide the tools for the design of the controllers.

2. Selection of the control objectives.

3. Selection of the control configuration, i.e., of the sets of measured, controlled

and manipulated variables.

4. The application of a systematic procedure for the design of the controller ( the

control law ).

Recent advances in control theory, coupled to advances in modeling and
numerical methods and the availability of better computational resources, have
significantly improved the methods by which the above approach can be imple-
mented. As a result, a clearer understanding of some longstanding issues in chemi-
cal process control has been gained. For example, through the Internal Model Con-

trol ( IMC ) structure, new results have been obtained that establish a quantitative
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relationship between the design characteristics of a process and the best achievable
closed-loop performance ( so-called "dynamic resilience" ( Morari, 1983a) ). Also
new directions have been suggested for the problems of control in the presence of
constraints and nonlinear control system design ( Morari, 1983b ). The issue of
"robustness” of the control system, namely, that stability and acceptable perform-
ance be maintained in the face of plant-model mismatch, has received a great deal
of attention from the part of control theoreticians. Necessary and sufficient condi-
tions for guaranteeing robustness of both stability and performance have only
recently been derived ( Doyle, 1984 ). The robustness issue is crucial in chemical
process control, where accurate dynamic models of the processes are rarely avail-
able. No accounts exist in the process control literature of applications of these

recent theoretical advances to practical control problems.

In order for new advances in control theory to be implemented in an industrial
environment, it is essential that they be evaluated first in a research environment;
this creates a need for the construction of flexible laboratory-scale or pilot plant-
scale units that, in spite of their smaller size relative to plant scale, preserve much
of the complexity of the industrial setting. The fixed-bed, non-adiabatic methana-
tion reaction unit shown in Fig. 1 has been constructed as a system to evaluate
advanced control schemes ( Strand and Seinfeld, 1982 ). This experimental unit
allows implementation of a variety of configurations, including operation under

conditions of heat and/or product recycle.

The objectives of this paper are twofold: on the one hand, we want to address
the design of control systems for the fixed-bed methanation reactor; on the second
hand, we want to present a systematic approach to control system design through
its application to this particular case-study. The approach is based on some of the
recent theoretical developments mentioned above. Dynamic resilience considera-

tions are employed in the selection of the control configuration ( step 3 above ). A
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systematic procedure for the design of robust controllers is presented and applied
(step 4). A recently developed control objective-related model reduction procedure

is also utilized.

The discussion in the paper closely follows steps 1-4 above. Section 2.1
presents a short description of the mathematical model of the reactor and subse-
quently addresses the development of models appropriate for the control studies.
The selected system configuration and operating conditions are given in Section 2.2.
In Section 3.1, steady-state results are presented that help in the identification and
selection of the control objectives. In Section 3.2, dynamic simulation results are
combined with basic resilience studies for the selection of the control
configuration. Section 4 presents a logical framework for the design of the control
laws, concentrating on the single-input single-output ( SISO ) case and addressing
the robustness issue. Finally, the theory of Section 4 is applied in Section 5 to the

design of robust SISO controllers for the reactor system.

2. THE METHANATION REACTOR SYSTEM

2.1 Mathematical Model

The mathematical model of the fixed-bed methanation reactor is described in

detail by Khanna ( 1984 ) and Khanna and Seinfeld ( 1982,1986 ). In particular, it:
— incorporates axial and radial dispersion of mass and energy;

— considers multiple reactions;

— involves a two-dimensional heterogeneous analysis;

— accounts for temperature, pressure and mole dependencies of gas velocity,
density, average molecular weight and heat capacity, reaction rate constants

and heats of reaction;
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— incorporates the effects of axial pressure gradients;
— includes the analysis of an axial thermal well.

The model is described by the coupled set of mass and energy conservation
equations. Radial gradients are important in this system, since heat is removed con-
tinuously from the catalytic bed into an outer jacket filled with a cooling fluid. The
reactor is designed to simulate one tube of a type of non-adiabatic reactor
employed for highly exothermic reactions; these reactors consist of a large number

of tubes inside a cooling oil shell.

The methanation reaction

CO + 3H,—CH4 + H,0 (1)

is taken for the present purpose as the only significant reaction; the rate of the
methanation reaction was found experimentally to be much greater than that
corresponding to the steam-shift reaction on the nickel-over-alumina catalyst
employed. The following global reaction rate expression, based on bulk gas condi-

tions, was determined at 513 K ( Chiang, 1983 ):

0.0217 pco Py, ta®?
(14 110 peo + 2.32 py,)?

R
M sec gcat

moles } , )

where ty, measured in hours, accounts for a long term deactivation effect. The
activation energy was measured at 37 kcal/mol. This rate expression is used
throughout the simulations presented here. This reaction kinetics and the operat-
ing conditions selected ( see Section 2.2) correspond to the actual ones for the
laboratory experimental system, and differ from those employed by Khanna ( 1984;
Khanna and Seinfeld, 1982,1986). The latter give rise to profiles significantly
milder than the profiles obtained in our case. The rate expression shows that the

CO is a strong inhibitor in almost the whole range of concentrations. This has an
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important effect on the behavior of the reactor. The values of some of the other
parameters of the model, such as heat transfer coefficients in the reactor, are

selected for the present purposes from the literature.

The basic numerical solution procedure employed on the reactor model is
orthogonal collocation. The discretization of the reactor equations is first done in
the radial direction by means of collocation, based on one interior point and a
quadratic representation for the radial temperature profiles. Orthogonal collocation
is then used for the discretization in the axial direction. Because of steep profiles
for some conditions, simulations have been performed generally with 12 interior
axial collocation points. The resulting system consists of 4N+1 nonlinear ODE’s
together with N+5 nonlinear algebraic equations ( a nonlinear differential-algebraic

equation system ), where N is the number of interior axial collocation points.

Linearized models are employed for the control system design. These are
obtained by means of an analytic evaluation of the corresponding partial deriva-
tives at a desired nominal point. The resulting state vector consists of 4N+1 ele-
ments, i.e., for 12 collocation points, 49 elements. The importance of model reduc-
tion for the control system design is evident. However, as opposed to most previ-
ous accounts of the application of model reduction schemes to comprehensive reac-
tor models, in this work the model reduction is not done in an "open-loop" manner;
i.e., the model reduction problem is not separated from the control problem itself.
The model reduction is therefore conveniently presented in Sections 4 and 5

together with the description of the controller design.

The computational implementation of the reactor model differs from the one
reported by Khanna ( 1984 ). The model has been incorporated into the framework
of a computer-aided control system design package, making it very convenient for
the control studies. Simulations are carried out employing a special code that

allows closed-loop simulations of nonlinear systems together with linear, nonlinear
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or discrete controllers. This special code and its application to the reactor model

will be presented elsewhere ( Mandler and Morari, 1986 ).
2.2 System Configuration and Operating Conditions

For the purposes of this paper, the operating conditions are selected to
correspond closely to those expected for the single-pass operation of the labora-
tory experimental reactor shown in Fig. 1. In this configuration only CO, H, and N,
are fed to the reactor. Flow rates are low due to the limited availability of reactant
gases. Operation is to be maintained in the low-to-mild conversion regime, because
otherwise very high temperatures may develop ( see Section 3.1 ). Typical settings

for the different variables are given in Section 3.2.

The system configuration and operating conditions treated in this particular
case-study do not follow the typical operation of industrial methanators. In most
cases, methanation reactors serve to remove small traces of CO from H, streams
employed in the production of ammonia. Complete conversion is then desired. The
second use of methanation is in the production of synthetic natural gas ( SNG ). In
this case higher CO concentrations are involved and high conversions are also
desired. Product recycle is sometimes used to reduce the temperatures in the bed
and still obtain high conversions ( Harms et al., 1980 ). Product recycle is allowed
in our experimental system. The reactor model has also been extended to include
the elements of the recycle line. However, product recycle introduces special com-
plications and control problems, and their study is left as a subject of future work.
The study of the single-pass reactor operated under low conversions is addressed
first, as it serves as the basis for a study of more complicated configurations and
because several conclusions can be drawn from it that are of general relevance to

the control of fixed-bed reactors.! More importantly, this configuration gives rise to

1. The reactor and system configuration are similar to what would be a small-scale version of those
employed for the synthesis of phthalic anhydride by o-xylene oxidation, an exothermic reaction with
equivalent control problems ( Froment and Bischoff, 1979 ).
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interesting control problems and constitutes an excellent example of a complex

chemical process full of system-inherent difficulties for the control system design.

3. OPEN-LOOP STUDIES
3.1 Steady-State Results; Definition of the Control Objectives

Steady-state relationships are helpful for an understanding of the control
problems that may be encountered, and in our case they help in the definition of
the control objectives. At steady state, the discretized model equations resulting
from the collocation procedure become a system of nonlinear algebraic equations
that can be solved by a number of techniques. Fig. 2 shows the steady-state rela-
tionships between the reactor outlet temperature ( Ty, ) and the reactor inlet tem-
perature (T;,) for different values of the inlet CO concentration. Each point on

these curves corresponds to a steady-state solution of the reactor model.

As a result of the exothermicity of the methanation reaction and of the
autocatalytic nature of the reaction rate for all CO concentrations { except very
close to zero ), temperature profiles increase monotonically along the reactor and a
"hot spot” is unlikely to occur except at or after a point of complete conversion.?
Therefore, Ty, is for this particular case (and provided conversion is not com-
plete ) a very good indicator of the partial conversion achieved. The same conclu-
sion can be reached by looking at the steady-state relationships of Fig. 3, where the
outlet methane mole fraction is shown as a function of T, for different values of
the inlet CO concentration ( Xcp ). The curves correspond to low-to-mild conver-
sions. Note the strong correlation between the outlet methane mole fraction and
the reactor outlet temperature. Typically, the main control objective for the reactor
would be the regulation of the product concentration around a desired set-point

value. The close relationship between the methane concentration and the tempera-

2. Complete conversion, meaning the conversion at equilibrium.
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ture justifies choosing, as the control objective, the regulation of the reactor outlet
temperature about a corresponding set-point value. State estimation or inferential
control techniques can, of course, be applied to improve the regulation of the pro-

duct concentration; this is not, however, the main concern in this paper.

The points of maximum conversion shown in Fig. 2 correspond to a conversion
of slightly less than 20 %, above which the curves "jump” to steady states of com-
plete conversion. Close to these points the reactor is extremely sensitive in the fol-
lowing sense: sustained small changes in the inlet CO concentration or in the inlet
temperature can result in very large changes in the profiles and therefore in very
large changes in the conversion and reactor outlet temperature. The reactor is said
then to "run away" ( Froment and Bischoff, 1979 ). The main disturbances con-
sidered here are sudden changes in the inlet CO concentration, a type of upset that-
is encountered in industrial practice. For the single-pass configuration of the reac-
tor the inlet temperature is, on the other hand, assumed to be well known and is

taken as a manipulated variable.

Fig. 2 suggests that an upset causing a decrease in the inlet CO concentration
( remember that the CO is an inhibitor here ) will drive the reactor to a steady state
of complete conversion unless some action is taken such as a reduction in the reac-
tor inlet temperature. Steady states of complete conversion involve very high tem-
peratures for the conditions presented here and have to be avoided. The control
problem that we address is to regulate the outlet gas temperature around a set-
point value located in the region close to the bend in the curves of Fig. 2, where,
even though the conversion is mild, the sensitivity of the reactor is very high, and
the danger of a reactor runaway clearly exists. A very reliable control system is

required for this region of operation.

The available measurements in the reactor are temperatures along a central

axial thermal well and the outlet gas temperature. Available as manipulated
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variables are the reactor inlet temperature T;,, the total molar flow rate Fp and the
reactor wall temperature T,. The selection of the control configuration, i.e., of the
subsets of measured and manipulated variables that actually enter in the control

scheme, is done on the basis of the considerations of Section 3.2.
3.2 Dynamic Simulation and Resilience Studies; Control Configuration

Prior to the design of the control laws, a decision on the control configuration
to be adopted is required. The satisfaction of the control objectives constitutes the
main factor in this decision. However, in general, more than one control
configuration may seem appropriate to satisfy the control objectives, and further
discrimination is then necessary. When this is the case, an important factor in the
selection among different control configurations is the relative quality of control
achievable for the system resulting in each case. In the framework of the Internal
Model Control structure, Morari ( 1983a ) has shown that such an assessment can be
made purely on the basis of properties of the open-loop system, with no, or

minimal, assumptions about the particular controllers to be employed.

Morari introduced the term "dynamic resilience" to indicate the best closed-
loop control performance achievable for a plant for all possible constant parameter
linear controllers. Thus, control configurations or designs yielding plants with a
better dynamic resilience are preferred. A methodology for the quantitative assess-
ment of dynamic resilience was proposed ( Morari, 1983a, Holt and Morari, 1985,
Morari and Skogestad, 1985 ). The main system-inherent limitations to the achiev-
able closed-loop performance, or, in other words, to the dynamic resilience, were

shown to be imposed by:

— non-minimum phase elements ( right-half-plane ( RHP ) zeros and time delays ),
— constraints on the manipulated variables, and

— model uncertainty.
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The reader is referred to the just-mentioned sources for further details on these

topics.

Different combinations of measured and manipulated variables yield different
control configurations for the reactor, several of which would seem appropriate for
satisfying the control objectives. The assessment of the relative convenience of
each configuration is now carried out on the basis of studies of the open-loop sys-
tem dynamics and with the help of basic resilience considerations. Questions such
as whether to use one or more measurements, or which and how many of the three

possible manipulated variables to employ are addressed in what follows.

The nominal operating conditions are selected as ( see Fig. 2 ): gas temperature
at the reactor inlet, T;,, = 537 K; CO mole fraction at the inlet, xco = 0.06; total molar
flow rate, Fp=0.0223 gmol/sec; reactor wall temperature, T,, =530K. They
correspond to an outlet gas temperature ( T, ) of 546 K and to a product CH, mole
fraction of 0.0035. The steady state is stable. The disturbance variable selected is
Xco. The open-loop system response to a step-change in Xco from 0.06 to 0.045
(=25 % ) as computed from the full nonlinear model is shown in Figs. 4 and 5. We
note from Fig. 4 that T,,, rises immediately after the concentration wave has left
the reactor (residence time of 1.4 sec) because of the immediate increase in the
reaction rate. The product concentration curve shows first a sudden increase after
the concentration wave has passed and subsequently a slower increase linked to
that of the reactor temperatures. Fig. 5 shows the evolution of the gas temperature
profile along the reactor. Notice that the profile at all times increases monotoni-
cally with length. The new steady state is reached after about 220 sec. Both figures
show that because of the very short residence time and of the long time-constants
of the thermal processes, the changes in temperatures caused by changes in Xco

occur essentially simultaneously at all points along the reactor. Therefore, for this

type of disturbance, and also for disturbances in the flow rate, no additional advan-
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tage can be obtained from the use of extra temperature measurements in early por-
tions of the bed for the purpose of informing the control system that a disturbance

is coming towards the reactor end.
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