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1 Abstract 

This thesis proposes and analyzes a new solar cell design. The base electrode of the new 

photovoltaic is composed of several electrically isolated nanolattices suspended on top of 

each other. Doped semiconductors are then deposited onto the beams of this electrode, 

forming isolated p-n junctions. The deposition thicknesses of one of the doped 

semiconductors is varied along the height of the device, creating a multi-junction solar cell. 

The charge ca rrier dynamics in an amorphous silicon- and germanium-based device are 

simulated, and the efficiency is found to be a factor of four greater than a conventional 

planar structure with similar parameters. The main components of this photovoltaic's 

fabrication process are developed and analyzed. Specifically, suspended and electrically 

isolated lattice electrodes made of carbon are built. The electrical conductivity of the 

carbon is shown to be similar to that of indium-tin oxide. The electrode material is 

determined to be a mix of amorphous and glassy carbon. Different methods of radio­

frequency sputter deposition are used to deposit spatially dependent layer thicknesses of 

semiconductors onto the lattice beams. The spatial dependence is shown to be 

approximately linearly dependent on the height dimension of the lattice. 
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2 Introduction 

2.1 Motivation 

Even though the energy from the sun that arrives at the surface of the Earth in one hour 

is greater than the total energy humans consume in a year (1), as of 2015 less than 1% of the 

energy produced in America is done so through solar power (2). In order to increase the 

number of photovoltaic (PV) cells employed, and likewise decrease our energy sector's harsh 

impact on the environment, several problems need to be addressed. This thesis explores a 

device that significantly fixes two of the main hurdles: low efficiencies and high footprints of PV 

cells . 

2.2 Basics of Photovoltaics 

In a simplified model, a single-junction solar cell (the most popular device geometry as of 

2017) can be thought of as two semiconductors stacked on top of each other. One of these 

semiconductors is doped with acceptor impurities (called the p-type material) while the other is 

doped with donor impurities (the n-type material). The difference in dopants causes an electric 

field to form in-between the two regions . When the sun shines on the cell, incident photons are 

"absorbed"; photons interact with an electron, moving the electron from the valence to the 

conduction band in the semiconductor via the photoelectric effect. Drift force due to the 

electric field along with diffusive forces due to the inhomogeneous doping then cause the 

excited electrons to move towards then-type side (and the holes towards the p-type side), 
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creating a current pointing towards the p-type side. It is this current that then powers the load 

attached to the solar cell. 

2.2.1 P-N Junctions 

Many of the physical phenomena that arise in solar cells have to do with the simpler 

case of a p-n junction. I will briefly review several of the most relevant aspects of the physica l 

processes in these junctions. This analysis is aided by (3, 4), which are also good references for 

a more general review of p-n junctions. 

A p-n junction, like a photovoltaic, is composed of a p-type semiconductor attached to 

an n-type semiconductor (Figure 1). When these two types of semiconductors come into 

contact, the majority charge carriers of both sides will start to diffuse into the other sides. 

During this diffusion, mobile charge carriers combine with carriers of the opposite polarity, 

depleting part of the volume where diffusion occurred of any mobile charge carriers 1-th is 

region is called the depletion region. The depletion region is charged due to ionized nuclei left 

behind, creating an electric field against the diffusion of the majority charge carriers. 

Equilibrium is achieved when the diffusion of majority charge carriers and the counteracting 

force from the electric field in the depletion region are balanced. 

1 Of course, mobile charge carriers can enter this region, at which point the charge carriers either have 
enough energy to overcome the potential drop across the depletion region and therefore will travel through and 
out of the region, or the charge carriers will be forced back towards where they came from by the electric field. At 
the end of both scenarios the depletion region is left without mobile charge carriers. 
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There are two competing currents that pass through the depletion region . First, any 

minority carrier t hat is thermally generated in the depletion region, or close enough to wander 

into the region before recombining, will experience a force due to the electric field . Holes will 
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be forced towards the p-side, while electrons will be forced towards then-side, so the 

movement of these two charge carriers create a current in the same direction (Figure 2). The 

net current due to thermal generation is called the generation current,] gen-

p-type depletion 
region 

n-type 

·-="'"'------- conduction band energy 

------ --------- ---------- ------------------------- Fermi level 

energy L 
position 

--------- valence band energy 

Figure 2: Band Diagram and Generation Current Overview 

The two curved band energy plots give the energy of an electron, whose charge 
is denoted bye in the plot, at the respective band edge as a function of the 
position of the electron on a line that runs from the p-type material, through 
the depletion region , and into then-type material. The generation current is 
caused by electrons being excited through thermal fluctuations into the 
conduction band . In the conduction band the electrons, on average, move 

towards the lowest energy position . Accordingly, the electrons flow towards 
the n-type material, creating a current. 

A competing current arises from charge carriers which have enough kinetic energy to be 

ab le to cross the depletion region in the direction opposite of the force applied on the carriers 

by the electric field. Once majority carriers travel across the depletion region they become 

minority carriers, and will likely recombine. Accordingly, the current that arises from this 

phenomenon is called the recombination current, f ree · Assuming that the energy of the carriers 

follows a Boltzmann distribution (see (3), for example), the number of charge carriers with 
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sufficient energy to cross the voltage barrier, and therefore the resulting current, has the 

relation: 

-ll<f>o+V 
fre e = ae kT 

1 

where Vis the external voltage applied across either end of the junction (where a positive 

voltage is defined to mean that the p-side is at a higher potential than then-side), !J.¢0 is the 

voltage difference across the depletion region when V = 0, and kT is Boltzmann's constant 

multiplied by the temperature. 

In order to clarify the meaning of the proportionality constant a, consider a situation 

where the ends of the diode are attached to each other without a load, making V = 0. No net 

current could flow because no power is being input into the system 2. Accordingly the two 

currents must balance each other out: 

-t.¢0 +V 2 
(ae kT +]gen) lv=o = 0 

which shows 

- Ll<Po 
ae~ = -fgen 

3 

This result could have been predicted: an increase in the number or electrons that are 

excited to the conduction band is indicative of a larger tale on the high-energy end of the 

2 If a net current could flow in the junction 's equilibrium state, then we'd have a nonzero potential and 
current which would flow through the resistive semiconductor material. This would dissipate energy even though 
no energy is being input into the system, violating the principle of conservation of energy. 
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probability of occupancy function. This larger tale also means more mobile charge carriers will 

have enough kinetic energy to surpass the potential barrier to cross the depletion region. 

Summing the currents in a p-n junction for any V gives: 

v 4 
lp-n = f gen(ekT - 1) 

Now the only unknown quantity in lp-n isfgen· To find an expression for fgen1 first consider the 

number of charge carriers in the device. We know that the number of electrons in the 

conduction band per unit volume, n, is simply an integral of the density of states multiplied by 

the Fermi distribution function: 

00 5 

n(x) = J N(E) E-µn~x) dE 
e kT + 1 

where Ee is the lowest possible energy of an electron in the conduction band, N(E) is the 

density of states, µn(x) is the quasi-Fermi level (also called "imref", which is "fermi" 

backwards) of the conduction band 3 at position x along the device, and e is the charge of an 

electron. Assuming E - µ(x) » kT, n simplifies to 

3 Note that µn is the quasi fermi level for the conduction band. When the material is in equilibrium, the 
conduction and valence quasi-Fermi levels are the same. However, when the system is not in equilibrium-for 
example, when an electron excited by a photon resides in the conduction band-the equilibrium Fermi level 

doesn't accurately model the system: there are an increased number of both electrons in the conduction band and 
holes in the valence band relative to the equilibrium state before the electron was excited by a photon. Instead, 
both bands can be thought of as having independent quasi-Fermi levels, the Fermi level that leads to the given 
state of the charge carriers in the respective band. 
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00 00 

f - (€ -µn(X)) µn(X)-€c f -(€-€c) µn(X)-€c 
n(x) ~ N(E)e kT dE = e kT N(E)e kT dE =Nee kT 
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and likewise the density of holes, p, is: 

Ev , 

p(x) = f N(E) µp(x)~E dE ~ 
O e kT + 1 

Ev 

f 
(E -µp (x )) 

N(E)e kT dE 

0 

7 

€v 
Ev -µ p(X) J (€ - €v) Ev-µp(X) 

= e kT N(E)e---pr- dE = Pve kT 

0 

Notice that when the device is in equilibrium, as the Fermi level changes the number of 

electrons in the conduction band increases by the same factor as the number of holes in the 

µ(x) 

conduction band decreases: ek.T. This asymmetric behavior leads to a conserved quantity, 

independent ofµ : 

8 

where E9 = Ee - Ev is the bandgap of the semiconductor. Accordingly, np is a measure of the 

number of mobile charge carriers-electrons in the conduction band and holes in the valence 

band. To this end, the density of intrinsic carriers in a semiconductor-the number of mobile 

-Eg 

charge carriers-is defined as n[ = nplv=o = NePvek.T. 

With the definition of ni in mind, consider the process of thermally exciting an electron 

from the conduction to the valence band. This process is dependent on the number of electrons 

in the valence band which have enough energy to surmount the bandgap of the semiconductor. 

Thus the rate of thermal excitation of electrons into the conduction band should be dependent 
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on the number of charge carriers in the valence band and independent of the number of charge 

2 

carriers in the conduction band 4 . One such quantity is n0 = ni. Accordingly, the electron 
p 

lifetime Tn is defined such that: 

rate of thermal excitation of electrons n0 9 

volume 

And likewise for the valence band: 

rate of thermal excitation of holes Po 10 

volume 

Circling back to the original point of this discussion, intuitively we can expect that any 

charge carrier created in or near the depletion region will contribute to ]gen· In this case, (3) 

shows that "near" means within approximately half of a diffusion length. Therefore, the 

number of holes thermally excited in an area which will travel across the depletion region in a 

un it of time is given by 

rate of valence band hole thermal generation p 0 J = •L=-L gen.ho les volume p Tp P 
11 

with a similar result for electrons5 . Accordingly, 

4 This discussion assumes that the electron levels near the bottom of the conduction band aren't full. 
5 This is neglecting the carriers generated within the depletion region because the argument assumes that 

the depletion region is small. This is not a good assumption for many solar cells, as will be discussed later. 
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2.2.2 Photovoltaics 
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Figure 3: Single Junction Photovoltaic Device Overview 

12 

A single-junction photovoltaic likewise has a p-n junction and the accompanying 

recombination and generation currents discussed above. The main difference, however, is the 

current created by the photoexcitation of carriers, Ji. This new current can be thought of as an 

addition to the thermal generation current-electron-hole pairs created by either light or 

thermal excitations behave in the same way after being generated . Therefore, the current in 

the device becomes: 
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13 

The next question is: how is Ii determined? IL depends on the number of electron-hole 

pairs excited by incident light6 in a region where, once separated, at least one of the carriers is 

influenced by a drift or diffusive force to move-in other words, Ii is given by the number of 

electron-hole pairs excited in and within a diffusion length of the depletion region. The number 

of electron-hole pairs generated in this region from the incident spectrum of the sun, ¢(w), is 

dependent on the material under consideration. Specifically, the probability that a particular 

frequency of light will be absorbed after travelling a unit distance in the material, which is 

measured by the absorption coefficient a( w ), is important. The details of this will be worked 

out below, though intuitively the number of photons which excite electrons is dependent on 1) 

how well the semiconductor material absorbs the wavelengths of light incident from the sun 

and 2) the volume where excited electrons and holes add to Ii -the volume of the depletion 

region and material less than one diffusion length away from the depletion region. 

6 For indirect bandgap photovoltaics, which include Si, phonons are also involved in exciting electron-hole 
pai rs. 
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Figure 4: Current vs. Voltage Characteristics of P-N Junctions and 
Photovoltaics 

The area of the box with edge lengths Imax and Vmax give the maximum power 
output by the photovolta ic. 

The power generated by a solar cell is a product of both the current and the voltage 

output by the device. The recombination current causes an exponential relationship between 

the current and voltage, demonstrated in Figure 4. Accordingly, the maximum current is 

attained when the device is short circuited, and the maximum voltage is produced when no 

current flows through the device. The power is maximized, however, at some Vmax < 

Vopen circuit and Imax < I short circuit, as presented in the green square in Figure 4. 

To intuitively examine the multiple device parameters which affect the voltage across the 

device, consider the open circuit voltage V0 c by plugging lpv = 0 into equation 13: 

(
Po n 0 ) ( v oc ) 

lpv I open circuit = 0 = Lp LP + Tn Ln e kT - 1 - Ii 
14 
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which leads to: 

Voe = kT In (( I, ) + 1) 
Po L + no L 
T p T n P n 

15 

Accordingly, Voe is highly dependent on 111 which serves to shift the entire 1-V curve 

downwards (Figure 4). Eg is another factor that affects Voe· Since Po and n 0 are both 

-Eg 

proportional to nf ex ek.T, Voe increases with Eg. Ii is also dependent on Eg, as Eg sets the 

lower bound for the energies absorbed by the solar cell. However, at room temperature, kT ::::::: 

26 meV, wh ich is a small fraction of the bandwidth of the sun's spectrum: a change in Eg by 

26 meV will alter nf by a factor of e while it will have only a negligible effect on the number of 

photons absorbed, and subsequently IL. 

2.3 Review and Analysis of Solar Cell Designs 

With the basic equations modeling solar cells in hand, the next question is : which 

parameters in these equations do different solar cell designs exploit to maximize efficiency? I'll 

explore and analyze several of the most common and relevant designs: single j unction, multi-

junction, and nanowire solar cells. 

2.3.1 Single Junction Solar Cells 

In its most basic form, a single junction solar cell has the same geometry as described in 

the analysis above (Figure 3): two planes of semiconductors stacked on top of each other. One 

plane is doped with acceptors (the p-type region), the other is doped with donors (then-type 
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region). A depletion region forms between the two planes. As discussed above, Ji is dependent 

on the size of the depletion region-to increase the photocurrent, many solar cells will include 

a third, intrinsic region in-between the two doped regions, creating a p-i-n junction. When the 

depletion region in this junction is being formed, electrons are forced by a diffusive force to 

enter the intrinsic region. There the electrons need to diffuse a longer distance until they find a 

hole to recombine with, since the intrinsic region is without dopants. Accordingly, the depletion 

region is extended. 

However, increasing the length of the depletion region leads to a significant drawback: 

the further that a charge carrier has to move to reach an electrode, the higher the likelihood of 

the charge carrier recombining with the opposite charge-dissipating the energy which was 

used to excite the charge carrier. For example, an electron that is excited on the p-type edge of 

the depletion region has to move across the intrinsic layer in addition to then-type layer. In an 

ideal case the depletion layer has no holes, though in actuality it will be filled with material 

defects which lead to recombination. 

There is a second significant tradeoff in single junction solar cells: the magnitude of the 

voltage across the device increases with E9 as demonstrated by equation 15, while the current 

has a complex dependence on E9 as shown in equation 13. 7 Accordingly, there is an ideal 

bandgap to maximize the power output of the cell: 1.35 eV (5). 

7 See the discussion of the E
9 

dependence in equation 15 to better understand the E9 dependence in 

equation 13. 
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As mentioned above, as £9 increases Ii decreases. This is because only photons with 

energy equal to or above the bandgap are able to excite an electron to the conduction band. 

Therefore, for a single junction solar cell, low energy photons can no longer excite electrons to 

the conduction band if £9 is too large; in other words, an increase in £9 reduces the amount of 

the sun's spectrum which a device can convert to electricity. Due to this constraint, optimized 

single junction solar cells are limited to have low bandgaps. Hence, any photon with energy 

above these low bandgaps has part of its energy wasted. The energy above the bandgap isn't 

collected because the excited electron settles to near the conduction band edge, only 

approximately a bandgap above the energy which the electron had before interacting with the 

photon. Single junction solar cells, therefore, have to compromise voltage in order to be able to 

collect a larger frequency range of the solar spectrum. As explained in the next section, mu lti-

junction solar cells are an alternative which have been developed to significantly mitigate this 

problem. 

2.3.2 Multi-junction Solar Cells 

With single-junction photovoltaics, the tradeoff between absorbing photons at low 

energies and exploiting high energy photons restricts the maximum efficiency8 to 31% for a 

standard air mass 1.5 terrestrial spectrum (5). However, the effects of this tradeoff can be 

mitigated if the flux of photons with a range of energies is collected at different voltages-we 

can stack severa l junctions in a device, creating a multi-junction solar cell (Figure 5). Consider a 

8 Specifically, power conversion efficiency: the output power of the cell divided by the incident power from 
the sun on the device. 
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device with the highest bandgap junction placed on top, and each subsequent junction has a 

lower bandgap than the previous junction. The photons with the highest energy will be 

absorbed in the first junction, while the photons with lower energies will propagate to the next 

junctions. This process will repeat, so that each incident photon will be absorbed by the 

bandgap which has an energy that is closest to, while still below, the photon's energy. As a 

result, each incident photon will excite an electron by an amount of energy which is, on 

average, significantly closer to the energy of the incident photon than the corresponding 

excited electron if the same photon were to hit a single-junction solar cell. Likewise, the top 

junctions-the high bandgap junctions-will have significantly higher voltages. 

23 

highest bandgap 
junction 

middle bandgap 
junction 

lowest bandgap 
junction 

electrode 

electrode 

Figure 5: Overview of Multi-junction Phot.ovoltaic 



Consider a single-junction (SJ) solar cell and a multi-junction {MJ) solar cell whose lowest 

bandgap is the same as the SJ device, with each device having comparable depletion region 

volume 9. Each junction in the MJ cell w ill absorb a portion of incident photons, and the whole 

device will absorb the equal number of photons as the SJ cell would. Nevertheless, increased 

power output is typically acquired by the MJ cell since photons absorbed in the top junctions 

will produce a higher voltage than they would in the SJ cell . 

An ideal multi-junction solar cell is "lattice-matched", or made out of materials that 

have the same lattice constant, so that there is a smooth transition without defects, which 

cause recombination, between the junctions. Further, the junctions in a typical multi-junction 

solar cell are in series-requiring all of the junctions to have the same current . This means that 

an ideal cell wi ll be "current-matched" so thatfmax for each of the junctions is the same. 

2.3.3 Nanowire Solar Cells 

Another problem with a typical SJ solar cell is a large excitation-e lectrode distance, 

which deteriorates the energy output. As discussed above, ideally the depletion region is large 

enough and the absorption characteristics of the semiconductor good enough so that all of the 

incident photons excite electrons in the cell. However, this often requires sign ificant depletion 

region volumes which increases the average excitation-electrode distance-the distance of the 

path an electron takes from the point where the charge carrier was excited to the electrode 

9 By "comparable depletion region volume" I mean that the net volume of all of the junctions in the MJ 
device, as well as the volume of semiconductor that is one minority carrier diffusion length away from the 
depletion region s, is equal to the volume of the depletion region in the SJ device. This analysis ignores the 
absorption in areas outside of the depletion region. 
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which will collect it. A large excitation-electrode distance increases the probability that the 

excited carrier will recombine, losing the energy imparted by the photon. 

To remedy this problem, nanowire solar cell geometries were proposed (6). As Figure 6 

shows, one variant of a nanowire solar cell is a conductive rod standing axially parallel to the 

incident light. Each rod is first coated with a doped semiconductor, followed by a 

semiconductor of the opposite doping. These two semiconductors form a junction surrounding 

the rod. Finally, a second electrode which is (ideally) transparent to the incident light is 

deposited onto the geometry. 
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a) Geometry of a simple nanowire photovoltaic device, and b) electron 
microscope image of a nanowire solar cell (from (7), used with permission from 
John Wiley and Sons). 



In this configuration, the depletion layer spans the axial length of the rod, L. The length 

L can be engineered to be substantially longer than a typical layer thickness of a planar 

depletion region . A crucial note is that the excitation-electrode distance in a nanowire cell is 

invariant of L, and is approximately the same as that of a planar cell, as will be shown in 

chapter 6. Accordingly, the path length of light through the depletion region, and likewise the 

likelihood that light is absorbed, is higher in a nanowire geometry than a conventional planar 

cell without increasing the excitation-electrode distance. 

As I have shown, there have been many improvements to the basic single-junction solar 

cell. This thesis will propose and explore a solar cell geometry that combines these advances. 
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3 Differential Bandgap Solar Cells: Design and 

Analysis 

3.1 Design Motivation 

A silicon single-junction solar cell cannot have an efficiency greater than approximately 

30% (8) . In order to overcome this limitation, researchers stacked several junctions on top of 

each other, creating multi-junction solar cells . The theoretical maximum efficiency for a three­

junction device is around 67% depending on the assumptions made in the model (9). This 

efficiency is reached when the bandgaps of the junctions are approximately 1.75 eV, 1.18 eV, 

and 0.75 eV (4). These bandgaps highly restrict the choice of materials that can be used in these 

three-junction cells-on top of the already stringent requirements for high-performance solar 

cell materials including low recombination rates and high absorption properties. The theoretical 

efficiency gain over a three-junction solar cell for four or more junctions is small, assuming that 

all of the cells have bandgaps at optimized energies. However, if the bandgaps of the materials 

in a solar cell with n-junctions aren't equal to the ideal bandgaps for an n-junction cell, which 

could be the case due to the limited choices of active layer materials, adding more junctions 

can significantly improve the efficiency, as shown in chapter 4. This thesis demonstrates a 

method which can be used to create solar cells with many-possibly hundreds or thousands­

of junctions stacked on top of each other, reducing the stringent conditions for the materials 

that can be used in a solar cell which approaches theoretical maximum efficiency. 
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Further, most solar cells have a tradeoff between the depletion region size and the 

excitation-electrode distance. On the other hand, the proposed design does not have this 

tradeoff, nor does it require lattice- or current-matching. 

3.2 Design Overview 

A differential bandgap solar cell (DBSC) (Figure 7) is composed of several conducting 

micro- or nano-lattices (Figure 8) stacked on top of each other. Each of these lattices is 

electrically isolated from every other lattice, while each lattice is connected to a balancing 

circuit which is connected to an electrical load, such as a lightbulb. Each electrically-isolated 

lattice serves as an electrode to a solar cell which is deposited onto its beams. The bandgap of 

each stacked solar cell increases by discreet amounts as the z-dimension of the cell increases. 
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3.2.1 Lattice Electrode: Electrically Isolated Stacked Lattices 

The lattice electrode is composed of three main parts: 1) a collection of electrically 

conducting beams organized into unit cells which then form a larger lattice (terminology 

defined in Figure 8), 2) a conductive pad deposited onto the device's substrate that leads from 

the lattices to the load and load balancing electronics, and 3) conducting supports which both 

structurally hold the lattice electrode at a certain height and electrically connect the electrode 

on the substrate with the suspended lattice. Each independent lattice, after the active layers 

and the counter electrode (which will be discussed in the subsequent sections) are sputtered, is 

a photovoltaic device in itself. All of the other portions of the solar cell are deposited onto 

these electrodes, so the mechanical properties of the solar cell are highly related to those of 

the lattice electrodes. Likewise, all of the current produced by the photovoltaic travel through 

these lattices electrodes; it is essential that the electrode material has high electrical 

conductivity. 
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Figure 8: Overview of Structural Components 
(Left) Depiction of how a beam composes a unit cell and how the unit cell 
composes a lattice. These lattices are used as one of the electrodes on a DBSC. 
(Right) Several examples of possible unit cells which could be used to form 
DBSC electrode lattices. 

3.2.2 Active Layers: Differential Bandgap 
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The semiconductor materials, called the active layers, are deposited conformally around 

the lattice electrodes. Two important phenomena occur in these layers: 1) light excites 

electron-hole pairs (excitons) and 2) the electrons and holes are separated from each other; if 

this didn't happen, the electrons and holes would likely recombine, dissipating the energy 

produced by the incident photons. The bandgap of the materials in the active layer dictate the 
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minimum energy for a photon to be absorbed, and once a photon is absorbed the electron has 

been excited by an amount of energy equal to the bandgap of the material. As discussed above, 

the bandgap is a parameter that is crucial to optimize in order to increase a photovoltaic's 

efficiency. 

To modify the bandgap of an active layer, a second material with a different bandgap 

can be added to the material (10) (for example, see Figure 9). According to Vegard's law (11), to 

first order the bandgap of a material composed of elements A and B, with mole fraction X of 

element A and (1 - X) of element B can be approximated (12) : 

E9 = XEg,A + (1- X)Eg,B 16 

Accordingly, a material that has a bandgap that changes along one dimension, say the z­

dimension, can be fabricated by changing the ratio of elements along the z-dimension of the 

solar cell. To reiterate, the problem of spatially changing the bandgap of a material is solved by 

spatially changing the mole-fraction of elements in the material. There are several methods 

that could be used to create changing mole-fractions with height; this will be discussed in 

chapter 6. 
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Figure 9: Bandgap of a-Si1_xGex as a Function of x 
Figure from Pethuraja et al. (13) . 
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This bandgap-altering paradigm can be used with many pairs of elements. Bandgap 

engineering, however, isn't the only considerat ion when choosing elements. One of the most 

important considerations is populations of impurities that trap charge carriers and accelerate 

their recombination (14). This issue can be mitigated by two strategies: 1) create materials with 

few impurities or 2) create extremely small active layers so that the excitation-electrode 

distance is small; even though there may be a certain amount of impurities in the material, the 

probability of a charge carrier interacting with an impurity while moving to an electrode is low. 

The second strategy is chosen in this thesis . In a planar solar cell, this method of reducing the 

absorber layer thickness also reduces the probability of an electron being absorbed by the 

single active layer. However, in a lattice based solar cell there are active layers on many beams 

which are stacked on top of each other- so even if a photon passes through the active layer on 

the first beam, the geometry of the lattice can be designed so that below there are several 
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beams, and likewise several active layers, with the same bandgap. Effectively, the active layer 

thickness is that deposited on a single beam, multiplied by the number of beams in the lattice. 

Accordingly, the lattice-based geometry offers a solution that sidesteps the losses in planar 

solar cells due to the compromise between absorption and recombination probability. Further, 

a lattice based solar cell has the increased absorption of a nanowire geometry, as discussed 

above. 

Another important consideration for any solar cell is the ease of production: what 

machines and processes are required to deposit the materials. This logistical consideration 

ultimately dominated the choice of materials for this thesis. Though there are several pairs of 

materials with bandgaps that would be sufficient (the ideal bandgaps of the materials will be 

discussed below), silicon (Si) and Germanium (Ge) were chosen because they are commonly 

used materials that many laboratories have the infrastructure to deposit. 

3.2.3 Outer Electrode 

The outer electrode is placed on top of the active layers (see cross section of beams in 

Figure 7). This electrode needs to provide a conductive path while also allowing light to pass 

through in order to reach the active layers. The only extra requirement for the outer electrode 

on a differential bandgap solar cell as opposed to a planar solar cell is that the conductive 

material should be able to be conformally deposited onto the lattice structures. It is important 

to note that the active layers deposited onto every lattice electrode will all be connected to the 

same outer electrode. 
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3.3 Fabrication Overview 

3.3.1 Note on Fabrication 

Due to time constraints, the entire fabrication process has not been completed from 

beginning to end. However, all of the main components of the fabrication process have been 

tested and are rigorously characterized in chapters 5 and 6. 

3.3.2 Fabrication Outline 

To make a differential bandgap photovoltaic, the lattice electrodes are first printed onto a 

Si wafer using two-photon lithography (using a Nanoscribe Photonic Professional GT, 

Nanoscribe GmbH, Germany). In the two-photon lithography process, a laser is directed 

through a lens and into photoresist (IP-DIP, a proprietary resin from Nanoscribe GmbH) which is 

smeared onto the Si wafer. The energy of an individual incident photon (infra-red light) is not 

enough to crosslink the photoresist monomers. However, near the focal point of the laser, the 

photon density is high enough that, with a sufficient probability, two photons interact with 

photoresist monomers simultaneously to polymerize the photo resist monomer (Figure 10). The 

focal point is moved to create an arbitrary structure programmed and input through the 

Nanoscribe software within the photoresist. 
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Figure 10: Basics of Two-Photon Lithography 
The two images show different wavelength lasers being focused by an objective 
into a fluoresce in solution. On the left, a blue laser has enough energy to excite 
the solution with a single photon, whereas the infrared laser on the right needs 
several photons to act in tandem to excite the solution-which is most like ly to 
happen at the focal point. In the same way, during two-photon lithography the 
laser most likely only has enough energy to crosslink the polymer near the focal 
point. Image from (15) 

Next, the wafer and photoresist is developed, during which all of the non-crosslinked 

monomers are washed away, leaving the crosslinked photoresist structure. The development 

process consists of submerging the wafer first for 15 minutes in propylene glycol monomethyl 

ether acetate (PGMEA), then for 3 minutes in isopropyl alcohol (IPA). To avoid any damage to 

the structure from the drying IPA, a critical point dryer (Autosamdri-931, Tousimis, Rockville 

MD) is then used to dry the sample. At this point the sample consists of a photoresist structure 

attached to the Si wafer through the Van-der-Waals force. 
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The photoresist structure is then pyrolyzed: the sample is heated in a furnace (Lindberg, 

Riverside, Michigan) for 5.5 hours at 900°C in vacuum (< 30 mtorr). All elements other than 

carbon are removed during this process, leaving a carbon lattice that replicates the designed 

structure with a factor of 4 shrinkage in the dimensions of the edges10 (Figure 11). This carbon 

structure is used as the lattice electrode. 

Figure 11: Example of a Lattice Before (Left) and After (Right) Pyrolysis 

The structure in t he figure is not t he lattice electrode but rather a simplified 
exa mple of the shrinkage duri ng pyro lysis. 

Next, the active layers are deposited onto the lattice electrodes using a radio-frequency 

sputter deposition system (ATC Orion Sputtering System, AJA International, Inc., Scituate, MA) 

(Figure 12). The material to be sputtered, in a solid form called a " target" , is bombarded with 

ions. This ejects portions of the target towards the device. Conventionally, planar substrates lie 

with their normal vectors parallel to the ejected material, maximizing the amount of material 

deposited. Since the lattice geometry limits the mean free path of the ejected particles as they 

10 As will be shown in chapter 5, wh ich discusses t he pyrol ysis process in significantly more det ail, the 
shrinkage isn' t uniform and depends on the geomet ry of the structure being pyrolyzed. 
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travel towards the substrate, significantly more material is deposited onto the portion of the 

lattice closest to the target. In this work, however, this phenomenon is rather advantageous for 

creating a device with a gradient deposition of Si along the height-dimension of the lattice . 

Gradient material deposition will be explored and characterized in chapter 6. 

Vacuum 
Chamber Rotating 

OBiillmlil,r-- Mount 

Device 

Figure 12: Overview of the Sputter Deposition System 
Material is ejected from the targets placed at the bottom of the chamber 
upwards. Shutters on each target control when the target ejects particulates 

towards the device. When the shutter is open, particles from the target are 
shot into the chamber and onto the device, attached upside down on a rotating 
mount. Some particles which hit the device st ick, creating a layer of material. 

Before Si is coated onto the device, Ge is first deposited evenly11 throughout the lattice. 

To do so, the substrate is mounted onto a 90° device mount-a modified holder for a focused 

11 Or atleast significantly more evenly than the Si deposition in the next step. 
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ion beam (FIB) repurposed to hold a substrate such that the sides of the lattice electrodes are 

normal to the particles incident from the target (Figure 13). 50 nm of Ge is deposited onto the 

lattice in four runs, where the substrate is positioned so that in each run a different side of the 

lattice is placed facing the target. 

Copper Tape 

Sample 

90° Holder 

Figure 13: 90° Device Mount For Conformal Sputter Deposition 

The flat bottom of the mount is taped to the rotating chuck so that one of the 
sides of the lattice perpendicular to the substrate is facing the target. Between 
depositions the sample is rotated with respect to the 90° device mount so that 
every side of the lattice faces the target for a deposition. 

Next, approximately 200 nm of p-doped Si is deposited onto the top beams of the lattice 

(the layer thickness at the top of the lattice is used as a reference; less Si is deposited 

throughout the other layers of the lattice during the same deposition, as will be discussed in 

chapter 6) from only one direction-for this deposition the substrate is positioned with the top 

face of the substrate and likewise lattice facing the target (as shown in Figure 12). Accordingly, 

the ratio of Si to Ge is varied with the height dimension of the lattice. The lattice is then 

annealed for 10 minutes at 900°C to mix the Si and Ge layers. 
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To complete the active layers, approximately 100 nm of n-type Si is conformally 

sputtered using t he same method as the Ge deposition. Finally, 100 nm of indium tin oxide 

(ITO) is conformally sputtered using the same method as the Ge deposition. The ITO is 

sputtered from a single target in a mixed argon-oxygen atmosphere. 

3.4 New Components and Relation to Previous Work 

A DBSC c;:ombines several well-studied concepts: the nanowire, multi-junction, and light 

splitting solar ce ll geometries, making research from each of these fields highly relevant. I will 

show in the upcoming pa ragraphs that the two main differences between these solar cells and 

a DBSC is the lattice electrode geometry and a spatially-modulated active layer bandgap. Before 

doing so, it is important to note that the general features of a DBSC-depositing an active layer 

wi t h a spat ial ly-dependent bandgap on a lattice - can be applied t o oth er types of solar ce lls 

and materials. The goal of my project is to prove the concept of a DBSC: I have picked materials, 

Si and Ge, as well as my fabrication procedure to attain this goal. However, there will be more 

ideal materials and fabrication procedures, discussed in the conclusion, that are not 

demonstrated in this thesis . 

This demonstration of the feasibility of a Si and Ge based DBSC builds off of previous 

work analyzing Si and Ge devices, particularly solar cells . A considerable amount of research has 

been conducted analyzing the electronic properties of Si -Ge alloys (13, 16, 17). Specifically, 

several studies have refined sputter deposition procedures to create films of both crystalline 

(18) and amorphous (19) Si-Ge mixtures for solar cell applications. Several studies have 

examined adding amorphous Si to crystalline Si solar cells because of the high optical 

40 



absorption coefficient of amorphous Si {20, 21). However, these studies mainly grow crystals on 

planar surfaces, which provide very different growth environments from the lattice electrodes 

in a DBSC. It is significantly easier to deposit amorphous material on a DBSC's lattice electrodes: 

it has been demonstrated by (7, 22-25) that solar cell p-i-n junctions can be made purely from 

amorphous Si {a-Si). In particula r, {7, 22) feature a-Si active layers deposited onto nanoscale 

cone and rod shaped electrodes, geometries that are extremely similar to the lattice electrodes 

used in this thesis. Naughton et al .'s (7) nanowire device converted 8% of the incident energy 

from the sun to output power. A DBSC offers many advantages over these previous designs, 

including several junctions integrated into one cell and decreased excitation-electrode 

distances on each rod while still maintaining increased absorption layer volumes due to the 

many rods in a lattice. 

The goal of this study is to prove the plausibility and estimate the efficiency of a well­

optimized DBSC solar cell. Previous work (7, 22) has already demonstrated the feasibility of 

fabricating solar cells on nanowires. To provide a proof of concept of a DBSC, therefore, only 

requires showing that such nanowires can be made into electrically isolated lattice electrodes 

(chapter 5), and that active layers with spatially-dependent bandgaps can be deposited onto 

these lattices {chapter 6). 
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4 DBSC Simulation 

The goal of this section is to compare the energy conversion efficiency12 of a DBSC to the 

efficiency of solar cell technology currently available. An important note is that this analysis is 

meant to be a first pass, proof of concept simulation. The DBSC geometry can be applied to 

many different materials, and many nuances can be added to a DBSC in order to increase cell 

efficiency, including back surface fields and light scattering geometries. Accordingly, instead of 

spending extra time on a specific analysis that is uncharacteristic of DBSC devices at large, this 

simulation finds realistic, albeit rough estimates for what can be expected of DBSC devices. 

To th is end, the lattice electrodes will be approximated as planar geometries. This 

approximation is justified for a DBSC which has a large coverage factor-if a lattice electrode 

unit cell (defined in Figure 8) with active layers deposited onto it is placed on a substrate and 

viewed from above, the coverage factor is defined to be the visible surface area of the 

substrate that is underneath the unit cell (Figure 14). The layer thicknesses in this simulation 

are 50 nm for then-type region and 100 nm for the p-type region, taken from (12) . 

12 Energy conversion effic iency wil l be referred to as "efficiency" for ease of notation . 
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The coverage factor of each of these unit cell views is given by the ratio of the 
surface area of the black and non-black surfaces. The octet has the lowest 
coverage factor of these unit cells and therefore is the best of these unit cells to 
be approximated as a plane. 

4.1 Solution to Drift and Diffusion Equations 

4.1.1 Equations To Be Solved 
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Following the analysis of Sze & Ng (26), the electrical properties of a planar solar cell can 

be modeled by five equations which are presented below. These equations are dependent on 

w, the wavelengt h of incident light, and the geometric parameters defined in Figure 15. This 

analysis assumes N0 » NA, where N0 and NA are the number of donor and acceptor impurities, 

respectively. Under this assumption, a majority of the depletion region will be in the p-type 

semiconductor, allowing the depletion region in then-type semiconductor to be ignored. 

First of all, the light-induced generation rate of electron-hole pairs G (w, x) is given by 

G(w, x) = ¢(w)[1 - R(w)]a(w)Exp(-a(w)x) 17 

h C ) · h b . ff" . A.( ) . h number of incident phot on s d R( ) . h w ere a w 1st ea sorpt1on coe 1c1ent, '+' w 1st e . . , an w 1st e 
time* f requen cy bandwidth 

reflection coefficient. To better understand equation 17, compare it to the Beer-Lambert law 

for the intensity of light,/, travelling through a material: 

I(w, x) = /0 Exp[-a(w)x] 18 

where /0 is the incident intensity, analogous to ¢(w)[1 - R(w)] in equation 17. The a 

dependence in equation 17 can be explained by examining the amount of light which is 

absorbed in an interval Llx: di Llx. Plugging equation 19 into this expression gives 
d x 

-a(w)Exp[-a(w)x]Llx, the same form as the a dependence in equation 17. 

Next, we know that in equi librium the number of charge carriers in a region must stay 

constant, or else an infinite amount of charge could build up. Accordingly, the number of 
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charge carriers that flow out of a region (~ dJ, where j is the carrier current and q is the 
q dx 

magnitude of the carrier charge) is equal to the number of carriers that are generated 

(equation 17) less the number of carriers that recombine in that region (for electrons the 

amount of recombination is given by np-npo where nP is the number of electrons in the p-type 
Tn 

layer and np0 , Tn are defined above equation 9; Pn, Pno 1 and Tp are similarly defined for holes in 

then-type layer): 

19 

~ d]p = G _ (Pn - Pno) 
q dx p Tp 

20 

where Jn and]p are the currents of electrons in then-type layer and holes in the p-type 

layer, respectively. 

The final two equations to be solved relate the current densities to the electric field and 

gradient in carrier density13 : 

21 

22 

13 Note that while equations 21 and 22 are dependent on ~which is dependent on the voltage applied 
across the solar cell,~ does not impact the solution for the photocurrent-the spatial derivatives of equations 21 
and 22, which are independent of~, are what affect the photocurrent. 
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where µn, µP are the electron and hole mobilities, respectively. ( is the electric field, and 

Dn, DP are the diffusion constants of electrons and holes, respectively. 

4.1.2 Solution for a Single Junction Solar Cell 

Following (4), the solution to equations 17 - 22 is: 

((~ ) [ J (~ [5--J . [xi ]) = qr/J(l _ R)aLP * DP +alp - Exp -axi DP Cash LP + Smh r;; 
}p az Li - 1 SPLP Sin [xi] + Cash [xi ] 

DP LP LP 

23 

q¢(1- R)aln 
Jn= 2 L2 _ 

1 
Exp[-a(xi + Wn) ] 

a n 

24 

( 
~( Cash [f ]- Exp [-aH'J) + Sinh [f ] + alnExp [-aH']) 

nln Sinh !!_ +Cash !!_ * aln - S [ ' ] [ '] 
Dn Ln Ln 

ldr = q¢(1 - R)Exp[- axj](l - Exp[-aWn]) 25 

26 

"" 
lL,Tot = J }L(w)dw 

27 

Wbandgap 

where SP, Sn are the surface recombination velocities on the p- and n- type side, respectively, 

l dr is the photocurrent density from thermal excitations in the depletion region , and h Tot is 

the total photocurrent density. l LTot combines with the generation and recombination currents 

to produce the total current, given in equation 13. Ultimately, however, this analysis is 

concerned with the maximum power output of a solar cell ; to find this, the current and voltage, 

Imax and Vmaxi that produce this maximum power w ill be found . Multiplying equation 13 by V 

to find the cell power output, P(I, V), and then setting dP = 0 gives an implicit equation for 
dV 

Vmax (with f3 = k~ ): 
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~ ~ 
0 - - - I ( eflVmax - 1) + I O TT eflVmax - I - dV - gen gen JJ Vmax L,Tot 

29 

I - -f OTT eflVmax 
max - s JJ Vmax 30 

Accordingly, to solve for the maximum power a given solar cell will produce, first calculate 

f L,Tot using equation 21. Plug this into and numerically solve equation 29, then multiply the 

result by equation 30. 

4.1.3 Generalizing to Multiple Junctions: Absorption 

Each of the lattice electrodes in a DBSC have independent electrical contacts leading out 

of the solar cell-in other words, each lattice electrode could power a device completely 

separate from the devices powered by the other lattice electrodes. Accordingly, the power 

produced by the DBSC is the sum of the power from the individual electrodes. Each of the 

electrodes can therefore be modeled separately, and their powers can be added-with the 

caveat that the sun's spectrum is partly absorbed by the upper lattice electrodes before 

reaching the lower lattice electrodes. As discussed above, each electrode can be modeled as a 

planar solar cell: therefore, the entire DBSC can be modeled as stacked, planar solar cells. 
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The spectrum incident on the nth lattice electrode from the top of the device can be 

calculated by considering the spectrum that is absorbed by the lattice electrodes placed above: 

n -l 

¢n(w) = ¢(w)(1- R)Exp[L -a(w,xa Hi] 
i=l 

where Hi is defined in Figure 15 and xi is the fractional amount of Ge in the active layer on 

lattice electrode i. Note that only one factor of (1 - R) is present: even though light will reflect 

off of every beam in the cell, any reflections off of lower beams will have to travel through the 

upper beams before leaving the device, increasing their probability of being absorbed. Due to 

the geometry of the lattices, the light reflected by a beam will travel in many directions and 

towards other beams of the cell . For many unit cell geometries that have high coverage factors, 

there is a large probability that the reflected light will travel through another active layer before 

leaving the cell. Even though light might reflect off of a particular beam, other diffuse light will 

be incident on the same beam-so a simple approximation to model this behavior is that the 

spectrum which travels through each active layer is approximately the same spectrum as is 

incident on the active layer, ignoring reflections. 

It is important to note that the absorption coefficients of Si and Ge are different, and 

therefore the absorption coefficient of mixtures of Si1_xGex likewise change with x. This is 

demonstrated in Figure 16. Though this simulation is meant to model amorphous active layers, 
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the only dataset found is for crystalline materials14. This data is not ideal 15 : this simulation will 

not give an accurate value for the theoretical efficiency of an a-Si and a-Ge DBSC. The 

simulation can still provide significant amounts of information about the relative efficiencies 

between different solar ce ll geometries, namely a single-junction solar cell and DBSC's with 

various parameters. 
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Figure 16: Absorption Coefficient of Active Layers for a Crystalline Alloy 

Dat a from (10) . 

4.1.4 Absorption Results in a DBSC 

An important factor in det ermining the efficiency of a solar cell is the amount of 

absorption in the active layers. One of the main benefits of the lattice electrode design is the 

14 Several data set s that only measured a small region of energy or an insufficient number of x values were 

found fo r amorphous Si-Ge alloys. 
15 The cryst alline absorption coeffici ent deviates at some energies by a factor of approximat ely 10 from the 

value for amorphous mat eri als based on the limited amorphous absorption coefficient data that was found . 
However, at many energies th e values differed by approxi mat ely a fa ctor of 2. 
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ability to stack many unit cells on top of each other within each lattice electrode, effectively 

increasing the volume of the absorption layer without increasing the excitation-electrode 

distance. This geometry-dependent increase in absorption is shown in Figure 17. 
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Figure 17: Simulated Absorption Spectrum For Varying Numbers of Unit Cells 

Per Lattice Electrode 
The red line shows the sun's spect rum (assumed to be a perfect black body) . 

The other lines show the number of photons absorbed by a lattice with 10 
latt ice el ectrodes stacked on top of each other, where each lattice electrode 
has the height (in unit cell s) given in the legend . These values were calculated 
by subtracting equ ation 31 from the sun's spectrum. The active layer widths on 

each beam is assumed to be 300nm. 

4.1.5 Efficiency Results 

5 

According to this simulation, the efficiency of a planar a-Si cell (with the same geometry 

as any of the planes used to approximate the DBSC) is 3.8%, which is consistent with values in 

(7) 16 . The efficiency for an amorphous, 10 lattice electrode tall DBSC is predicted to be 15.2%: a 

16 Th e efficiency referenced in literature here is 6%, slightly higher th an the value foun d in the simulation. 
However, thi s is t o be expected becau se t he absorption coeffici ents for cryst alline, not amorphous, Si are used in 

this analysis. 
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400% increase in efficiency. Further, if the same 10 lattice electrode tall geometry was coated 

with a purely a-Si active layer, the efficiency of the solar cell is predicted to be 8.0% efficient. 

This shows that the geometry and the change in bandgap of the DBSC both significantly 

contribute to the device's efficiency. 

The simulated relationship between the number of stacked lattice sub-cells and the 

efficiency of a DBSC is shown in Figure 18. The simulation also shows the power produced by 

each lattice sub-cell, shown in Figure 19. The highest bandgap sub-cell produces the largest 

power output, which is likely to be for two main reasons: 1) this sub-cell is on the top of the 

DBSC and therefore has more incident photons than any other cell, and 2) this sub-cell has the 

highest bandgap, and likewise the largest Vapen circuit , so that the least amount of energy is 

wasted if any given high energy photon excites an electron in this cell. While the incident 

spectrum and the bandgap decrease for the lower cells, the power output does not simply 

decrease with decreasing electrode height. This is because there are a large number of photons 

(as shown in the sun's spectrum in Figure 17) which don 't have enough energy to be absorbed 

by the highest bandgap cells . 
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Figure 18: Simulated DBSC Efficiency 
An increasing relationship is observed between the cell efficiency (the ratio of 
the output power to the energy from the sun incident on the cell) and the 
number of stacked lattices with independent bandgaps in the DBSC. Note that 

the case of only one lattice electrode is the same as a conventional planar solar 
cell. 
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Figure 19: Distribution of Power Produced in Lattice Sub-Cells 

Each lattice in a DBSC is electrically isol ated from th e oth er lattices, and the 

power from each of these lattices adds to give the total power, as discussed 

above. Here, the lattices are labeled by the ba ndga p of th eir act ive layer, wh ich 

is given on the horizontal axis . 

5 Lattice Electrode Fabrication and Analysis 

5.1 Lattice Electrode Overview 

• 

• 

1.6 

The lattice electrode has two main functions. First, this electrode must be able to provide 

the structural support for the rest of the solar cell. All of the other solar cell layers are 

deposited onto the lattice electrode, and will take whatever shape the lattice electrode takes. 

Accordingly, the lattice electrode must be able to be fabricated into mechanically robust lattice 

geometries. 
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Secondly, the lattice electrode must be able to conduct electrons from the active layers to 

the load 17. Both the geometry and the resistivity of the lattice electrode will affect the resistive 

losses in the paths from the active layers to the load. 

To fulfill these functions the lattice electrode has three main components (Figure 20): 1) a 

lattice structure suspended above other lattices 18 onto which the active layers and counter 

electrode are deposited, 2) a planar conducting pad connecting to the load, and 3) conduct ive 

supports connecting the planar contact to the lattice. Ideally, each of these components is very 

conductive or slightly conductive and has a high cross-sectional area (as shown in Figure 20) in 

order to avoid resistive losses. 

• Cross Sectional 
Area ol Path To 

Load 

Figure 20: Overview of a Sub-Cell of the Lattice Electrode 

Conductive 
St1uctur.ll Supports 

for E lectrode~ 

17 Or the balancing electronics which then lead to the load. For notational simplicity, this discussion will just 
use the term " load" to refer to whatever is attached to the lattice electrode, either the load or the load balancing 
electronics. 

18 Obviously t he bottom lattice electrode will not be suspended over other lattices. 
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One of the potential benefits of creating solar cells out of lattices is the lattices can be 

used as photonic crystals {27). To this end the lattice parameters could affect how light 

propagates within the device. For the lattice to work as an optical photonic crystal, the unit cell 

size of the lattice should be similar to the wavelength of the light, on the order of 500 nm. 

However, this is approximately the side length of the smallest voxel, the volume of the smallest 

feature size that can be made, with the two-photon lithography process being used 19. As unit 

cells are composed of several voxels, the lattices produced directly by the two-photon 

lithography process used will not function as optical photonic crystals. However, if these lattices 

are shrunk after being fabricated then the lattice electrode unit cell size should be able to be 

similar to optical wavelengths. 

If the lattices produced by two-photon lithography are heated to several hundred degrees 

Celsius, they may become conductive {28) and shrink by a factor of approximately 5, as 

demonstrated below. Therefore lattices produced using two-photon lithography can have small 

enough unit cells to work as optical photonic crystals while also being conductive. The rest of 

this chapter will explore this method of fabricating the lattice electrodes. 

5.2 Pyrolysis Basics 

The lattices produced by two-photon lithography are composed of polymers made from 

mainly carbon, hydrogen, and oxygen. If these polymers are pyrolyzed then many of the organic 

19 The process being used utilizes the Nanoscribe, which claims to be the world 's most precise two-photon 
lithography instrument on its website. Assuming this is the case, the smallest lattices that can be made with two­
photon lithography have voxel side lengths on the order of 500 nm. 
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compounds in the polymers will be thermally excited into a gaseous state and leave the lattice 

(28, 29). During this process, carbon that hasn't left the lattice will begin to form sp 2 bonds, as 

will be shown below. If pyrolyzed for long enough, most of the oxygen and hydrogen will depart 

from the structure, leaving carbon . Specifically, the post-pyrolysis structure has been shown 

(29) to have approximately 5 atoms of oxygen to every 100 atoms of hydrogen. This structure, 

partly graphitized, is now conductive (29). 

5.3 Electrical Characterization of Pyrolyzed N anostructures 

5.3.1 Motivation 

While several references exist for the properties of millimeter-long pyrolyzed carbon 

sheets (for ease of nomenclature, "bulk samples"), no literature was found concerning the 

electrical propert ies of polymers forming nano- to few micron- scale structures ("nano-micro 

structures") . During pyrolysis the organic molecules leave the polymer structure, and the 

average distance which these exiting molecules must traverse within the structure significantly 

differs between bulk and nano-micro structures. Accordingly, it is not clear that the material 

after pyrolysis is the same in these two sizes of structures. Therefore, this section explores the 

electrical properties of nano-micro structures. 

5.3.2 Experimental Setup 

To measure the conductivity of pyrolyzed IP-Dip, the proprietary resin created by 

Nanoscribe GmbH which is used to fabricate the lattice electrode, a 3.44 mm long lattice was 

fabricated (see Figure 21). The lattice had n = 6 and m = 288, using the nomenclature defined 
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in Figure 24 (though for the fabricated lattice the longest dimension was horizontal) . The lattice 

dimensions input into the two-photon lithography setup had 12 um long unit cells and a beam 

radius of 0. 75 um. Due to the large size of the print, the lattice was written inn = 6 and m = 

12 lattice increments, and these smaller lattices were overlapped by 1.75 um to ensure they 

wouldn't break apart during pyrolysis. To mitigate the distortion caused by shrinkage during 

pyrolysis (which will be discussed in detail in section 5.5), the lattice was printed on top of 

200 um tall pedestals. 
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Figure 21: Scanning Electron Microscope (SEM) Image of Lattices For Electrical 
Conductivity Test Before Being Pyrolyzed 
The circle in part (a) covers the region of the lattice which the increased 
magnification picture (b) shows. 

The same post-lithography chemical baths as those described in section 3.3 were used. A 

focused ion beam (Versa 3D Dual Beam, Thermo Fisher Scientific Inc, Waltham, MA) was then 

used to sever all of the pedestals except for those in the center (shown in Figure 21), which 
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were left to secure the lattice from blowing away in the furnace. With the pedestals on the 

sides cut, the lattice could shrink without experiencing much tension . 

The lattice was then placed in the ceramic oven described in section 3.3 at 900°C and 

25 mTorr for approximately 6.75 hours. Pelco Conductive Silver Paint (Ted Pella , Inc, Redding, 

CA) was deposited onto either side of the lattice (Figure 22) using a small wire brush and a 

microscope. The resistivity of the carbon was measured by touching ohmmeter probes to these 

silver paint electrodes. The resistance across each of the silver paint electrodes was found to be 

less than an ohm. The pyrolyzed sample geometry was determined using a scanning electron 

microscope (SEM) (Versa 30 DualBeam, Thermo Fisher Scientific Inc, Waltham, MA) . 

After the pyrolysis step was carried out, the substrate which held the carbon lattices was 

found to be slightly conductive . To mitigate this problem, after the resistivity across the silver 

paste te rminals was measured, the carbon lattice was removed with a pair of tweezers . The 

resistance across the silver paste electrodes was measured again, and this resistance was 

assumed to be in series with that of the carbon lattices. 
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Figure 22: Carbon Lattices With Silver Paint Deposited on Either Edge 
The blue circle in (a) gives the region in which (b) was taken . Note that both 

lattices in this sample connect to the same silver paint electrodes. 

5.3.3 Determining Conductivity from Lattice Resistance Measurements 

First, consider the resistance of an octet unit cell. Specifically, if the red and yellow planes 

in Figure 23a are conducting, what is the resistance between them? By symmetry, all of the 

points in the green plane must be at the same potential, and likewise for all of the beams that 
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run parallel to the green plane. The equivalent circuit between the red and green plane is 12 

resistors in parallel, one for each of the beams running between the planes. Accordingly, the 

equivalent circuit for this unit cell is given in Figure 23b, and the value of the resistance 

between the red and yellow planes, RuCJ is 

pl 

6A 

32 

where p is the resistivity of the beams, A is the cross-sectional area of the beams, and l is 

the length of each beam running between any two nearest neighbor planes in Figure 23a. 

Extending this to an n x n x m octet lattice (see Figure 24 for an example of a cubic n x n x m 

lattice), the resistance of the lattice, R1ati is 

a) 
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m pl 

n 2 6A 

b) 

Figure 23: a) Geometry Reference and b) Equivalent 
Circuit of an Octet Unit Cell 
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5.3.4 Results 

All of the resistance values in (b) are the same,!!..!_, 
A 

Figure 24: n x n x m Cubic Lattice 

There are n unit cells on each edge of the horizontal plane and m unit cells 
along the vertica l plane. 

The resistance across the silver paste electrodes with the lattice intact was found to be 

181 ± 1 D.. Once the lattice was removed with tweezers, the resistance was 249 ± 1 D.. Th is 

gives a resistivity of 1.7 * 10-4 ± 5 * 10-5 D.m, which is similar to the resistivity of ITO {30}, a 

material commonly used in solar cell electrodes. 
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5.4 Pyrolyzed Electrode Material Characterization 

Raman spectroscopy was used to determ ine the extent of sp 2 hybridization in the lattice 

electrode. The number of sp 2 hybrid ized orbitals is important because the rr bonds associated 

with these orbitals increase the conduct ivity of the polymer. There are several categories of 

carbon, including 1) amorphous: highly disordered, 2) glassy: sp 2 bonding regio ns exist, though 

don't permeate through all of the sample, and 3) graphitic carbon : the carbon forms graphitic 

planes, filled with sp 2 hybridized orbitals. 

The lattices used in section 5.3 were examined using a Raman spectroscopy setup 

(custom setup built by and located in the laboratory of Professor George Rossman, California 

Institute of Technology, Pasadena, CA) . The data is given in Figure 25. The relative area 

undern eath t he D and G peaks, as labe led in Figure 25, gives info rmat ion about the sp 2 

hybridization in the sample. Let the ratio of the area underneath the G peak to the area 

underneath the D peak be called the figure of merit, or FOM . An increase in the FOM correlates 

with an increase in the density of sp 2 bonds in the sample (31, 32) . Upon visual inspection, the 

FOM in Figure 25 is much higher than that in the Raman spectrum of glassy ca rbon given in 

(32) . According to the metrics used in (32), pyrolyzed IP-Dip polymer is glassy carbon . However, 

transmission electron microscope results which will be presented in (33) suggest that pyrolyzed 

IP-Dip is highly amorphous, with several small regions of graphitization. 
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Figure 25: Raman Spectrum of Pyrolyzed Polymer 
Each set of data points of the same color give the results of a measurement at a 
single position along the lattice. Different positions along the lattice give 
different peaks is likely because the laser is not necessarily moved an integer 
number of unit cells and thus the laser is focused on different parts of unit cells 
in the lattice, and likewise after pyrolysis the lattice isn't completely uniform 

(see Figure 22) . 

5.5 Geometric Pyrolysis Effects: Electrode Lattice Fabrication 

The lattice electrode must function as a structural support for the active layers and 

counter electrode. To ensure that pyrolyzed polymer can form a robust lattice electrode, a 

proof of concept lattice electrode was fabricated . Researchers have taken rudimentary 

steps towards creating structural geometries that behave in desired manners under 

pyrolysis (34). For example, to mitigate the stress on a nanolattice as it shrinks, 

nanolattices are put on top of cylindrical pedestals that also shrink (as shown in the top 

right image of Figure 26). Lattices are also mounted on springs for the same reason. 
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Creating a lattice electrode composed of electrically isolated stacked lattices 

adds several degrees of complexity to the design process. First, the suspended lattices 

need supports, and the supports should be conductive to create an electrical pathway from 

the active layers to the pads which lead to the load. A solution which was undertaken in 

this thesis is to print the supports out of polymer as well-in which case the supports 

shrink during pyrolysis. The design process to create suspended, isolated lattices that can 

survive pyrolysis is detailed in the rest of this section. 

The first step was to determine how far a lattice could overhang off of one of its 

supports. Several overhanging geometries were fabricated: 
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Figure 26: Structures Testing The Effects of Overhanging Geometry During 

Pyrolysis. 
The top two rows demonstrate the unpyrolyzed (left) and corresponding 
pyrolyzed (right) structures. The middle right picture demonstrates that 

pyrolyzed lattices can be suspended from a single pedastal. In the bottom row, 
an attempt was made to make the distance between the pedestals shrink in the 
same way that the lattice shrinks during pyrolysis. The bottom right photo 
depicts a sample in which the layers of the lattice weren't properly connected 

during two-photon lithography because the bottom layers weren't rigidly 
supported and could move around during the lithography run. 



One method of suspending lattices is to support each lattice from the side, as 

demonstrated below: 

Figure 27: Lattices Suspended by Their Sides 

The top right photo is the pyrolyzed version of the top left geometry. The 
bottom photo demonstrates an attempt to suspend two lattices on top of each 
other. The unpredictable shrinkage in the springs using this method made 

aligning the suspended lattices difficult. 

The structures that pyrolyzed the most predictably were symmetric structures, so symmetric 

hollow cylinders were fabricated to suspend lattices on top of each other: 
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Figure 28: Pyrolyzed Lattices Suspended By Hollow Cylindrical Pedestals 
The left photo is a single lattice on a hollow pedestal, while the right photo 

shows a fa iled attempt at suspending a top lattice from small pedestals 
mounted on a larger diameter cylindrical pedestal. 

As the lattices shrunk they put a significant amount of tension on the top of the pedestals, 

causing the pedestals to bend inward {Figure 28). Making the pedestals wider and shorter led 

to a lattice successfully suspended on top of another: 
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Figure 29: Lattice Successfully Suspended Over a Second Lattice After 
Pyrolysis 



Figure 29 shows the main component of the lattice electrode: the suspended lattices. 

Conducting pads can be evaporated onto the substrate and then masked such that the two­

photon lithography process prints the conducting pedestal of each suspension system on top of 

exposed contacts that run underneath the other cylinder pedestals and to the load. Though 

Figure 29 only demonstrates a two lattice electrode, sub-cells with the same geometry as the 

top lattice in Figure 29, though increased pedestal diameter and height, can be added to create 

more layers of suspended lattices. 
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6 Differential Bandgap Active Layer Deposition 

6.1 Overview 

6.1.1 Motivation 

A significant amount of energy is wasted in a single-junction solar cell. As was discussed in 

chapter 2 and demonstrated computationally in chapter 4, a large portion of the energy in a 

high-energy photon is wasted because the electron excited by the photon dissipates energy 

until the excited electron has energy Ea + Eg, where Ea is the electron's initial energy and Eg is 

the bandgap of the material. To remedy this problem, multi-junction solar cells were made. A 

DBSC is similar to a multi-junction cell in that the DBSC has junctions with different bandgaps 

stacked on top of each other. This chapter discusses how these junctions are fabricated. 

6.1.2 Fabrication and Chapter Outline 

The height dependence of the bandgap in the Si and Ge based DBSC considered in this 

thesis is achieved by increasing the amount of p-doped Si deposited on the lattice sub-cells as 

the height-d imension of the lattices increase (see Figure 30) . The amount of Ge deposited onto 

the lattices stays constant with the height dimension . Accordingly, the ratio of the amount of Si 

to Ge on the lattices increases with the height of the lattices. This creates a bandgap that 

increases along the height dimension of the solar cell, as discussed in chapter 2. 

Once the Si and Ge are deposited on the lattice electrodes, the active layers are annealed 

to ensure the Si and Ge are well mixed and the Si-Ge mixture conformally coats the entire 
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lattice electrode. An astute reader may have noticed that the active layer formed by the Si-Ge 

mixture will vary in thickness with the height-dimension of the lattice. This will cause variations 

in the excitation-electrode distance, which will change the likelihood of electrons recombining 

with holes before the charge carriers get to the electrodes. The excitation-electrode distance 

therefore can't be optimized throughout the entire lattice, which is a drawback of the current 

fabrication method . However, other fabrication methods which overcome this problem are 

outlined in the conclusion section. 

Figure 30: Bandgaps of Sub-Cells in a DBSC 

If the DBSC has n electrodes, then £1 > £ 2 > ... > En. Note that the e nt ire 
latt ice in a sub-ce ll ha s approximate ly the same band ga p. 

p·Stl Ge1- ... x increases 
wnh height dimension and 
takes on discreet values for 

each lattice 

nSI 

There are several main components of the deposition process. First, Ge (and later then-

type Si, deposited after annealing the Si-Ge mixture, and the outer electrode, deposited after 

then-type Si} is deposited conformally. This conformal deposition is explored in section 6.2. The 

p-type Si needs to be deposited in a height dependent manner-this will be explored in section 

6.3 . Finally, the Si-Ge layer is annealed, which will be discussed in section 6.4. 
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6.2 Conformal Deposition 20 

Using the conformal sputtering apparatus and procedure described in section 3.3, 50 nm 

of Ge was deposited onto each side of a pyrolyzed rotated body-centered-cubic lattice with a 

unit cell size of 4 um. The lattices were then imaged with an SEM (instrument referenced 

above) (Figure 31). The Ge was clearly distinguishable from the carbon, allowing for the Ge 

layer depth to be easily measured. The depths of Ge in several stacked unit cells was measured, 

yielding an average layer depth of 49 nm with a 5 nm standard deviation, showing the 

conformity of the deposition process. 

20 The sputtering of the lattice was done by Ryan Ng and the imaging was done by Victoria Chernow, both 
working under Professor Julia Greer at the California Institute of Technology, Pasadena, CA. The data is used with 
their permission . 
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Figure 31: Conformal Ge Deposition 
The dark area in the middle of each beam is carbon, while the light shell is Ge . 
Figure courtesy Victoria Chernow. 

6.3 Spatially-Dependent Semiconductor Deposition 

6.3.1 Experimental Setup 

Each sample was composed of 9 lattices: for three different unit cells (body-centered 

cubic, octet, and cubic, all of which are shown in Figure 8) three lattices of different unit cell 

sizes were fabricated. The unit cell sizes that were input into the two-photon lithography setup 

(the setup and post-lithography development process are the same as those explained in 

section 3.3) were 20 um, 25 um, and 30 um. The dimensions of the different sized lattices, in 
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terms of unit cells, was 7x7x7, SxSxS, and 3x3x3, respectively21 . The samples were heated to 

900°C for approximately 5.5 hours. Finally, silicon was deposited onto the samples with the 

sputtering system (described in section 3.3) for approximately 8 hours . In order to obtain a 

change in the amount of Si deposited along the height of the lattice, the lattice was positioned 

such that the top of the lattice (the face parallel to but furthest from the substrate) was placed 

facing the targets from which the Si was ejected. 

To measure the amount of Si deposited on each beam, the diameters of the lattice 

beams as a function of the beams' height dimension along the lattice was measured. The 

thickness of the beams was found using an SEM (the same instrument cited in section 6.2) . 

21 The dimensions of the lattices were constrained to a 140um x 140um box in the x and y dimensions. 
Making the lattices larger than this box would have increased the two-photon lithography time significa ntly or 
damaged the structural integrity of the lattices, especially after pyrolysis . 
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6.3.2 Results 
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Figure 32: Height Variation in Beam Thicknesses Due to Si Sputtering on 
Nano lattices 
The unit cell length given in the table denotes the lattice parameters input into 
the two-photon lithography system. The horizontal axis is the shortest number 
of beams traversed to reach the top of the lattice. In the middle plot, the set of 
beam thicknesses for each lattice was normalized by the average of the top 

unit cell's beam thicknesses. Linear fits are displayed in the bottom plot for 
each lattice, excluding the top beam of the lattice. 



The results are given in Figure 32. The beam thickness, variations in which are caused by 

the change in the depth of Si sputtered onto the beams, decreases as the height dimension 

decreases. Linea r and exponential fits were attempted on the data though resulted in 

significant residuals. 

There are two main portions of data in Figure 32: the beams in the top unit cell and all of 

the other beams. A significant drop in beam thickness occurs between these two regions 

because the beams in the top unit cell don't have any structures obstructing their line of sight 

to the target which is depositing material, significantly increasing the flux of particles onto 

these beams. The behavior of the beams other than those at the top follow approximately 

linear lines, as shown in Figure 32 (residuals omitted for brevity) . The slopes increase in 

magn itude for increases in unit cell lengths-which is intuitively clear because the height 

difference between consecutive measurements is greater for a larger unit cell. To make general 

claims about the regression slopes of different lattice geometries and unit cell sizes, more data 

needs to be taken . However, the main goal of this section-to prove that a semiconductor can 

be deposited onto a lattice with decreasing amounts of deposition as the height dimension of 

the lattice decreases-has been completed. 

6.4 Annealing Si-Ge Layers 

This section will demonstrate the plausibility of mixing Si and Ge through annealing, as 

well as determine the parameters for the annealing process on Si and Ge based DBSC's with the 
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active layer heights given in chapter 4. First of all, the coefficient of diffusion, D, of a material 

along a one-dimensional path parameterized by x, is defined as 

dC d 2 C 
-=D­
dt dx 2 

34 

where C is the concentration of the material in question and t is the time. The solution to 

equation 34 is 

35 

where 1] is a constant which depends on the initial conditions. In the case of depositing Si 

on top of Ge, let C represent the concentration of Si in the Ge layer. Let x give the distance 

perpendicular to the Si-Ge interface into the Ge layer. Applying the boundary condition that the 

total number of Si atoms, N, is constant gives (as done in {35)) 

00 00 

N = J C(x, t) dx = 1] J e-:;t d (~) 
0 0 

00 2 

= 211'15 J e -(~) d (-x ) 
../4Dt 

0 

= 11J1J5 

resulting in 1J = ~.Therefore 
vrrD 

N xi 
C(x, t) = --e-4Dt 

../rrDt 

36 

37 

Equation 37 models a singular region of extremely high concentration spreading out-

which isn't the case for the DBSC. However, a characteristic timescale for the diffusion process 
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can be gained from 37. A measure of the extent of how much a substance has diffused is given 

by the turning point of equation 37, which occurs at 

Xturn(t) = ..J2Dt 38 

To model the initial conditions of Si diffusing into Ge, the initial state of a Si layer lying on 

top of a Ge layer can be approximated as C(x, t 0 ), the spread of the singular region of 

concentration (the region at t = 0 in equation 37) after a time t 0 , where Xturn(t0 ) =ls with ls 

being the depth of the Si layer. As shown in Figure 33, in this approximation some of the Si 

starts in the top layers of the Ge. This aids the validity of the argument, because the Si 

molecules being deposited have enough kinetic energy to ballistically mix with the already-

deposited Ge (36). The time it takes for the Si to diffuse approximately evenly throughout t he 

Ge is given by tend - to, where XturnCtend) = lactive layer with lactive layer being the combined 

height of the Si and Ge layers. Accordingly, the approximate diffusion time to mix the layers is 

given by 

- 1 
2 2 

tend - to - ZD CZactive layer - ls) 
39 

For the active layer parameters used in chapter 4 and an annealing process at 900°C, at 

2 

which temperature Si has a coefficient of diffusion in Ge of approximate ly 2.1*10-13 cm 
s 

(37) 22
, the annealing time is approximately 476 s. 

22 This data is for Si diffusing into crystalline Ge because of the lack of values for amorphous Ge in literature. 
However, Ge may begin to crystallize at the proposed annealing temperature of 900°C according to 38. Blum N 
& Feldman C (1975) The Crystallization of Amorphous Germanium Films. The Journal of Non-Crystalline Solids 
22:29-35 . 
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Figure 33: Demonstration of Characteristic Length of Diffusion Paradigm 

140 

The pre-annealing line is given by equation 37 with t = 11 such that the turning 
2D 

point of the concentration lies at 50 nm, the average thickness of the Si layer. 

l~ctive layer Likewise, the post-annealing line is given by equation 37 with t = --~-2v 
such that the turning point lies at the total active layer thickness . 

During this annealing process, carbon could diffuse into the Si Ge mixture. However, the 

diffusion coefficient of carbon in Si is approximately 2 orders of magnitude lower than that of Si 

in Ge 23 (39). Therefore, the carbon diffusion during annealing is significantly less than that of Si. 

Another consideration is the surface diffusion of the active layer: if there is any 

inhomogeneity in the layer thickness on any beam due to the sputter deposition process, the 

annealing process could help smooth the surface out . The surface diffusion of Si on itself is half 

23 The coefficient of diffusion of carbon in Ge hasn't been measured, to the author's knowledge. However, if 
the coefficient of diffusion of carbon in Ge became a problem, then the Si layer could be deposited onto the lattice 
first followed by the Ge layer, so that the carbon would be in contact with Si more than Ge through the annealing 
process. 
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that of Si diffusing into Ge (40). On the other hand, the gradient of the layer thicknesses isn't 

nearly as severe as the abrupt Si concentration gradient at the start of the Ge layer, so the 

resulting surface diffusion during the annealing time given above will only be able to 

significantly smooth out defects that are smaller than the length Si diffuses into the Ge layer. 
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7 Conclusion 

First, this thesis showed computationally that an amorphous Si-Ge DBSC can increase 

power conversion efficiency by a factor of 4 compared to planar amorphous crystalline solar 

cells. The same simulation was used to predict the efficiency gains as more sub-cells are added 

to a DBSC. 

Next, it was demonstrated that a DBSC lattice electrode can be fabricated out of 

conductive amorphous/glassy carbon. The conductivity of this carbon was found to be close to 

that of ITO, which is conventionally used fo r transparent electrodes. 

Finally, the ability to deposit active layers with both constant and height-dependent layer 

thicknesses was demonstrated. The framework for determining a geometry-dependent 

deposition characterization was created, though more data should be taken before conclusions 

are drawn. 

Chapters 4 and 5 prove that the two biggest challenges in converting a planar solar cell to 

a DBSC, fabricating the lattice electrode and depositing the active layers, can be surmounted. 

Accordingly, this thesis serves as a proof-of-concept for a new class of solar cells, DBSC devices. 

The materials and fabrication procedures considered in this thesis are not necessarily 

ideal for a DBSC. First of all , the sputter deposition method used only allows for a gradient of 

either Si or Ge, leading to uneven active layer thicknesses throughout the lattice. This problem 

could be fixed by removing the DBSC substrate and sputtering (or depositing in another 

fashion) material from either side. Amorphous Si and Ge were chosen for ease of fabrication 
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rather than for achieving higher power output. Materials with a bandgap wider than that of Si 

can potentially harness high-energy photons more efficiently. Likewise crystalline materials 

epitaxially grown on the lattice could reduce the recombination rate. 

In order to meet the main goal of this thesis, to significantly increase our ability to 

produce sustainable energy, the possibility of mass-manufacturing a DBSC should be 

considered. While many aspects of the DBSC fabrication process can easily be scaled to the 

industrial level, including sputtering the active layers, fabricating the lattice electrode at a large 

scale is currently a considerably harder issue. Several methods are being deve loped for lattice 

architecture at the nano- and micro- scale {34, 41), though these processes are in their infancy 

and need to be further developed before they can be used to manufacture lattice electrodes 

for practical DBSC devices. 

A DBSC has many similarities to currently studied solar cells; many of the advances made 

for other photovoltaics can be applied to DBSC devices. For example, new materials developed 

with high absorption coefficients can be sputtered onto a lattice electrode instead of the Si and 

Ge active layers used in this thesis. Further, the low excitation-e lectrode distance, high active 

layer volume, and ability to fabricate a large number of independent, stacked junctions 

afforded by a DBSC opens the door to many, potentially revolutionary, materials which would 

otherwise be unable to be incorporated into solar cell technology. 
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