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ABSTRACT

Materials that are atomically thin behave substantially different than those of their
bulk counterparts. However, when most materials become thinner, their surface-to-
volume ratio increases and the number of unpassivated dangling bonds at the surface
approaches the number of internal crystalline bonds, which prevents examining the
intrinsic properties of most ultrathin materials. The recent discovery of layered
materials, whose crystal structures have naturally passivated basal planes, has en-
abled the possibility to examine materials’ thicknesses that approach a single atomic
layer. In this thesis, we examine and explore the consequence of this new regime of
thickness for active layers in photovoltaic applications. Specifically, we focus on the
three aspects that define photovoltaic operation and explore their differences in these
ultrathin materials: optical absorption of photons, subsequent carrier generation and
transport, and finally, free energy extraction of collected carriers. We first discuss
the implications of band-edge abruptness on the maximum efficiency of a solar cell.
Then, we show that optical absorption in these ultrathin materials is dominated by
cavity wave optics, and design structures that enable near-unity absorption in both
ultrathin (~10 nm) and atomically-thin (~7 A) active layers. Using these optical
design rules, we design heterostructures with record incident photon to electron
conversion efficiency (>50%). Next, we examine new methods of creating electrical
junctions by using thickness to vary the amount of band bending in a material. We
spatiotemporally image these ‘band-bending junctions’ for the first time. Finally,
we argue that photoluminescence can be used as a direct readout of the open cir-
cuit voltage potential, and motivate examination of monolayer materials which have
substantially higher radiative efficiency. We therefore examine the strain tuning of
photoluminescence properties of both monolayer TMDC and heterobilayer TMDC
systems. This work illustrates that van der Waals materials are an ideal system for

examining the novel optoelectronic physics of atomically thin photovoltaics.
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Chapter 1

INTRODUCTION

“You don’t have to be great to get started, but you

have to get started to be great.”
— Les Brown

1.1 Physics and Engineering of Conventional Photovoltaics

Photovoltaic devices are systems that convert incident radiation (typically sunlight,
in which case is referred to as a solar cell) into electrical energy. In many ways,
photovoltaic systems are essentially light-powered batteries where load matching
1s necessary to maximize the output power of the solar cell. In this section, we
first introduce the internal physics that is common to the operation of every solar
cell. Next, we introduce and describe the typical current-voltage behavior of solar
cells in the form of the modified diode equation. We then connect the three main
factors that make up the solar cell power conversion efficiency to internal physical
processes and discuss how they are conventionally engineered. Finally, we describe
the efficiency limits of a solar cell by invoking detailed balance arguments, which

motivates and further elucidates the behavior of a conventional solar cell.

Current Voltage Characteristics of a Typical Solar Cell

The current-voltage (I — V) characteristics of solar cells can be typically represented

with an equivalent circuit model:

M)_l)Jrﬂ_

1 1.1
niakyT Rgp L (1)

where ¢ is the fundamental unit of charge (= 1.6 X 1071 Q), kT is the thermal
energy (= 25.8 meV at room temperature), /j is the recombination current prefactor,
n;q is the diode ideality factor, R; is the equivalent internal series resistance of the
solar cell, Ry, is the equivalent internal shunt resistance, I is the photogenerated
current, and /, V is the output current, voltage of the solar cell, respectively. Because
the current-voltage curves are strongly asymmetric with voltage (as opposed to the
symmetric case of an ideal resistor), the current-voltage relation is rectifying and

therefore reminescent of a diode, where current flows nearly entirely in one direction.



The power P generated from the solar cell can be found by the usual expression
P(V)=I1(V)V (1.2)

where we note that the expressions for the power is dependent on the voltage across
the solar cell. Note that Equation 1.2 has powers that are negative, since the current
itself is negative, 1.e., the power is generated from the solar cell, as opposed to the
current through a resistor where the power is dissipated. The maximum power point
of the solar cell is denoted by P,,;,, = LuppVmpp, Which specifies a specific load
condition to maximize the energy harvested from a solar cell. For a given load Ry,
the output current is given by:

v
1) = ¢ (1.3)

where the current (V) from the solar cell is now dissipated in the resistive load,
so the negative sign in front of the current accounts for this factor. The specific
current and voltage for a given load resistance can be solved graphically, as shown
in Figure 1.1. Thus, it is clear that the load that maximizes the energy harvested is

given simply by
Vinpp

Ry = (1.4)

I mpp
Therefore, once the current-voltage relations of a solar cell is carefully characterized,
we can maximize its output power by matching the load resistance to its characteristic

resistance. To note, the maximum power point can also be written as
Prpp = LnppVimpp = LscVoc FF (1.5)

which separates the power generation of the solar cell into three distinct but inter-
related terms. Here, I;. refers to the short circuit current, which describes the
photogenerated current of the solar cell under short-circuit conditions (i.e., when
the external load is Ry = 0), V,. is the open-circuit voltage, which describes the
photovoltage when the solar cell is under open-circuit conditions (i.e., when the
external load is Ry = o), and F'F is the fill factor, which describes the square-ness

of the I — V curve and can be seen as being equal to

FF = M (1.6)
ISCVOC
Thus, the power conversion efficiency n can be calculated as
_ Pupp _ I Voo FF (1.7)

Psun PSMI’l
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where Pg,, is the incident power from the sun. The above terms are typically
normalized to the area of the solar cell so that the terms are not a priori dependent
on cell size. Therefore, currents are typically referred to as current densities (e.g.
Jyc is the short-circuit current density, in units of mA/cm?), resistances are typically
quoted as sheet resistances (rg and rgj, in units of Q-cm?), and incident power Py,

is typically quoted in units of power density (e.g. W/m?).

Photogenerated Current

vV I

mpp’

mpp

Current or Power

Dark Current

Voltage

Figure 1.1: Typical Solar Cell IV Curves. Typical current-voltage curves of a
solar cell under illumination (blue) and in the dark (orange), along with its power-
voltage (yellow) curve. Here, we plot the generated current and power as a positive
quantity. The purple curve corresponds to the current-voltage curve of a resistive
load R; . In this case, the load resistance is matched to the characteristic resistance,
R; =Ry = |Vm pp/ Impp|, which maximizes the energy harvesting of the solar cell,
i.e., it operates at its max power point. The short-circuit current /. and open-circuit
voltage V,,. points are also labelled.

Engineering for Maximum Efficiency

Since solar cells are made to generate electrical power, the power conversion ef-

ficiency n becomes an important figure of merit to describing the technological
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potential of a solar cell technology as well as a method to reducing the overall capi-
tal cost of commercializing solar cell modules. Since 1976, NREL has kept track of
the maximum efficiencies achieved in different solar cell technologies, reproduced
in Figure 1.2. Here, we briefly discuss the typical engineering considerations in
maximizing the efficiency potential of a solar cell material, which involves simulta-

neously optimizing the J., V,., and FF of the solar cell.

L
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Figure 1.2: NREL Efficiency Chart. Maximum power conversion efficiencies
achieved in different photovoltaic technology, plotted as a function of the year the
record was achieved.

JSC

The short circuit current density J. describes the photogenerated current when
the solar cell is shorted as illustrated in Figure 1.3a. Thus, to maximize Js., we
must optimize both the optical absorption (generation of electron-hole pairs) and
subsequent collection of the electron-hole pairs. To see this more explicitly, the

short circuit current density can be written a

Jse = q‘/O‘OOEQE(E)Ssun(E)dE (1.8)

where E is the energy of the incident photon, Sy, (E) is the incident spectral solar
flux (in units of photons/m?/sec), and EQE (E) is the external quantum efficiency,
which defines the number of incident photons that are converted to collected elec-

trons. Therefore, the maximum EQE is unity, and given the typical solar fluence



Figure 1.3: Js. vs. V,.. Schematic depiction of the solar cell under short-circuit a
and open-circuit b conditions.

Ssun(E) (specified as AM 1.5G), the maximum short circuit current density achiev-
able is ~70 mA/cm?.

The EQE is a product of two terms:
EQE(E)=a(E)IQE(E) (1.9)

where a(E) describes the probability of a photon to being absorbed at photon
energy E, and IQE (E) describes the internal quantum efficiency, or the probability
of the generated electron-hole pair to be collected. Therefore, IQF is purely a
description of the electronic geometry, and is wavelength-independent a priori.
However, different photon energies may result in different amounts of generation
and recombination in different places, and therefore there is a subtle photon energy

dependence!.

To maximize absorbance, it is necessary to engineer the optical configuration and/or
thickness of the active layer. Absorption in the ray-optics regime (i.e., L > Q) is

typically described by the Beer-Lambert law:

a(E) = (1 - R(E))(1 —exp(-a(E)L)) (1.10)

IFor example, in a typical solar cell, bluer photons are absorbed closer to the surface due to the
increased absorption coefficient at higher energies, and therefore the generated electron-hole pairs
with that energy are less likely to collected due to their distance from the junction of the solar cell
and finite surface recombination velocity.



6

where R(E) describes the reflectance of the semiconductor, primarily dictated by
the air-semiconductor interface, a(E) is the absorption coefficient, a relatively in-
trinsic property of a semiconductor, and L is the thickness of the semiconductor or
its equivalent absorption path length. Therefore, absorption is maximized by (1)
minimizing reflectance, e.g., with the use of an anti-reflection coating, (2) maximiz-
ing absorption coefficient, e.g., with the use of a direct bandgap semiconductor, and
(3) increasing the thickness of the semiconductor.

On the other hand, maximizing the carrier collection efficiency requires both the
breaking the symmetry of electron and hole transport (e.g., with an electric field,
or more generally, through the asymmetries in the electrical conductivity of the
respective charge carrier) and maximizing the diffusion length Lp of the respective
carriers. In contrast to absorbance, carrier collection efficiency typically decreases
with an increase in the active layer thickness, because carriers are only collected
within a diffusion length Lp of the electrical junction of the solar cell. Therefore,
our main constraint for the thickness of the solar cell active layer is L < Lp. A
further increase in the absorption path length can therefore be achieved with light
trapping geometries, e.g., with the addition of surface texturing and a back reflector,

Legr= 4n%L, [213] where n, is the refractive index of the semiconductor.

VOC

We next turn our attention to the physics of the open circuit voltage V,., which is
schematically depicted in Figure 1.3b. To understand the physics of the open-circuit
voltage, it is necessary to recall that it is an electrochemical quantity, and therefore

related to the electrochemical potentials of the charge carriers:

qV =Efieft — Efright = Efyieft — Ef, right (1.11)
where E refers to the Fermi level, specifically of the metal contacts (one on the
left and the other on the right), and Es, , corresponds to the quasi-Fermi levels that
describe the local carrier concentration n = f gn(E)f(E,Ef,)dE, where

1

exp(E];hETf" ) +1

f(E,Ey,) = (1.12)

is the Fermi occupation factor and g, (E) is the density of states for the electrons.
A similar expression holds for holes. Here, quasi-Fermi levels are necessary to

describe the carrier population out of equilibrium?, e.g., under photoexcitation

2To see a more detailed derivation for when a single quasi-Fermi level is an accurate picture, see
section C.4.
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(i.e., n = ng + AG, where ng is the equilibrium carrier population and AG 1is the
photogenerated carrier population). If the quasi-Fermi levels are sufficiently far from
the band-edges of the semiconductor (e.g., (E. — Ef,)/k,T 2 3, which is almost
always true for solar cells under 1 sun illumination), it is possible to approximate

the above expression for carriers as

(1.13)

E.-Ey,
n= Nc exXp _kb—T

where N, is the effective density of the states for the conduction band, E. is the

conduction band energy, and similarly for holes, we have p = N, exp(—E’;i’b_TEv)
Thus,
E A A
np = NN, exp(—]%—‘;) exp(kb—'t;) :nl-2 exp(kb—';l,) (1.14)

where Au = Ey, — Ey, is the quasi-Fermi level splitting (or the infernal voltage)

and n; is the intrinsic carrier population (which is a property of the semiconductor).

Since a small but finite gradient of the quasi-Fermi levels are necessary to drive
current flow

i

Ji=—

q

where i = n, p refers to the electron and hole current densities, then we generally

VE; (1.15)

have ¢V < Ap as a constraint. At open circuit, this condition still holds, since only
the total current J = J,, +J, must be zero. Therefore, we generally have gV, < Apu.
To summarize the above analysis, we have connected the external voltage V to the
electrochemical potentials of the electron and hole. The external open circuit voltage
V,e will be limited by the internal quasi-Fermi level splitting Ay, which is related
to the steady state populations of the electrons and holes. Therefore, to maximize
the open circuit voltage V,., we must maximize generation and minimize carrier

recombination.

Another way of understanding the open circuit voltage is from the diode model of
the solar cell Equation 1.1, where we shall set Ry = 0 and Ryj, = oo for simplicity.>.

Therefore, we have

ko (e
V,, = Jd%b ln(‘— + 1) (1.16)
q Jo

where we have normalized the current densities to their areas J = I/A and denoted

the photogenerated current J; as J,., which is the same in this scenario. It is clear

3More generally, since open circuit implies I = 0, series resistance Ry has no direct effect on
the open circuit voltage. However, Ry, can have a dramatic effect on the open circuit voltage. The
physical causes and implications of a finite Ry;, and R, will be discussed in the fill factor section
below.
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then that the open circuit voltage V,. is increased with generation (in the form of
Js¢) and decreasing with increased recombination current density Jy. The rate of
change is partially modulated by n;;, which depends on the dominant form of carrier

recombination.

There are three main forms of recombination that dominate traditional photovoltaic
materials, which are (1) Shockley-Reed-Hall (trap-assisted) recombination, (2) Ra-
diative recombination, (3) Auger-Meitner recombination. Trap-assisted recombina-
tion stems from trap states (typically due to defects in the crystal structure) which
allows electrons to relax prematurely in a non-radiative way from the conduction
band to the valence band. Typically, the non-radiative relaxation (in the form of
phonon emission) stems from a small but continuous set of states near the band-edge,
in the form of a semiconductor band tail. This continuity of states comes from the
breaking of the crystalline symmetry due to the random positioning of defects, and
the eventual trap-assisted recombination can be parametrized as

)
RSRH _ np —n;

(1.17)
T (p+p1) + " (n +ny)

where RS®H is the Shockley-Reed-Hall (SRH) recombination rate (in units of
1/cm?/s), n and p are the electron and hole populations, n1 and p; are the density of
available trap states for the electrons and holes, and 72%# is the Shockley-Reed-Hall

recombination lifetime. For doped semiconductors (e.g., n = Np > p,ny, p1), we

have
S P
RH-IE}{—[I)S ~ TSRH (118)
P

so that the minority carrier dominates the SRH recombination. Furthermore, SRH

recombination is typically a single-carrier process.

Radiative recombination is a fundamental process where the recombination of an

electron and hole results in an emitted photon. The rate is simply given as
RR =k, (np — n?) (1.19)

where k, is radiative recombination rate coefficient. k, is substantially larger in
materials that have a direct bandgap (e.g. GaAs) compared to those with an indirect
bandgap (e.g. Si). Note that radiative recombination is generally a two-carrier

process.

Finally, Auger-Meitner recombination refers to the energy transfer of an electron-

hole interaction that is transferred directly to another electron or hole. Since the
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energetically “hot” electron or hole is then subsequently thermalized to the band-

edge, this process is also typically non-radiative. Its parametrization is given by
RAu™Melt — (Con + Cpp)(np — n?) (1.20)

where C,, and C,, are the Auger-Meitner coeflicients for the electrons and holes.

Here, it is clear that Auger-Meitner is a three-carrier process.

Since these three recombination modalities are common to many traditional semi-

conductors, it is common to use an “ABC” recombination model:
R = RSRH 4 RRad  pAug=Meit o Ax 4+ Bx* + Cx* (1.21)

where x is the minority carrier type (either n or p). This model captures the
effects of the different types of recombination in a straightforward manner. If
there are larger asymmetries between the electron and hole or the solar cell is
operated under high injection, it may be necessary to use the full expressions of
each recombination model. Furthermore, since n ~ exp(Au/(2k,T)), itis clear that
the ideality factor n;; approaches 2 for SRH-dominated recombination, approaches
1 for Radiative-dominated recombination, and approaches 1/2 for Auger-Meitner-

dominated recombination.

Of additional interest is the recombination due to the surface of a material, which
is usually due to the breaking of crystalline symmetry at the interface and therefore
results in surface states. Some of these states can be passivated with appropri-
ate termination of chemical bonds, but nonetheless, the interface can typically be
characterized by a surface recombination velocity Sy, where x = n, p. In general,
this additional surface recombination acts as a boundary condition on the current
density:

Jx -7 = ¢S, (x — x0) (1.22)

where 71 is the normal vector of the interface, and xo corresponds to the carrier
concentration in the dark. Here, the negative sign is associated with electrons n and
the positive sign is associated with holes p. We note that generally the effective

lifetime 7, 7 ¢ due to both bulk and surface recombination is given as:

1 1 1
=— 4+ — (1.23)
Teff Th Ts

where 13, 1s the bulk lifetime and 7, is the surface recombination lifetime. This can

L 1/(L\?
Ty = ﬁ + 5 (;) (124)

be approximated as
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for when there are two surfaces with approximately equal surface recombination
velocities (i.e., S = S; ~ S, [179]). Here, L is the thickness of the solar cell and D
is the diffusion coeficient.

FF

We finally discuss the mechanisms that affect the fill factor of a solar cell, which
describes the “squareness” of the I — V curve. From inspection of Equation 1.1, the
largest effects are due to the finite series resistance R and shunt resistance R, in a

solar cell.

In the case of series resistance, this may come from the resistance in the bulk of the
active layer or at the contacts. Since the resistance is given as R = pL /A, where p is
the resistivity, L is the thickness of the semiconductor, A is the cross-sectional area,
it can be modified either geometrically or through carrier doping. The resistivity is

related to the conductivity as

1
=27 e(npn + pip) (1.25)

and is therefore a measure of both the local carrier concentration and the mobility
of charge carriers. Large bandgap materials typically have a lower conductivity due
to their reduced intrinsic carrier concentration, dopant states that are further from
the band-edge, and a reduction in the overall solar-generated carriers. The effect of
series resistance can be first observed as a change in the slope of the J — V curves

near V,., and for large series resistances, will also impact J..

Another practical concern is the shunt resistance, which is a measure of other
effective electrical circuits that are in parallel to the dominant electrical junction.
For example, in an ideal solar cell, there is a single electrical path for all the carriers
to follow. However, due to spatial heterogeneity and defects, it may be possible
for certain carriers to follow a different electrical path, resulting in an effective
shunt resistance. As an example, if the two sides of the solar cell contacts were
connected, the shunt resistance R, — 0, and therefore diode behavior would no
longer be observed. In other words, shunt resistance is often a measure of carrier
selectivity, i.e., as the transport of electrons and holes become more symmetric, the
diode behavior transitions to resistive behavior, and therefore the carrier selectivity
is lost. Thus, the effects of shunt resistance are first observed in the slope of the

short circuit current Jg. and then for large shunt resistances at V.
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It is important to note that both descriptions of the series and shunt resistances
are perturbative to the diode model of a solar cell. It is important to note that for
a given solar cell, the electrical characteristics may be drastically different due to
the nature of the electrical interfaces and the specific geometry of the solar cell.
Therefore, it is necessary to observe diode-like rectifying behavior before ascribing
series and shunt resistances, which may be meaningless in certain situations. Thus,
carrier selectivity and the aforementioned symmetry breaking of electron and hole

transport is fundamental to the operation of a solar cell.

Single Junction Detailed Balance Efficiency Limit

To further elucidate the mechanisms intrinsic to solar cell operation as well as to
ascribe practical efficiencies achievable, it is useful to consider the thermodynamic
efficiency limit of a solar cell. Consider a hypothetical scenario where the solar cell
can be considered as a zero-dimensional object, where local gradients internal to
the solar cell are ignored. Then, the solar cell becomes a steady state flux balance

expression where
Jgen — Jrecomb = Jcottectea = 0 (126)

where electron-hole pairs are generated at a rate J,.,, collected electrically at a rate
Jeollected, and recombines internally as J,.comp. Note that the generation of carriers

is directly related to the absorbance of the solar cell, i.e.,

Jgen = q /OOO a(E)Ssun(E)dE (1.27)

where a(E) is the absorbance of the solar cell and S, (E) describes the solar flux.
Further, Jeoiiectea = J = Jgen — Jrecomp 18 the current density that we observe in
our electrical circuit. Then, what is the form of J,.comp? Clearly there are various
recombination mechanisms that are possible, as described in section 1.1. However,

which mechanism is thermodynamically necessary?

Let us consider an alternative situation where the solar cell is instead in the dark,
without solar radiation. In this case, we must have J.,jecrea = J = 0, since we are

in thermodynamic equilibrium. Thus, we have

Jgen,dark = Jrecomb,dark (128)

In this case, without solar flux, the only generation of electron-hole pairs is from the
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ambient blackbody radiation:

2 E?

Spp(E)dE = —— dE (1.29)

¢ exp(kac) -1

where 7, is the temperature of the solar cell (e.g. 300 K). Therefore, in the dark, we

have -
Jgen,dark = Jrecomb,dark = Q/ a(E)Sbb(E)dE (130)
0

In other words, since the solar cell has a finite radiative absorption, it must have some
finite radiative recombination. To understand the differences under illumination, we
note that the derivation for the law of mass action should still hold, i.e., np =
”,2 exp(Au/kpT). Furthermore, even under illumination, if we examine open-circuit
conditions, we must still have J = 0. Thus, since the generation is increased by a

factor of exp(Au/kpT), so must the recombination rate, i.e.,

A

A (o]
Jrecomb = Jrecomb,dark exp(kb_l;) =dq exp(kb_l;) / a(E)Sbb(E)dE (131)
0

Finally, we note that the ambient blackbody flux contributes a negligible flux even

under solar illumination:

(o)

Jgen = Q/wa(E)Ssun(E)dE+Q/ a(E)Sbb(E)dE (1.32)
0 0

Thus, the J — V characteristics of a solar cell that is only limited by radiative
recombination (which is necessary, due to finite absorption) is given by
Vv
J(V) = Jye = Jo [exp[ L= | - 1 (1.33)
kyT
where Jy. = g fooo a(E)Sn(E)dE and Jy = g fooo a(E)Spp(E)dE. We have used
the fact that in this hypothetical zero-dimensional solar cell, the internal and external
voltages are the same, i.e., gV = Au. Finally, note that the form of the J,. implicitly
assumes the carrier collection efficiency (/QE) is unity. The final assumption in the

detailed balance efficiency limit is an explicit functional form for the absorbance,

which is characterized by a step-function:

0 ifE<E,
a(E) = (1.34)
1 ifE>E,
Since we now have an explicit form for every parameter in the J(V) expression,

we can calculate the maximum power conversion efficiency by optimizing P(V) =
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VJ(V) for every bandgap E,. The solar spectrum typically used as a reference is
referred to as the Air Mass 1.5 Global (abbreviated as AM 1.5G) spectrum, i.e.,
Ssun(E) = Sami.56(E), as shown in Figure 1.4a. This spectrum is approximately
equal to that of a blackbody spectrum with a blackbody temperature 75 ~ 5760
K. The dips in the spectrum in the infrared part of the spectrum is mostly due to
absorption of carbon dioxide and water vapor, whereas in the UV there is some
minor absorption from ozone. The calculation of the maximum power conversion
efficiency is shown in Figure 1.4b, where we find the maximum efficiency to be

approximately 33.7%. The incident power density of the sun can be calculated as

Poun = / ESqun(E)dE (1.35)
0

Upon inspection, it is of a curious nature to understand where all the energy went.
Surely the limiting efficiency must be larger! However, the surprisingly low effi-
ciency is limited primarily by carrier thermalization and the subsequent recombina-
tion of those carriers. In general, the two main loss mechanisms in a conventional
single-junction solar cell is due to the imperfect absorption of photons below the

bandgap of a solar cell:

I ESsun(E)dE

Nabs,loss = (136)

and for photons above the band-edge, it is due to carrier thermalization to the

band-edge of the semiconductor:

ng ESqun(E)dE - E, ng S(E)dE

(1.37)

Ntherm,loss =

7 ESsun(E)dE

The relative contribution of these loss mechanisms is shown in Figure 1.4b. While
near-unity absorbance across the solar spectrum has been demonstrated [217], the
problem of carrier thermalization to the band-edge is a fundamental challenge to
high efficiency. Attempts to mediate the loss due to carrier thermalization has
been successfully demonstrated with multijunction solar cells, where solar cells
with multiple different bandgaps are optically connected in series, as shown in
Figure 1.2. The maximum solar cell efficiency experimentally demonstrated with six
junctions under solar concentration is 47.1% (by NREL), while the experimentally
demonstrated efficiency maximum of a single junction under 1 sun illumination is
29.1% (demonstrated by Alta Devices). More discussion on the physics of carrier

thermalization and whether it is appropriate in most semiconductors is described in
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section C.3. However, it is clear from experimental demonstrations that these losses
are difficult to avoid, and the exploration of new materials physics is necessary to
achieve higher power conversion efficiencies.
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Figure 1.4: Detailed Balance Efficiency Limit a The AM 1.5G solar flux
Sami1s56(E)dE, which is typically used as an approximation for the incident so-
lar spectrum. b The detailed balance efficiency limit of a solar cell (highlighted
in blue) under AM 1.5G illumination. Also listed are different efficiency loss
mechanisms.

1.2 Entering Flatland: van der Waals Materials

Van der Waals (vdW) materials are materials whose out-of-plane forces are char-
acterized by van der Waals interactions, making their bonding strength highly
anisotropic between the in-plane vs. the out-of-plane directions. These materi-
als were first thoroughly characterized in the 1960s and 1970s [52], where a number
of their electrical and optical properties were examined for both bulk and ultrathin
layers. Because of their weak out-of-plane interactions, their crystals can be cleaved
with the application of an adhesive surface, such as with Scotch tape. The field of
van der Waals (“2D”) materials rapidly grew in 2004, when Novoselov and Geim
cleaved few-layer graphene and examined its field-effect properties [140]. Since
then, hundreds of other 2D materials have been discovered* with a variety of en-

tirely new properties found and various technological applications that have been

4Many of these materials were actually examined already in the 1960s, as noted in the earlier
citation, but most had not been cleaved down to a single monolayer, stacked together (to form vdW
heterostructures), and implemented into device geometries.
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Figure 1.5: van der Waals Heterostructures. Schematic depiction of heterostruc-
turing different van der Waals materials together, showing that different combina-
tions of materials can be combined to form entirely new materials. This arbitrary
heterostructuring stems from the van der Waals interactions along the basal plane,
adapted from [56].

proposed. Furthermore, these different layered materials can be stacked together in

various configurations, forming a van der Waals heterostructure (Figure 1.5).

Of considerable interest is the family of transition metal dichcalocogenides (TMDCs),
whose crystal structure in the 2H form results in semiconducting materials. The
most air stable forms of these materials have an elemental composition of MXj,
where M = Mo, W and X = S, Se. While these materials were initially studied in the
1960s [52], the Heinz [117] and Wang [178] groups discovered that these materials
became direct bandgap in their monolayer form, which drastically increased their
light-matter coupling and the possibility to use them for light-emitting applications.
Following this discovery, these materials were subsequently proposed to be used
as active layers for photovoltaic applications in 2013 [14], where their strong light-
matter coupling and atomically-thin layers could result in device structures with
record high specific powers. However, several fundamental science questions arose,
particularly on the physical mechanism of the photovoltaic behavior and how to en-
gineer these materials. Experimental demonstrations soon followed after the initial

proposal where these materials were used as active layers in photovoltaic devices
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[11, 28, 54, 101, 155, 166]. However, besides the initial demonstration, very little
work had been done on optimizing and understanding the photovoltaic behavior in

these materials.

1.3 What’s Different in Atomically-thin Photovoltaics?
. S T

Figure 1.6: van der Waals Photovoltaics Schematic. Schematic depiction of a
photovoltaic device formed purely from van der Waals materials.

The central theme of this thesis is to consider the use of these materials as atomically-
thin active layers in photovoltaic devices. In doing so, we must study and understand
the absorption, transport, and recombination properties of these materials. Due to
the nature of these materials, we expect a variety of different physics and engineering
design rules to emerge, as opposed to those discussed in section 1.1. Specifically, we
can delineate two main attributes that causes substantial differences when compared
to conventional materials used for photovoltaics (e.g. Si or GaAs): (1) the vastly
different thicknesses of the active layers and (2) the van der Waals interactions in
the out-of-plane direction. We briefly describe implications of these two properties

below.

Effects of Thickness

Arguably the largest difference between using van der Waals materials as active
layers compared to that of conventional materials is their thickness. The typical

thickness of GaAs solar cells are usually a few microns thick, whereas Si solar
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Figure 1.7: Dimensionality Effects on Exciton Screening. Schematic depiction
of excitons in bulk (3D) materials vs. monolayer (2D) materials. Due to the lack of
electrons in the out-of-plane direction, the electric field lines between electrons and
holes have substantially less screening, increasing the electron-hole interactions and
therefore the binding energy of excitons. Figure from [29].

cells are of order ~100 um or more. In contrast, the van der Waals materials of
interest studied in this thesis is routinely L < A4, i.e., their thicknesses are deeply
subwavelength, perhaps only a few nm. This suggests that different optical physics
must be considered (specifically, wave optics), and that novel light trapping schemes

must be employed to achieve near-unity absorption in these ultrathin materials.

Further, this regime of thickness requires many different electronic considerations
as well. For example, these materials routinely have thicknesses that are either
comparable or even thinner than their electronic screening length. While this effect
has been utilized to create 2D devices with large gate tunability, this property
also has implications for the transport of carriers and types of electrical junctions
formed. For example, in an atomically thin pn junction, the two sides of the junction
are completely depleted. Thus, carrier separation in those types of junctions are
expected to be extremely efficient. Furthermore, the large surface to volume ratio
in these materials suggests that interfacial recombination, e.g. parametrized as a
surface recombination velocity, will likely be dominant or comparable to the “bulk”

recombination rates.

In addition, there are a variety of differences due to the presence of quantum mechan-

ical effects. Of particular note is the electric screening of photogenerated electrons
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and holes, which can form bound states referred to as excitons>. The large binding
energies comes from the fact that the Bohr radius of the exciton is comparable to
the thickness of the material, which results in less electrostatic screening [29] (Fig-
ure 1.7). Since excitons are electrically neutral, these excitons must be dissociated
to generate free carriers and therefore electrical current. Therefore, unlike tradi-
tional solar cells where free carriers are directly generated from photoexcitation, we
generate excitons that must be dissociated first. Indeed, since monolayer TMDCs
have exciton binding energies that are routinely a few hundred meV, these excitonic
quasiparticles dominate the optoelectronic physics at this thickness regime. It is
also important to note that for a given 2D material, there are typically many different
types of excitons, each with their own binding energy. For example, while the A
exciton in bulk TMDCs have binding energies of approximately 50 meV, the indirect

optical transitions in the bulk have minimal excitonic contribution.

Effects of van der Waals interactions

The van der Waals interactions in these layered materials uniquely enable the creation
of atomically-thin flakes. A simple estimate of the relative in-plane to out-of-plane
bond strength can be made from the relative dimensions of exfoliated flakes. For
flakes that are a few nm in thickness, the typical flake dimensions are roughly a few
microns to a few 10s of microns in thickness. Therefore, the relative dimensional
anisotropy is ~1000, and we can estimate the bonding strength between the in-plane
covalent bonds and the out-of-plane van der Waals interactions to be of the same
order of magnitude, assuming linear scaling. Interestingly, the transport anisotropy
in these materials are roughly of the same order of magnitude, with the mobilities
in TMDC:s to be roughly 1000 times lower in the out-of-plane direction compared
to the in-plane direction [121]. There are also large differences between the in-
plane and out-of-plane dielectric constants, notably the absence of strong excitonic

resonances in the out-of-plane dielectric function [197].

Despite these differences between the vertical and in-plane directions, there are
several distinguishing features of the van der Waals interaction. First, it enables the
formation of high quality van der Waals heterostructures, which do not suffer from
the same lattice matching problem that is typical in traditional semiconductors (such
as III-V semiconductors). This enables a larger variety of different materials to be

heterostructured, and allows for “designer” materials (Figure 1.5). Furthermore, as

3 A primer on the microscopic formation and dissociation of excitons is described in section A.1.
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was noted in the original works of Novoselov and Geim [140], the presence of these
van der Waals interactions in the out-of-plane direction results in atomically thin
materials that are almost completely absent of dangling bonds. This is due to the
inherent nature of the crystal structure, which is substantially different than non-
layered materials. Thus, we are able to create materials with nearly zero intrinsic

surface states, which enables the study of truly “two-dimensional” materials.

1.4 Scope of the Thesis

As discussed earlier in section 1.1, the three pillars of understanding the properties
and power conversion efficiency of photovoltaic devices stems from a holistic under-
standing of the absorption of photons and subsequent generation of electron-hole
pairs, transport and collection of those generated electron-hole pairs, and eventual
recombination of those electron-hole pairs. In this thesis, we explore, understand,
and engineer these three pillars in atomically-thin materials in our quest to use them

as photovoltaic-active layers.

In Part I of this thesis, we discuss the interplay between optical absorption and the
thermodynamic efficiency limits of atomically-thin materials. Chapter 2 focuses
directly on how the optical absorption limits the fundamental efficiency achievable
in photovoltaic materials. This analysis is of general validity to all optoelectronic
materials and is derived from optoelectronic reciprocity relations. We then use
these relations to analyze the effects of semiconductor band tails on the fundamental
photovoltaic efficiency limits. Afterward, we focus our attention to atomically-thin
materials, which have unique bandstructures and defect states. This analysis lays
the foundation for choosing appropriate materials when optimizing a photovoltaic
device. Chapter 3 then focuses on engineering the optical properties of ultrathin
transition metal dichalcogenide materials, which have strongly excitonic properties.
These excitonic properties result in immense light-matter coupling, enabling nearly
perfect absorption in both ultrathin (~10 nm) and atomically-thin (~7 A) with the
use of simple optical cavities. Finally, we discuss conceptually the possibilities of an

excitonic multijunction solar cell assuming near-unity absorbance can be achieved.

In Part II of this thesis, we discuss the transport of both free carriers and exci-
tons in atomically-thin materials. Chapter 4 focuses on vertical heterostructures of
atomically-thin materials that utilizes the optical design of Chapter 3 and the elec-
tronic optimization of heterojunctions and metal contacts. This initial optimization

results in unprecedented photovoltaic quantum efficiencies of (>50%), which is a
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record for van der Waals materials. We then turn our attention to new methods of
separating electrons and holes in ultrathin materials, in the form of a “band-bending
junction”, which utilizes the finite band-bending in materials whose thicknesses are
thinner than their electrostatic screening length. Chapter 5 focuses on the concep-
tual physics and experimental demonstration of these band-bending junctions by

utilizing various surface-sensitive probes and numerical calculations.

In Part I1I of this thesis, we discuss the intimate relationship between photolumines-
cence, recombination dynamics, and the internal photovoltage of a semiconductor
and therefore motivate examining the photoluminescence properties of atomically-
thin semiconductors. Specifically, we examine the photoluminescence properties
in monolayer and heterobilayer systems and examine how they can be modified,
which modifies their recombination dynamics. Chapter 6 therefore focuses on how
strain can be utilized to engineer the photoluminescence properties of MoS,/WSe,

heterobilayers, which have quasiparticles referred to as inferlayer excitons.

Finally, in Part IV of this thesis, we give an outlook and perspective on the work
shown here, and discuss some of the remaining grand challenges and research
opportunities for the field of van der Waals materials as well as that specific to using

them for photovoltaic applications.



Part I

Absorption Defines the Limits
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Chapter 2

IMPACT OF THE SEMICONDUCTOR BAND-EDGE ON
PHOTOVOLTAIC EFFICIENCY LIMITS

“If I have seen farther it is by standing on the

shoulders of giants.”
— Sir Isaac Newton

2.1 Introduction

Since the seminal work of Shockley and Queisser, assessing the detailed balance
between absorbed and emitted radiative fluxes from a photovoltaic absorber has been
the standard method for evaluating solar cell efficiency limits [17, 163, 175]. The
principle of detailed balance is one dictated by reciprocity and steady state, so that
photons can be absorbed and emitted with equal probability. This basic principle
has also been extended to evaluate the effects of multiple junctions [5, 120], hot
carriers [ 167, 210], nanostructured geometries [4, 212], multiexciton generation [68,
91], sub-unity radiative efficiency [125], and many other solar cell configurations
and nonidealities to estimate limiting efficiencies via modifications to the detailed

balance model.

Another important modification to the Shockley-Queisser model is to examine the
assumption of an abrupt, step-like onset of the densities of electronic states and
absorption coefficient. Specifically, it has long been recognized from spectroscopic
measurements of semiconductors that band edges are often not abrupt and that the
density of states and absorption functions can be characterized by a band tail. This
was first recognized by Urbach [188], who found the absorption coefficient for a

variety of materials below their bandgaps to be characterized by an exponential tail:

a(E < Eg) =ap exp( 2.1

E-E g)
where a is the absorption coeflicient value at the energy of the bandgap, E, is the
bandgap of the material, and vy is referred to as the Urbach parameter, which describes
the rate at which the absorption coefficient goes to zero. The magnitude of the Urbach
parameter can be influenced by impurities and disorder and is typically attributed

to fluctuations in the electrostatic potential within a semiconductor. Urbach tails
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have been observed in a wide range of absorber materials including amorphous,
organic, perovskite, and II-VI, III-V and group IV semiconductors [35, 39, 83, 84,
96, 133, 180]. While the Urbach exponential tail is the most prominent functional
form observed for band tail states, other forms such as Gaussian band tails have
been reported, and different functional forms have been attributed to the underlying
physics of those systems [87]. In most cases, the band tail can be characterized by

an exponential with an argument raised to some power.
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Figure 2.1: Accounting for band filling in modified reciprocity relations. Ex-
perimentally measured a-Si:H EQE and EL from [163] (open circles). Solid lines
correspond to the Rau reciprocity relation, whereas the dashed line is a fit that
includes band filling effects with asymmetric effective masses in the parabolic ap-
proximation (my/m, = 1.818, Ay = 1.164 V, and E, = 2.439 eV. The dotted line
includes band filling with the same fitted parameters except my/m, = 1, i.e., as-
sumes symmetric effective masses. All spectra are normalized by exp(Au/kpT)
and the various reciprocity relations overlay for £ > Eg aps.

Recent detailed balance analyses have also suggested how this important effect,
i.e., a departure from a step-like absorbance spectra can also degrade the limiting
efficiency of solar cells [17, 32, 60, 82, 133, 161]. However, a key element missing
from previous analyses of photovoltaic efficiency is the effect of band filling for
semiconductors with nonabrupt band edges, wherein the electron-hole quasi-Fermi
level splitting can thereby modify the absorption spectrum, and therefore the ra-
diative emission spectrum as well. This voltage-dependent absorption effect was
first recognized by Parrott [145] as being necessary to make the detailed balance

formulation self-consistent. Perhaps the most intuitive description of why this is
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necessary is found by examining the generalized Planck’s law [209]:

SpL(E) = a(E)Spp(E, o) (2.2)
where )
2r E
Spp(E, Au) = P A (2.3)
exp(—ka“) -1

and Spy (E) describes the luminescence flux, a(E) is the absorbance, E is the photon
energy, Au is the quasi-Fermi level splitting, £ is Planck’s constant, and c is the
speed of light. A clear singularity occurs at E = Ay, which is typically ignored in
detailed balance calculations because for a step-like absorbance function, we have
E > E, > Au. As aresult, the -1 in the denominator is neglected and Boltzmann
statistics are assumed. Clearly, the situation must change if we consider energies
E < E,, as is the case when band tails affect the luminescence spectrum. In this
case, the absorptivity must be modified such that a(E = Au) = 0, and in general the
absorption coefficient is occupation dependent:

a(E,Au) = aok (E)(fy — fe) (2.4)

where aox (E) is the absorption coefficient without band-filling and (f, — f) is the
band-filling factor [16, 87, 209]. This contribution of band-filling has also been
recognized in experiments as being necessary to accurately fit photoluminescence
spectra under high level injection [58, 136]. We suggest that this contribution is
also important for systems with large band tails, and as an example, we have used
this modified reciprocity relation to fit the electroluminescence spectrum of a-Si:H
which the Rau reciprocity relation [ 160, 163] was previously unable to fit completely

(see Figure 2.1).

2.2 Photovoltaic Efficiency Limit for Semiconductors with Band Tails

By using the generalized Planck’s law (Equation 2.2) and accounting for band
filling (Equation 2.4), we can calculate the detailed balance limit for photovoltaic
efficiency with band tails in the radiative limit (See section 2.6 and section 2.6).
In Figure 2.2, we consider the case of a band tail parameterized as an exponential
Urbach tail and analyze the effects of varying the Urbach parameter. While the
spectral response of this modified absorbance appears to be similar to the step
function response originally used by Shockley and Queisser (black dashed line), the
maximum achievable efficiency drops rapidly from the Shockley-Queisser limit for

Urbach parameters larger than the thermal energy, k7. These effects are relatively
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Figure 2.2: Effects of band tailing on photovoltaic limiting efficiencies. a The
spectral absorbance of a photovoltaic cell with a bandgap of E, = 1.5 ¢V and a
thickness agL = 1 plotted for various Urbach parameters (y) in units of k;,7T. The
dashed line represents the step function absorbance typically used in the Shockley-
Queisser (S-Q) limit. b The detailed balance efficiencies as a function of the bandgap
energy. Different colored lines correspond to different Urbach parameters, with the
coloring scheme equal to the legend shown in a.

insensitive to the choice of bandgap and thickness (see Figure 2.3 and Figure 2.4), and

Figure 2.3 suggests the efficiency drop is primarily due to a voltage loss mechanism.

To analyze the cause of the voltage loss, we examine the luminescence spectrum
by using (Equation 2.2) and plot these spectra for various Urbach parameters (Fig-
ure 2.6a). In addition, we plot the distribution of bandgaps P(Eg) = dgalg=g,
proposed by Rau et al. [163] recently, which generalizes the definition of the photo-
voltaic bandgap for arbitrary absorbance spectra. While the luminescence spectrum
is narrow and overlaps significantly with the absorption edge for vy < kT, this is
not the case for y > k;7T. In this limit, the luminescence spectrum is significantly
broadened and shifts away from the absorption band-edge and suggests the definition
of a second bandgap, defined by the luminescence spectra. This idea is schemat-
ically depicted in Figure 2.6b, where the absorption bandgap is defined as before,
i.e., P(Egaps) = max(PEg), while the second bandgap, E, pr, is defined by the
luminescence spectra Spr. We note that this analysis is modified significantly with
the inclusion of band-filling effects, which we describe in section 2.6 and section 2.6
of the Appendix (see also Figure 2.13 and Figure 2.14). We also observe the effects
of broadening followed by luminescence spectral shifts in band tails parameterized
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Figure 2.3: Dependence of photovoltaic figures of merit on the Urbach param-
eter. a The detailed balance limited value of conversion efficiency, open circuit
voltage, short circuit current, and fill factor for different bandgaps and Urbach pa-
rameters assuming a thickness of agL = 1. b Linecuts of a at specific bandgap
values.

by a Gaussian band tail (Figure 2.5), where the onset of efficiency loss occurs at
approximately y = 2k, T instead.

2.3 Generalized Voltage Loss for Semiconductors with Nonabrupt Band Edges
The similarity between the effects of broadening followed by luminescence shifting
for increasing band tail energies suggests a general picture for the voltage loss
mechanism, for any band tail functional form. A general trend is the observation of
a Stokes shift, i.e., the shift between the absorbance and luminescence spectra, that
occurs precisely at the onset of efficiency loss. However, it is unclear whether the

voltage loss is just directly proportional to the observed Stokes shift AE,.

To develop an understanding of this loss mechanism, we consider a simpler ab-
sorbance spectrum as a two bandgap model, represented by the sum of two step

function absorbances:
a(E) :a10(E—Eg,1)0(Eg,2—E)+a20(E—Eg,2) (25)

Here, a;» is the sub-gap and above-gap absorbances respectively, while 8(E —
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Figure 2.4: Effects of thickness on photovoltaic figures of merit. a Absorbance
of a photovoltaic cell plotted with different normalized thicknesses (agL) for vy =
0.5k,T and b y = 2k, T assuming a bandgap E, = 1.5 eV. ¢ Conversion efficiency,
open circuit voltage, short circuit current, and fill factor calculated for different
normalized thicknesses assuming a bandgap E, = 1.5¢V. The different colored
lines correspond to the same legend shown in a.

E,) is the Heaviside step function, typically considered in the SQ analysis. The
photovoltaic bandgap, i.e., that defined by absorption, is given by E, >, while E
defines the luminescence bandgap. The SQ limit is recovered in the limit that
E,1 — Egp ora; — 0. By varying a; and E,; and fixing Eg5 to 1.34 eV and
ar = 1, we can analyze the effects of this simple model as we deviate from the
SQ limit (see section 2.6 and Figure 2.15 for more details). Interestingly, we find
qualitatively similar effects of voltage and efficiency loss in this absorbance model
compared to the full effects of the Urbach band tail, albeit parametrized by a; and
E, 1 instead of the Urbach parameter y. However, we also find that the quantitative
bandgap-voltage relation can be significantly affected by the actual functional form

used to more accurately model the band tail state distribution, as illustrated in
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Figure 2.5: Analysis of a Gaussian band tail distribution. a Calculated absorbance
(solid line), photoluminescence (dashed line) and distribution of bandgaps (dotted
line) for an increasing Gaussian tail (y). Here, the Gaussian tail distribution is
calculated by taking 6 = 2 in Eqn. 14. b Fraction of integrated photoluminescence
below the band gap (solid blue line) and Stokes shift AE, (solid orange line) for
a Gaussian tail distribution. ¢ Calculated detailed balance efficiency for different
bandgaps plotted for increasing Gaussian tail widths. The different colored lines
correspond to the same values of the Gaussian tail displayed in a.

Figure 2.7.

Non-abrupt band-edge absorbances can be mapped onto the two bandgap model and
therefore there is a general relation that explains the voltage loss mechanism for any

absorbance spectrum given by

kpT
AVoc,rad: 4 In

—_— 2.6
asG kT asc (26)

asc exp( g) L1 46

where agg is the weighted sub-gap absorbance, dsg is the weighted above-gap
absorbance, and AE, = E, 4,5 — E¢ pr describes the observed Stokes shift between

the absorption and luminescence (see definitions in section 2.6 of the Appendix).
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Figure 2.6: Effects of band tail states on photoluminescence. a The normalized
spectral photoluminescence (dashed line) of a photovoltaic cell operating at the
radiative limit under 1 sun AM 1.5G illumination for increasing Urbach parameter
(y) with an offset included for clarity. The corresponding absorbance (solid line)
and effective distribution of bandgaps (dotted line) is also plotted, where they are
normalized to their peak value. b Schematic depiction of the density of states profile
along with carrier excitation and recombination; y describes the effective width of
the band tail. For small band tailing (y < k,T), the effect of band tailing is to simply
broaden the luminescence peak. For systems with large band tailing (y > k,T), the
luminescence shifts to energies below the nominal absorption band edge.

Here, AV,¢qq 1s a voltage loss due purely to the non-abruptness of the absorp-
tion spectrum, for a semiconductor with assumed unity radiative efficiency. More
generally, although non-radiative losses parametrized by a non-unity external ra-
diative efficiency have not been accounted for (see some discussion of radiative
efficiency effects in section 2.6), band edge non-abruptness by itself can contribute
significantly to voltage loss. Indeed, Equation 2.6 results in no net voltage loss as
AE, — 0, and suggests that a finite Stokes shift should be directly correlated to a
voltage loss. The magnitude of the voltage loss is scaled by the ratio asg/dag, and
clearly as the ratio approaches 0 or 1, Equation 2.6 recovers the appropriate losses

of 0 and AE,/q, respectively.

To observe whether this two bandgap model can quantitatively describe the more
complex band edge functional forms seen in experiments, we choose appropriate
definitions for dsg, dag, and E, p; and use Rau’s definition for Eg 45 (see more

details in section 2.6, section 2.6, and with Figure 2.17). We consider both power
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Figure 2.7: Generalized voltage losses parametrized as a two-bandgap absorber:
a Schematic depiction representing a general absorbance and luminescence spec-
trum as a simpler two-bandgap step function absorbance. Black solid lines are
the absorption spectrum, whereas the red dashed line corresponds to the bandgap
distribution P(E,). Blue dashed lines correspond to the luminescence spectrum
Spr. Typically, asg < 1, which is not visible on a linear scale but still contributes
to the luminescence spectra due to carrier thermalization. b Calculated voltage loss
AVoe = Ve 50 (Eg abs) —Voc,raa Versus observed bandgap shift AE, = Eg aps—FEg pr,
normalized to the energy scale k,T In (@ag/asc). Every plotted point corresponds
to a different absorption spectrum, with V. .4 calculated using the complete ab-
sorption spectra and the full reciprocity relations. The dashed line represents the
two bandgap model, i.e., Equation 2.6 , where we have chosen dsg/asg = 0.1.

law band-edges, as a parametrization of indirect band-edges, as well as exponential
band tails. We find reasonable qualitative agreement but quantitative disagree-
ment between the calculations utilizing the full absorbance spectra and that given
by Equation 2.6 (Figure 2.7b), suggesting that the two-bandgap model is a rea-
sonable first-order representation of the voltage loss mechanism, but importantly,
consideration of the actual band tail functional form yields more accurate results.
Furthermore, we find that the dimensionless parameter & = AE, /(kpT In(Gac/asc)
describes the physical regime of voltage loss. Generally, for & < 1, voltage loss is

minimal since the emission spectrum can be considered as simply a broadening of
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a single photovoltaic bandgap. In this regime, the efficiency penalty is negligible
and generally the detailed balance efficiency limit for E, 455 can be achieved given
sufficient absorption above the photovoltaic bandgap. However, for & > 1, it is ap-
propriate to define a second bandgap given by the emission spectrum (Figure 2.7a),
resulting in a substantial voltage and efficiency penalty due to additional thermal-
ization losses. Thus, the tuning of the band tail parameter y merely sweeps through
different values of &, and we find that & > 1 is equivalent to y > k;7T in the case
of an Urbach tail (section 2.6). The discrepancy in Equation 2.6 for large ¢ can be
attributed to neglecting higher order terms (section 2.6).

The correlation between the magnitude of the bandgap shift (AE,) and open circuit
voltage has already been recognized in the organic photovoltaics literature, where
the presence of low energy charge transfer states generally results in cells with a
lower voltage and efficiency [9, 112, 133, 156, 159]. Here, we have developed
a unified picture with an arbitrarily-shaped band tail and by explicitly including
band-filling effects, for both large and small band tails, the voltage loss mechanism
can be qualitatively captured with a simple two bandgap model. In addition, by
extracting the weighted absorbance ratios, a @4 /dsg, we can estimate the voltage
losses in the radiative limit using Equation 2.6. We therefore suggest that any
radiative transition below the photovoltaic absorption edge E, 415, measurable in
luminescence measurements, should result in an efficiency penalty. This efficiency
penalty can be viewed as either stemming from a voltage penalty, due to carrier
thermalization within the band tails, or equivalently interpreted as being due to

incomplete absorption at the lower energy transition.

2.4 Outlook on Examining Semiconductor Band Tails

To emphasize the implications of these results for various photovoltaic technologies,
we have calculated the predicted voltage losses due to a nonabrupt band-edge for
several different material systems and plotted experimentally-measured values for
these in Figure 2.8 (See Table 2.2 for references and individual datapoints) [39, 82,
133]. Since Urbach parameters are much more commonly reported than both high
sensitivity EQE and EL spectra, we have used the observed Urbach parameters to
calculate the voltage loss directly rather than through Equation 2.6. As expected,
we find that semiconductors with large band tails (y > k;T) or equivalently, large
Stokes shifts (AEg > k;,T) have a substantially modified maximum achievable V.,
which should be assessed when examining their efficiency potential (e.g., CIGS,

a-Si, kesterites, and OPVs). It should be noted that a more accurate calculation can



32

600
60
AN
4 (/]
500 F 40 v
4
Q/O)
s00F 2 / i e csi
® GaAs
> InP
o 0 eﬂ -Si:H
€ a-ol:
= s00f ° 10 20 g o® CdTe
© ® CIGS
>
< ?/q Kesterite
Perovskite
200 F . ® Organic
100 |
> 24
0 T 1 L L 1
0 10 20 30 40 50 60 70
7 (meV)

Figure 2.8: Voltage loss due to a nonabrupt band-edge. Expected open circuit
voltage loss as a function of the observed Urbach parameter vy, plotted for different
materials. The top and bottom black solid lines represent the calculated voltage
loss assuming a bandgap of 2.2 and 0.8 eV, respectively. The gray area in between
represents the voltage loss expected for bandgap values in between 0.8 and 2.2 eV,
which correspond to most of the materials considered for photovoltaics. The colored
data points indicate the expected voltage loss for an experimentally-measured Urbach
parameter. The dashed line corresponds to the region of the inset, where the voltage
loss is minimal and approximately the same irrespective of bandgap.

be made by using the directly measured EQE and EL spectra for a given device.

The analysis presented here should be applicable to any system with nonabrupt
band-edges that obeys the optoelectronic reciprocity relations and should be em-
ployed to evaluate the radiative limits on the open circuit voltage. We demonstrated
here that the voltage dependence of the absorbance or EQE, specifically via band
filling, must be included to self-consistently apply the generalized Planck’s law for
semiconductors. We also suggest that in order to accurately estimate efficiency
limits, the abruptness of the band-edge should be experimentally characterized by
measuring both the absorption and luminescence spectra of photovoltaic materials,
and in a completed photovoltaic device, photocurrent and electroluminescence spec-
tra should be used to assess the effects of transport on the reciprocity relations. The
magnitude of the voltage loss can then be estimated directly from the spectroscopic
measurements by applying reciprocity relations. Additional experimental details
and nonidealities for a given photovoltaic material or device may modify the max-

imum efficiency potential even further, such as reduction in the external radiative
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efficiency or the finite mobility of charge carriers. However, our analysis suggests
the important role that band edge abruptness and band filling can play in defining
the limit on open circuit voltage and efficiency potential of emerging and established

photovoltaic materials.

2.5 Importance of the Direct-Indirect Gap Splitting on the Efficiency Potential
of Ultrathin TMDC Photovoltaics

Based on the analysis from above, it is clear that the abruptness of the band-edge can
have drastic effects on the efficiency potential of a solar cell material. Furthermore,
any weakly absorbing state can effectively have a similar impact on the efficiency
limit of a solar cell. Thus, we now turn our attention to apply the above analysis to
ultrathin (~10 nm) but electronically bulk TMDCs, for which we are interested in
using as active layers. This material system effectively behaves as a system that has
two band-edges, because of the weakly absorbing indirect edge (typically around 1.3
eV for all the TMDCs) and the strongly absorbing direct-edge (A exciton, which is
between 1.55 to 2.0 €V). The bandstructure that gives rise to this unique absorption
edge is shown schematically in Figure 2.9a and the corresponding experimental
photocurrent spectra (which is proportional to absorbance) is shown in Figure 2.9b.
It is clear that while the majority of the photocurrent (and generally, absorbance),
occurs at and above the A exciton, the indirect-edge results in a second, low-energy,
band-edge, which will have deleterious effects on the open-circuit voltage potential
and limiting efficiency.

To analyze this further, it is useful to develop a simple model that contains the
essential features of the absorption profile and analyze the effects it may have on
the limiting efficiency of an ultrathin TMDC. One of the simplest models for the

absorption-edge of an exciton is given by the Elliott expression:

E (M) 4 1
Qexc(E) = @ exc (—) + —0 (A + —) 2.7)
’ Ev] 1 - exp(—Zﬂ/\/Z) Zn: n’ n?

where A = (E — Eg 4ir)/Ep is dimensionless and represents the photon energy
relative to the exciton binding energy. Here, E, 4 is the quasiparticle bandgap
of the direct band-edge, E; is the exciton binding energy, ¢ (x) is the Dirac-delta
function, 6(x) is the Heaviside step function, and ag . represents the effective

oscillator strength. We further assume a Gaussian broadening given as

a’exc,gauss(E) = a'exc(E) * N(O-E) (28)
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Figure 2.9: Unique Bandstructure and Absorption Edge of Bulk TMDCs. a
Schematic bandstructure for bulk TMDC layers, with the associated excitonic tran-
sitions overlaid as dashed ovals. The first direct-edge exciton, i.e., the A exciton,
occurrs at the K point (blue oval), while the indirect-edge exciton occurs between
the I and Q points (purple oval). b External quantum efficiency (EQE) spectra of a
20 nm Au/16 nm WS,/Ag sample, measured using Fourier transform photocurrent
spectroscopy. Appropriate excitons and edges are also labelled. Left axis is a linear
scale, and right axis is a log scale.

where N (o) represents a normalized Gaussian with width o, and ‘% operator
represents the convolution operation. Another essential feature is the indirect-edge
exciton, which is typically represented by a power-law near the indirect-edge. Both

linear and parabolic expressions are commonly observed. We shall use

E — Eg,ind)2 (2 9)

aind(E) = @0,ind ( kyT

where we could consider convoluting the indirect absorption edge with some band
tailing form (e.g., see Equation 2.28), but as we shall soon see, those effects are
substantially smaller than the effects of the absorption into the indirect edge. The
effects of the power law exponent are also weak. The total absorption coefficient of

the bulk TMDC layer is then just given as the sum as the individual components:

arMpcC = a'exc,gauss(E) + a’ind(E) (2.10)

Finally, we are interested in relating the absorption coefficient to the overall ab-
sorbance. In general, for ultrathin materials, wave optics is the appropriate formalism
that relates the two quantities (e.g. see Appendix B). However, the specific optical

structures surrounding the ultrathin TMDC layer critically describes this connection.
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Instead, for sake of simplicity, we consider a non-dispersive relationship inspired by
the work of [220] that parametrizes the effects of absorption enhancement as
alL
a=——-"-"
al+1 / Cug
where C4f can be interpreted as the enhancement factor relative to a single pass

2.11)

absorption. This expression is derived strictly in the limit that the single pass
absorption e L is infinitesimal. Another possible expression is motivated by [162],
which is given as

a=1-exp(—aLCyug) (2.12)

where a in both these situations is the absorption coefficient, and L is the thickness
of the active layer. Both expressions reproduce fairly similar results, the main
difference being the rate at which a rises to unity as C4g is large. For small oL, note
that both expressions are equivalent (i.e., a * C4gaL from a first order expansion).
Given the faster rise in absorbance and the natural form of the exponential in
wave-like expressions, we use Equation 2.12 as our relationship between « and a.
However, similar results are obtained in both situations. In the ray-optics limit, the
maximum absorption enhancement is CAg ray-optics = 4nf, where n, is the real part
of the refractive index of the active layer. For TMDCs, the ray-optics limit on the
enhancement factor can be nearly 100, but nanophotonic structures can offer values

that are even higher.

Once the absorbance is specified, we can calculate the luminescence spectral flux
by the reciprocity relations (Equation 2.20), which may be compared to photolumi-
nescence spectra (see Figure 2.10a). Here, it is clear that the presence of the indirect
edge results in a substantial Stokes shift between absorption and emission, although
this is partially modulated by the amount of absorption enhancement C,r Fig-
ure 2.10b. We further consider that, in general, the radiative efficiency is sub-unity.

Therefore, we can parametrize its effects on the dark current as:

Jrad _ /SPL(EvA,u)dE

Jdark = ERE ERE (2.13)
where the external radiative efficiency ERE is given as:
Jrad
ERE=—Jred  _ __ Tea (2.14)
Jrad + Inrad 0 Jrad + 1

Jraao = EREy
where we have used the fact that Jy440/EREy = Jrad0 + Jnraao- In the weakly
absorbing limit (i.e., «L < 1), we have J,44/Jrqa0 = Cag, so that
CAarERE)

ERE = 2.15
CAEERE0+(1 —ERE()) ( )
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In other words, we are taking into account the Purcell factor effect on the radiative
efficiency for a finite increase in the absorption enhancement (which, in the limit of
infinitesimal absorption, is equivalent to an enhancement in the radiative efficiency,

i.e., is a Purcell factor).

Absorbance
o o o
10910(Cpg)

1.2 1.4 1.6 1.8 2 22 24 26
Energy (eV) Energy (eV)

Figure 2.10: Absorption Toy Model for Bulk TMDCs. a Representative ab-
sorbance spectra from the toy model developed above, where the indirect edge is
clearly visualized below the exciton and results in substantial luminescence. The
first direct-edge exciton is also modelled. We ignore the higher order excitons, which
do not substantially change the results shown here. b The calculated absorbance
curves as a function of different absorption enhancement factors C4g. Different
colors of the curve correspond to different amounts of C4f, given by the color bar
on the right (plotted in a log scale). The AM 1.5G solar flux spectra is also plotted
in black (normalized, units of photons/mz/s/eV).

We can now examine the effects of the specific absorption spectra on the efficiency
limits of an ultrathin layer of WS, using the modified detailed balance calculations
(section 2.6). The effects of the different initial radiative efficiencies (ERE() and
absorption enhancement factors C4g is shown in Figure 2.11. We first note that,
somewhat surprisingly, the current densities for reasonable absorption enhancement
factors are far below their detailed balance value. At the ray-optics trapping limit
of TMDCs, we would only achieve ~60% of the detailed balance J;.. This fact
stems from the small thicknesses (L = 10 nm) considered in this analysis as well
as the equally small absorption coefficient at the indirect edge @ ng = 2 X 10°.
The low indirect-edge absorption coefficient was estimated from experimental data
(Figure 2.9), and the 10 nm regime of thickness is a common regime of thickness
considered in device structures. To first order, this dramatic reduction in the J,,
scales with the power conversion efficiency, so that the practical efficiency limit

for ultrathin WS, structures is closer to ~20%. Therefore, the absorption into the
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indirect edge is a critical limiting factor in the efficiency potential of electronically
bulk TMDCs, a fact that has not been recognized in the TMDC photovoltaics
literature. To achieve >95% of the efficiency potential in electronically bulk WS,,

absorption enhancement factors C4g would need to be at least 1500.

It is clear that with an indirect edge at 1.3 eV, the detailed balance efficiency
potential of ~33% can only be reached when there is complete absorption above
the band-edge. Also of importance is the limiting open-circuit voltage potential
(Figure 2.11b). We see that for different values of ERE), the open circuit voltage
drops by kT /qIn(ERE|/ERE>), i.e., 60 mV per decade. It is useful to note two
other regimes in the open-circuit plot. As the absorption enhancement factor C4g
increases, the V,,. increases due to the Purcell factor and the overall increase in ERE.
However, at very large C4g, the optical absorption spectra gradually shifts from a
system that has its main absorption edge at E, 4 to one that has its main absorption
edge at Eg ;4 (see Figure 2.10b). This resultant shift in the effective band-edge
results in a reduction in V,.. At intermediate values of C4g, there is a competition
between both effects. The resultant Stokes shift AE, is reduced as C4g increases,
and therefore the overall efficiency potential increases with Cyg (Figure 2.11c),
since the system transitions from two band-edges to a single abrupt band-edge (c.f.

section 2.6).

Table 2.1: Parameter values for ultrathin WS, modified de-

tailed balance calculations

Parameter Value
Eg 4ir (V) 2.05
E, (meV) 100
or (meV) 30

@0.exc (1/m) | 6.14x10%
@g,ing (1/m) | 2x10°3
Eg.ind (€V) 1.3

L (nm) 10

It is important now to summarize some of our main observations from this anal-
ysis. It is rather clear that there is a substantial efficiency impact due to the large
energetic difference between the direct and indirect edge of WS,. The magnitude
of this effect is partially due to the magnitude of the indirect edge absorption ag jng

(c.f. Equation 2.6), but only scales logarithmically with those values. Thus, one
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Figure 2.11: Photovoltaic Figures of Merit of WS, for Varying C4r and ERE).
Calculated photovoltaic figures of merit from detailed balance calculations using the
materials parameters in Table 2.1, where we plot the a short-circuit current density
Jsc b open-circuit voltage V,,., and the ¢ power conversion efficiency 1. All of the
figures of merit are normalized to the equivalent detailed balance value for a step
function absorbance at Eg ;4.

consequence of this analysis is to compare these results if the direct band-edge was
substantially closer to the indirect edge, e.g. if E, 4, = 1.55 €V. This is shown
in Figure 2.12, and this situation is akin to that of using MoSe; as an active layer.
While at first glance these figures look qualitatively quite similar, it soon becomes
readily apparently that the efficiency potential is substantially higher for moderate
C4g, with >95% of the maximum efficiency achieved when C4g = 25. These values
of absorption enhancement is readily attainable in a variety of optical structures, and
is far below the ray-optics limit. This result can be traced back to the abruptness of
the band-edge and the two-bandgap model derived earlier. In this case, the Stokes
shift between the direct and indirect edge is minimized, and maximum efficiency is

achieved in a much more tolerable geometry.

In conclusion, we have found that electronically bulk TMDCs suffer from the ex-
istence of both a direct and indirect band-edge. We find that the presence of the
additional band-edge to have deleterious effects on the maximum solar photovoltaic
efficiency potential. This penalty is minimized when the direct to indirect band-edge
energy splitting is minimized, and therefore, materials like WSe,, MoSe,, or MoTe;
should be the main materials considered for achieving maximum solar photovoltaic
efficiency in ultrathin active layers. These results could be refined by carefully
measuring the experimental parameters of the various absorption coefficients, such
as the parameters depicted in Table 2.1. However, we suspect that those values will

not substantially change the conclusions presented here.
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Figure 2.12: Photovoltaic Figures of Merit of MoSe, for Varying C,r and ERE).
Calculated photovoltaic figures of merit from detailed balance calculations using
the materials parameters in Table 2.1, except E 4;» = 1.55 €V. We plot the a short-
circuit current density Jy. b open-circuit voltage V,,., and the ¢ power conversion
efficiency n. All of the figures of merit are normalized to the equivalent detailed
balance value for a step function absorbance at Eg ;4.

2.6 Appendix

Optoelectronic Reciprocity Relations

The connection between absorption and emission has been known for quite some
time. Kirchhoff in 1860 [90] is often cited as being the first to recognize the relation
between the two processes, noting that the absorption and emission probability of a
photon must be equal, i.e. a(E) = e(E), through arguments of thermal equilibrium.
A surface with e(E) = 1 for all energies is known as a perfect black body. However,
the precise spectral dependence of a perfect black body emitter was not derived until
Planck did so in 1906 [153]. He theorized a cavity with perfectly absorbing walls
filled with a gas of photons with a small hole that would leak out a spectral flux

characteristic of a black body:
2r E3

3.2
h>c exp(kf—T)—l

which relates the temperature of a black body to its spectral characteristics, often

Ipp(E) = E X Spp(E) = (2.16)

referred to as thermal radiation. Here, S, (E) is the energy-resolved photon flux per
unit area per unit time of black-body radiation and [, refers to the spectrally resolved
intensity of the radiation. The above expression can be generalized to non-black

bodies by combining it with Kirchhoff’s law:

I(E) = a(E)Ip(E) (2.17)
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To form a general law for thermal radiation with surfaces characterized by an absorp-
tivity. In an analogous manner, van Roosbroeck and Shockley [191] generalized
Planck’s law to semiconductors and related the absorption coefficient («) to the

internal photon emission rate per unit volume:

87n?  E’a(E)

3.2
h>c exp(kf—T)—l

R(E) = 4n}(E)a(E)Sp(E) = (2.18)

which holds for systems at thermal equilibrium. It was not until Lasher and Stern
[97] considered the situations of spontaneous emission were the above expressions
further generalized to include non-equilibrium, steady-state conditions in terms of
the quasi-Fermi level splitting Ay, which is exactly equal to the chemical potential

of the photon in a spontaneous emission process:

87n?  E’a(E)

302 E-A
h°c exp( ka#) -1

R(E,Ap) = (2.19)

Here, we note that that this expression is valid only when quasi-thermal equilibrium
holds, where exactly two different quasi-Fermi levels accurately describe the energy
dependence of the two separate populations of electrons and holes (e.g. after the
electron-electron interactions subsequent to the excitation of carriers, the carriers
will be distributed according to the Fermi-Dirac distribution), resulting in a single
quasi-Fermi level splitting Ay. We assume this to be true in the case of the carriers in
the band tails described here with the carriers above the respective band edges. For
example, in the case of band tails caused by some ensemble of defects, an impurity
band may be formed. If this impurity band is several k,T away from the band edges,
the electrons in this band would likely thermalize amongst themselves, forming a
separate quasi-Fermi level. Therefore, these relations would need to be modified to
include this effect. Wurfel [209] then generalized the Lasher-Stern relation to an

external flux of radiative emission from a semiconductor surface:

SpL(E) = a(E)Spp(E, Au) (2.20)
where )
2 E
Spp(E, Ap) = Py o (2.21)
exp (kb_T) — 1

is the spectral flux of a photon gas with chemical potential Au and temperature 7.
Here, E is the energy of the emitted photon, kj is the Boltzmann constant, # is

Planck’s constant, and c is the speed of light. Wurfel’s expression, with a relation
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that connects the absorbance to the absorption coefficient (e.g. through the Beer-
Lambert law of a(E) = 1 — exp(—aL) or more complex light-trapping geometries)
suggests a complete set of self-consistent expressions that connect external proper-
ties (e.g. absorbance, external luminescence) of the semiconductor to its infernal
properties (e.g. bandgap, absorption coeflicient, quasi-fermi level splitting, internal
luminescence). External properties are therefore geometry dependent and can be
carefully engineered from the internal properties using photonic design. More-
over, external properties are typically the only properties that are experimentally

accessible.

We note that the above expression has an apparent divergence at E = Au. The

resolution requires including an occupation factor in the absorption coefficient:

a(E) = aox (E)(fy = f) (2.22)

where f, and f, are the occupation for the holes and electrons, respectively. In the
case of a semiconductor with equal effective mass for the holes and electrons and

described by a parabolic dispersion, the occupation factor has a simple form:

fv=Jfe= tanh(E4;b§:u) (2.23)

While real systems may have more complex occupation factors (typically not rep-
resentable analytically due to a fairly complex band structure), we note that f, — f.
is generally a function with limiting values from -1 to 1 with a value of zero at
E = Apu, which is captured by the simple expression above. For simplicity and to
capture the physics of the band filling irrespective of other materials properties, we

use the simple expression above when calculating band filling effects.

It was suggested more recently by Rau [160] that the principle of optical reciprocity
can be further generalized to an optoelectronic reciprocity by including the serial
collection/injection with Donolato’s theorem [46] to describe photovoltaic cells and
LEDs:

SeL(E) = EQE(E)Spy(E, Ap) (2.24)

where EQE(E) = a(E) X IQE (E) and describes the process of absorbing a photon
with probability a(E) with a subsequent collection probability of IQE(E). Thus,
the LED quantum efficiency Q1 ep(E) = ninj(E) X e(E) is a detailed balance pair
with the photovoltaic quantum efficiency, taking the injection and collection effi-

ciencies to be detailed balance pairs. We note that while the above generalized
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Planck’s law (Wurfel’s expression) holds quite generally by any system that can be
characterized by two distinct quasi-Fermi levels and a thermodynamic temperature,
Rau’s reciprocity relation strictly holds only in systems where carrier transport un-
der illumination is well modelled as a linear perturbation of thermal equilibrium
(qualitatively, the law of superposition in the current-voltage curves needs to hold).
We also note that previous examples of using optoelectronic reciprocity for photo-
voltaic analysis (e.g. modified detailed balance models) has often approximated the
black-body flux as

J7i 2r E? J7i
Spp(E,Au) = Spp(E,0 = —_— 2.25
bb( M) bb( )exp(ka) h3C2 exp (L) _q exXp (ka) ( )
kpT

While the above expression has no singularities and generally results in numerically
accurate results for most systems of interest (e.g. idealistic systems with a(E <
E,) = 0 will generally have (E — u)/k,T > 1), De Vos and Pauwels [38] noted
the subtle differences this approximation has in analyzing entropy generation in
the detailed balance limit. We show in this paper that accounting for band filling
effects has qualitative and quantitative differences on the luminescence spectra of
semiconductors with significant band tailing, which we emphasize in Figure 2.1
with a-Si:H as an example. Therefore, we use the full expression above without any

approximations.

Modified Detailed Balance Limit Calculations
With the above expressions of optoelectronic reciprocity in hand, we can assemble
a modified detailed balance model for solar cells that account for carrier generation,

extraction, and recombination:
J EQE(E, Au)Spy(E, Ap)dE YY)

Next (Apt)
where the left-hand side describes carrier injection (e.g. from sunlight or other

/ EQE(E, Aw)S(E)dE = (2.26)

light source) and the right-hand side describes carrier extraction, either through
radiative recombination, non-radiative recombination (parametrized by 7., (Au)),
or usefully as carrier collection (J(Au)/q). In steady state, these populations must be
balanced. In our analysis in the main text, we consider the modified detailed balance
expression in the radiative limiti.e. 7.y = 1, Au = gV, EQE(E,Au) = a(E, Au)
(see section 2.6 for a short analysis on non-unity radiative or collection efficiency),

with absorptivity described by a Beer-Lambert expression:

a(E) =1 —-exp(-2al) (2.27)
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with a perfect back reflector and perfect anti-reflection coating to describe the optical
configuration. To parametrize the band edge density of states, we take inspiration
from Katahara and Hillhouse [87] and convolve a sub-gap exponential density of

states with a parabolic density of states above the bandgap, giving

B vy E-E,
CL’()[((E) = Q) kaG y (228)

o0

with

G(x) = real exp(—|x’|9)\/x——x’dx’ (2.29)
And the simplified expression above (Equation 2.23) to account for band filling.
Here, y is the energy width parameter (i.e. the Urbach parameter, for 6 = 1).
E, is the bandgap, I" is the Gamma function, «( scales the absorption coeflicient
(e, a(E = E,) = ao\/ny/lTbT , and 6 describes the power of the sub-gap
exponential distribution. Our expression has an extra factor of Vk,T compared to
the Katahara model, where kT is the thermal energy, so that a( has the usual units
of absorption coeflicient. Using a simple piecewise continuous function for the
absorption coefficient above and below the gap yields similar results, as long as the
absorption coeflicient below the gap is still modeled as an Urbach tail. Thus, for a
given set of materials parameters (e.g. aoL, v, E,) and a specific voltage V = Au, we
can calculate the appropriate absorption coefficient and consequently the absorption
and luminescence characteristics. The current-voltage curve of the photovoltaic cell
in the detailed balance limit is then calculated using Equation 2.26. Specific figures

of merit can then be extracted from the current-voltage curves.

Band filling Contribution to Photoluminescence

In general, we are interested in the contribution of including the band filling on
the luminescence spectrum of a semiconductor with significant band tails. Let us
examine the case where we are weakly absorbing, which is generally true in the
spectral region of a band tail. In this limit, we can take a ~ 2aL, where we assume
a planar system with a perfect mirror and a perfect antireflection coating as above.

In this case, the external luminescence flux by reciprocity becomes

SpL(E,Au) = a(E, Ap)Spy(E, Ap) = 2a(E, Ap) LSy, (E, Apt) (2.30)
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Figure 2.13: The importance of including band filling effects. a Calculated ab-
sorbance (solid line), photoluminescence (dashed line), and distribution of bandgaps
(dotted line) for different Urbach parameters (y) without including band filling ef-
fects. b Calculated efficiency, open circuit voltage, short circuit current, and fill
factor with (orange solid line) and without (blue solid line) including band filling
effects.

For systems with intrinsic doping and equal effective masses, we have a(E, Au) =
a(E,0)(f, — f¢) = a(E,0) tanh (ﬁ;ﬁ# ) To see this, note that generally speaking,

1 1
exp (Ehk_;fp) +1 exp (Eek_b];ﬁ’) +1

And for intrinsic doping and equal effective masses, Ey, — E; = —Au/2 and Ey, —

(2.31)

E; = Ap/2 by symmetry arguments. Here, Ef, ~is the quasi-Fermi level for the
holes/electrons, E; is the Fermi level of the intrinsic system (at mid-gap), and
Au = Ey, — Ey, is the quasi-Fermi level splitting. By symmetry of the electron and
hole in this case, we must have E, — E; = E/2 and E;, — E; = —E /2, where E is the
energy of the photon. Thus,

H=Jfe= P — (2.32)
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For simplicity in analysis, let us set x = (E — Au)/kpT. Thus,
1 1

fv B fc = e—x/4(e—x/4 + ex/4) N ex/4(ex/4 + e—x/4)
_ [exp(x/4) +exp(=x/4)] [exp(x/4) — exp(—x/4)]
[exp(x/4) + exp(—x/4)]?

_ [exp(x/4) — exp(—x/4)]
~ [exp(x/4) +exp(—x/4)] (2.33)

sinh(x/4)
- cosh(x/4)
= tanh(x/4)

E - Au

= tanh( 2, T )

We have argued already above that tanh((E — Au)/4k,T) should serve as a good
approximation to f, — f, for most systems and should capture the main physics of
band filling. It may be modified to yield more accurate results in the case of high
doping or a large mismatch between the electron and hole effective masses under
the parabolic bands approximation. For the purposes of this work, let us proceed

with the simple expression so that the luminescence becomes

tanh | £A4
4rL o\ M\ T
SpL(E,Ap) = | 55a(E,0)E (2.34)
h3c2 exp (E—A,u) 1
kpT

where the term on the left is a sole function of E and the term on the right includes
both E and Au. Note that by taking x = (E — Au)/k,T, we have

tanh(x/4) sinh(x/4)
exp(x) — 1  cosh(x/4)(exp(x) — 1)

1 [exp(x/4) — exp(—x/4)]
exp(x) — 1 [exp(x/4) + exp(—x/4)]

1 [exp(x/2) — 1]
exp(x) — 1 [exp(x/2) + 1]

1 [exp(x/2) — 1]
[exp(x/2) — 1] [exp(x/2) + 1] [exp(x/2) + 1]
1

 (exp(x/2) + 1)°

(2.35)

Let us double check that there are no singularities as x — 0, since tanh(0)/(exp(0) —
1) = 0/0. To do so, we shall use L’Hopital’s rule, i.e.,

W S
e T T o

(2.36)
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with f(x) = tanh(x/4) and g(x) = exp(x) — 1, giving f’(x) = sech®(x/4)/4 and

g’ (x) = exp(x). Thus, lim,_ t;:gl(%/ 41) 1/4, so that there are no singularities and
the luminescence can be rewritten as
4nL.  a(E,0)E?
SpL(E,Ap) = (£, (2.37)
h3c? E-Au 2
(exp (52#) + 1)

which is positive definite and is a good approximation for the luminescence with
significant band tailing while explicitly including the band filling effects. Note that
when (E — Au)/k,T > 1, we have

Spr(E,Au) = 4—cx(E 0)E? exp(—E [kpT) exp(Au/kpT) (2.38)

which recovers the expression without band filling contribution, suitable for low
injection and sharp band edges and has been the standard expression used in most
detailed balance analyses of solar cells. It is clear from Equation 2.37 that the
luminescence spectra and radiative current will scale non-linearly with Au. Further-
more, for @(E,0) ~ exp((E — E,)/7y), as in the case of Urbach tails, we can take a

derivative of the luminescence flux and find that the peak position will occur at

1
Eglgx = A/.l - Zkaln Zka—_l_ka -1 (239)
Emax ,}/

Fory > k,T. A simpler but approximate solution can be found by taking E7/* >
kpT, and neglecting that term, so that

(2.40)

kT
E}’Jz’szy+2kaln( b )

Y —kpT

which shows that the luminescence peak depends directly on Ay, for y > kT

Effects of band tails on J-V characteristics
While Equation 2.37 suggests a rather complex dependence of the band filling
characteristics on current, we find that the J — V characteristics can be well fitted to

a modified diode expression in most cases:

qv )
nerr(y, Eg)kpT

In other words, the effect of band filling and band tails is to modify the recombination

de(v) ~ JO(Y’ Eg) eXp ( (2.41)

current prefactor Jo and effective ideality factor n, ¢ ¢, which manifest in the voltage
loss as described in the main text and in section 2.6. Of particular interest is n s,
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Figure 2.14: Effects of band tails and band filling on ideality factor and current-
voltage relationships. a Fitted n, ¢ ¢ for varying Urbach parameter (y) and bandgap
E,. Fits were performed for the range 3k, T < qV < E, — 3k,T. Linecuts of a
occur at £, = 0.8 (blue), 1.34 (orange), and 2.0 eV (yellow). b Corresponding
linecuts of a plotted for varying Urbach parameter (y). Note the transition that
occurs at y = kT to larger effective ideality factors, corresponding to the onset of
band tailing and band filling effects. Dashed lines represent the fit, while solid lines
represent the 95% confidence interval. J — V characteristics for different bandgaps
of 0.8 eV ¢, 1.34 eV d, and 2.0 eV e. The different lines in a given plot represent
different Urbach parameters. The legend in c is the same for d and e. All plots have
voltages normalized to k,T/q and current densities normalized to their radiative
dark current Jy, which is a function of y. Thicknesses were assumed to be agL = 1.
Note that for Urbach parameters typically observed in experiment (i.e., y ~ 3k,T),
nery is generally less than 3. For larger Urbach parameters, a modified ideality
factor no longer describes the voltage scaling appropriately, since E, p;, — kpT.

which should be measurable in electroluminescence measurements, because non-
radiative dark current occurs in parallel to the radiative dark current. Thus, we would
expect the n, ¢ r estimated here in Figure 2.14 to be accurate even in systems far away
from the radiative limit, as long as we measure the radiative current flux through

voltage-dependent electroluminescence. We note that the calculated n, ¢ ¢ for a-Si
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(assuming E, ~ 1.7 €V and y ~ 50 meV) is around 1.7, which is quite similar to
the value measured by Rau et al [163]. To get an approximate analytic expression
for n.rr, we use Equation 2.37 and assume that £ 2 varies slowly compared to the

exponentials in the integrand and that we are in the weakly absorbing limit. Thus,

-2
Jraa(V) ~ f dE exp( )(exp(%—T + 1) and with some rewriting, we find that
Jraa(V) ~ f dx ex (M)

(exp(x/2) + 1) ~ exp(V/y). That is, we expect

Neff ~ kbLT (2.42)

which seems to hold somewhat well for small y just above k,T, as observed in

Figure 2.14. Furthermore, using the diode approximation from above, we can also

calculate the modified fill factor expression as

qVoc qVoc
neffka —In (1 + neffka)
FF(neff’ Voc) ~ Voo (2.43)
nef f kT

which reduces the fill factor slightly compared to the case without band tails and is

an additional efficiency loss mechanism.

Two bandgap model for band tails

To develop a simple picture for the apparent bandgap shift, voltage loss, and effects
of band tailing, we use a simplistic model of the absorbance parametrized by two
step functions. We will refer to this as the “two bandgap model”, whose absorbance

can be seen in Figure 2.15a and is given by:
A(E) = a19(E - Eg,l)Q(Eg’z - E) + a20(E - Eg,z) (2.44)

where a; = 1 and Eg» = 1.34 eV. The above model represents a simplistic picture
of a system with band tails as it deviates from the Shockley-Queisser limit. Here,
E, > defines the absorption bandgap, E, | is the lower bandgap that forms as a result
of band tailing, and a; is the effective sub-gap absorption. We then calculate the
typical photovoltaic figures of merit in Figure 2.15b while varying AE, = E,»—E,
and a;. The result is qualitatively similar to what is seen with a band tail (e.g. see
Figure 2.3 for comparison), where the efficiency loss is essentially all in the voltage.
Moreover, there is a specific transition point where the voltage loss is linear with
the bandgap separation, dependent on the value of a;. To see this, recall that
Voe = kpT /qIn(Jgc/Jo + 1), where Jy = /A(E)SBB(E)dE and A(E) is given in
Equation 2.44. The loss due to a lower bandgap E, ; is then

kyT kyT kyT
AVOC:Lm(ﬂH)—Ll (J 1)%—Ll (Jl 1) (2.45)
q Jo q Jo q J2
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where J , = /Al,g(E)SBB(E)dE,ALz(E) = a120(E-Eyg, ,), and we have assumed

Jse > Jo, J». Thus, from the perspective of the voltage loss in the detailed balance
analysis, E, | does not appear as a photovoltaic bandgap until J; > J,. This occurs

2
—Eg1/kpT | [ Ega Eg
aje "s ((ka) +2(ka +2

~Ega/kpT [ Es2 2 2 Egn 2
dre % owr) Te\nT)*

Assuming E, , > kT, we can neglect the terms outside of the exponential to first

when

> 1 (2.46)

order because it shows up logarithmically with AE,. Thus, the transition to a new

bandgap occurs when

AE, > kaln(@) (2.47)
aj

In other words, from the perspective of the Shockley-Queisser limit and voltage loss,
the Stokes shift is not apparent until Equation 2.47 is satisfied. At this point, the
voltage loss scales linearly with increasing E, ;. To see this clearly, we plot the volt-
age loss with bandgap shift with energies and voltages normalized to k,T In(az/a;)

in Figure 2.15¢. We see that indeed the transition occurs under the condition of

N
OAE,

aj. Moreover, while Equation 2.47 is derived for two discrete bandgaps, we can

Equation 2.47, where thereafter ~ 1. This is true irrespective of the value of
generalize the concept to how sharp a continuous absorption spectrum should be to
avoid a Stokes shifted voltage loss. Let us define a, = Aa + a; and take the limit as

Aa,AE — 0. Thus, the generalized continuous form of Equation 2.47 becomes

ka da

a OF (2.48)
In the case of weakly absorbing Urbach band tails, a ~ aL ~ C exp(%). Thus,
Equation 2.48 predicts a Stokes shift should occur when y > k; T, which is what we

observe in Figure 2.6.

General Expression for Voltage Loss due to Nonabrupt Band Edges

The plots of Figure 2.7 and Figure 2.15 in the main text suggests a general relation
between bandgap shifts and voltage loss, irrespective of the exact functional form
of the band edge. To see this, note that the majority of the luminescence of
the step-function absorbance is concentrated within k,7" of the band edge and its
integral varies exponentially with the bandgap energy. Thus, the effective bandgap

of the luminescence, E, p; must be chosen to integrate to nearly the majority of the
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Figure 2.15: Analysis of a two-bandgap toy. a Absorbance and emission of the two-
bandgap toy model, parametrized by two step-functions. Solid lines correspond to
absorbance, whereas dashed lines correspond to emission. b Plot of the photovoltaic
figures of merit (17, V¢, J5c) for varying bandgap difference AE, = E,» — Eg 1 and
values of the lower bandgap absorbance a;. a» is assumed to be 1 while E, » = 1.34
eV. Colors correspond to the same as the legend in ¢. ¢ Voltage loss versus bandgap
difference in normalized units ofk;T In(a;/a;), showing the transition to the Stokes
shift behavior for large enough band gap separation, dependent on as/aj.

luminescence flux. Thus, we pragmatically define it as

/15ij SpL(E, Au)dE
fooo SpL(E, Au)dE

max(Eg pr) € >0.90 (2.49)
While this definition of E, p;, is not unique, it parametrizes the luminescence typi-
cally assumed under step-function absorbance to a greater variety of luminescence

spectra and is somewhat less sensitive to noise. We further define the above-gap
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absorbance as

ey @B M) Sp(E, Ap)dE Ji, vy SPL(E. Ap)dE
exp(Au/kpT) /Eg’Abs Spe(E,0)dE  exp(Au/kyT) /Egm Sgs(E,0)dE
(2.50)
and below-gap absorbance as
Eg, Abs Eg Abs Eg, abs
o /E:PL a(E, A5 mu)Spg(E, Ap)dE ) [ngPL Spi(E, Au)dE
SG — E bs - E N
exp(Au/ksT) [ " Spa(E,0)dE  exp(Ap/kyT) [p %" Snp(E,0)dE
(2.51)
where both values are apparently dependent on Au. Accurate estimation of the
quantity % can be achieved by taking £ > Ay and fitting the luminescence

spectra to the high energy absorption/EQE, or by fitting the full spectrum with
the band filling factor. Alternatively, since Equation 2.6 of the main text only
requires knowledge of the ratio @4 /dsg, we can simply use the directly measured

luminescence spectrum:

© Eg aps
Gui  Jon e SPLUEDWE [L 50 Sp5(E, 0)dE

asc /;j:}:b SpL(E, Ap)dE /ég’AbS Sgp(E,0)dE

(2.52)

And the definitions of E, 455 and E, py to estimate the weighted absorbance ratio.

These definitions work well because the integrated number of recombination elec-
trons is what matters in the detailed balance analysis, which is achieved by the
appropriate definitions of weighted absorption and bandgaps. Therefore, the volt-

age loss is given by a form that is quite similar to Equation 2.45:

2
Eq pL Eq pL
kT | | asc (Eg,Abs - Eg,PL) ( kpT ) +2 ( kyT ) +2 asc
€X + 1 - —=

AV,. = In| — T 5 -
(2.53)

Noting the logarithmic dependence on the argument and assuming AE, = Eg pps —

Eq pr < Eg aps, as well as Eg aps, Eq pr > kT, we arrive at a simple expression
that only depends on the observed bandgap shifts and the ratio of the above-gap and
sub-gap absorbances:

7 kT (a AE 7
AV, (‘fﬁ,AEg) ~ X 1n(‘_lSG exp( g)+1—‘_lﬁ) (2.54)
aaG q aAG kT aaG

Note that this expression recovers the expected values of voltage loss as dsg/asc —

0,1 and as AE, — 0. Furthermore, the functional form of the sub-gap ab-
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sorbance is captured by its effect of varying the value of a@ss. From an ex-
perimental standpoint, another method to estimate the voltage loss is by using
the modified J — V characteristics found in section 2.6. It is clear then that

Jrad(V) = Jorad exp(nef-qkabT) = fSEL(E,V)dE. Furthermore, it is possible to

estimate n,yy directly from the slope of voltage-dependent electroluminescence

Ser(E,V). Integrating over Sg.(E,V) and dividing by exp(qV/nesrksT) then

yields Jo r4q. Note that the V,. loss due to an imperfect band edge can be equiv-
kpT Jse.s0 ) _ neyrkpT Jse

alently written in the form of AV, = 0 ln( Toraiso 7 ln( 70 md) using

Equation 2.41, which can be expanded to yield

koT . (J kT J nerr— kT J
Av, = Ko ln( sc,SQ) ke ln( 0,rad )_( eff — Dkp ln( s
q Jse q JO,rad,SQ q 0,rad

) (2.55)

where the first term is the voltage loss due to incomplete absorption above the
bandgap. The second term is the voltage loss due to band tailing, while the third

term is a voltage gain due to band filling effects (e.g. see Figure 2.13).

Effects of Sub-Unity Radiative and Quantum Efficiencies

We have thus far only analyzed the situation assuming the reciprocity between ab-
sorption and photoluminescence, which holds quite generally but concerns primarily
the internal open circuit voltage of a device i.e. the quasi Fermi level splitting. To
analyze the effects of a system with sub-unity quantum efficiencies, which may
be particularly relevant for localized states below the absorption gap, we assume
Donolato’s theorem still holds and apply Equation 2.24. Therefore, by reciprocity,
the injection efficiency into these localized states would be relatively low, lowering
the electroluminescence recombination rate and increasing the limiting V,. (Fig-
ure 2.16). This situation would be analogous to considering free carrier absorption
in the absorption band tail, where IQE — 0, and therefore the absorption of free-
carriers do not lead to photovoltaic current [89]. Thus, photogenerated carriers that
do not contribute to photovoltaic current, whether they are localized states or free
carriers, would not result in a loss to the open circuit voltage in the radiative limit.
In general, the effect of band tails on the radiative limit should be determined via

photocurrent spectroscopies, which captures this effect experimentally directly.

To analyze the voltage loss effects away from the radiative limit, i.e., sub-unity
radiative efficiency, we note that generally Equation 2.41 holds and the discussion
in section 2.6 suggests that J(V) = J. — Jge;;d (exp(nequ‘;ﬂ) — 1) which is quite
similar to Equation 2.26. Thus, itis readily apparent that the loss due to non-radiative
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recombination is modified with an ideality factor n. sy > 1, so that

neffka

AVoc,nr = - |ln(nexl)| (256)

It should be noted that 7., is generally a function of voltage as well and should
be measured/calculated at the operating voltage. This radiative ideality factor has
already been recognized by Rau et al. to be relevant in amorphous Si [163] when
analyzing its non-radiative losses. In many devices, sub-unity radiative efficiencies
and sub-unity quantum efficiencies are both present and are likely competing to

provide the observed voltage. In contrast, concentration benefits the voltage by a
nef f kT

similar factor AVoc cone = =

[In(C)||, where C > 1 is the concentration factor.

Parametrization of the Band edge Functional Form

In Figure 2.7, we considered various band edge functional forms to argue that there
exists a general expression that relates AV, 44 to the existence of a Stokes shift,
ie. AE,. We considered two main types of band edges: exponential tails and
indirect edge power laws. Exponential tails are the main form of band edges we
have discussed in this article and we have thus far used the analysis described in
section 2.6. For the calculations in Figure 2.17 and Figure 2.7, we vary 6, E,, and
v to generate various functional forms for the band tail given by Equation 2.28.
Furthermore, we consider only the absorption spectra that yield a luminescence
bandgap above 4k, T, since we assume that E, > k;,T in deriving Equation 2.6. We
further consider a general power law form for a semiconductor band edge that has
a weak oscillator strength (e.g. an indirect transition) with a higher energy direct

transition with larger oscillator strengths:
a/(E) = a’O,ind(E - Eg,ind)nQ(E - Eg,ind)g(Eg,dir - E) + a’O,dire(E - Eg,dir) (257)

where E, ;g and E, 4; represent the indirect and direct band edge, respectively,
while g ;»qg and ag 4 represent the absorption coefficients of the indirect and direct
gaps, respectively. n parametrizes the different energetic scaling relations of the

indirect edge, typically n < 3 experimentally.

For both forms of band edges, we calculate V,.,,s from the complete modified
detailed balance analysis, including band filling effects and assuming 7., = 1
(Equation 2.26), E, aps is then derived from the calculated absorption spectrum us-
ing Rau’s definition, and therefore V. 5o (E, aps) is calculated using a step-function

at Eg aps. Eq pL, dsG, dac 1s then calculated from the definitions in section 2.6
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Figure 2.16: Effects of a sub-unity collection efficiency below the bandgap.
Calculated power conversion efficiency, open circuit voltage, short circuit current
density, and fill factor assuming that the collection efficiency below the bandgap
(IQEsc) is less than 1 and given by a constant average value. That is, we take the ex-
ternal quantum efficiency to be EQE(E) = a(E) (IQEsG0(E, — E) + 0(E — Ey)).
The “Urbach” curve is calculated assuming the collection efficiency decays
with a similar Urbach parameter to that used in the absorption calculation (i.e.
IQEG(y,E) = exp ((E — E,) /7)), which may approximate the mobility-edge bet-
ter than a constant.

by examining the luminescence spectra, Spy. The results of these different band
edges map well onto a simple relation described by Equation 2.54, suggesting a two
bandgap model is an adequate representation of most experimentally observed band

edge forms.

Table 2.2: Tabulated values of Urbach Energies (Experiment)
and AV, loss (Calculated) .

Material | Bandgap | Urbach Energy | Calculated AV, | References
Name V) (meV) (mV)




c-Si 1.12 9.6 24.0 [34]
c-Si 1.12 8.6 20.7 [34]
c-Si 1.12 11 28.9 [63]
GaAs 1.42 6.9 14.6 [181]
GaAs 1.42 7.5 16.3 [84]
GaAs 1.42 5.9 11.7 [12]
InP 1.355 94 22.5 [182]
InP 1.361 10.6 26.6 [182]
InP 1.34 7.1 16.3 [12]
a-Si:H 1.72 42 273.1 [33]
a-Si:H 1.64 52 382.8 [33]
a-Si:H 1.69 67 559.1 [35]
a-Si:H 1.70 43 283.5 [183]
a-Si:H 1.69 47 329.0 [184]
a-Si:H 1.7 48 341.3 [192]
a-Si:H 1.8 51 385.3 [192]
a-Si:H 1.85 51 389.1 [192]
CdTe 1.45 17 52.8 [158]
CdTe 1.5 7.2 15.5 [119]
CdTe 1.5 9 21.1 [129]
CdTe 1.5 10.6 26.5 [172]
CIGS 1.53 24 94.2 [71]
CIGS 1 18 56.0 [71]
CIGS 1.18 23 84.9 [71]
CIGS 1.2 31 143.6 [186]
CIGS 1.67 25 102.5 [124]
CIGS 1.08 9 21.9 [174]
Kesterite 1.5 69 5514 [77]
Kesterite 1.1 54 346.9 [77]
Kesterite 1.38 45 286.6 [214]
Kesterite 1.54 65 516.7 [214]
Kesterite 1.68 56.8 441.8 [135]
Perovskite 1.57 15 44.7 [39]
Perovskite 2.23 23 90.2 [168]
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Perovskite 1.57 14 40.5 [224]
Perovskite 1.57 14.4 42.2 [224]
Perovskite 1.57 15.8 48.3 [224]
Organic 1.66 37 214.9 [62]
Organic 2 50 386.8 [94]
Organic 1.31 25.6 104.8 [112]
Organic 1.47 27 115.9 [159]
Organic 1.88 36 211.0 [193]
Organic 1.71 27 118.7 [110]
Organic 1.67 24 95.2 [156]
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Figure 2.17: Different band edges that map onto a two-bandgap model. Stokes
shift AE, and radiative voltage loss AV, calculated from the full detailed balance
analysis with the appropriate definitions of Eg aps, Eq pL, daG, asg, as described
in Section S6. We vary the parameters for the exponential band tail model a
and the indirect edge power law model b. For the exponential band tail model
we take gL = 10, whereas for the indirect edge model we take ag 4L = 100,
a0,inaL = 0.1. Both forms map well onto the generalized expression ¢. The colorbar
arc )’
sub-gap to above-gap absorption. The different ratios plots are overlaid, showing
the similarity irrespective of asg/aag, assuming it is sufficiently small.

for the generalized expression in ¢ is log;, ( 1.e., describes the ratio of the
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Chapter 3

OPTICAL DESIGN OF CAVITY COUPLING TO EXCITONIC
TMDCS

“Nothing in life is to be feared. It is only to be

understood.”
— Marie Curie

3.1 Linear Dielectric Function of TMDCs

The optical properties of the bulk semiconducting transition metal dichalcogenides
of interest (i.e., MX,, where M = Mo, W and X = S, Se) were first examined in the
1970s [52] as shown in Figure 3.1, where a variety of sharp excitonic resonances
were quickly observed [134]. The direct optical transitions of these materials were
found to be excitonic, particularly when E L ¢ and the excitonic effect becomes
stronger as their thickness approaches the exciton Bohr radius. More recently, [104]
extracted the dielectric properties for monolayer TMDCs by assuming they are made
up of a superposition of Lorentzian oscillators® and fitting the reflection spectrum

to the dielectric function:

N
fi
g(E)=1+ . (3.1
; Eg — E2 - [Evy;

where f; and vy are the oscillator strength and the linewidth of the kth oscillator,
and Ej runs over the full spectral range and is the energy of each oscillator. The
linear dielectric function of each monolayer TMDC material extracted from micro-
reflectance measurements is plotted in Figure 3.2, and this method of dielectric
function extraction has become the standard method of extracting dielectric function
in micron-sized samples (as opposed to ellipsometry, which typically requires much
larger samples). The dimensionality effect on the excitonic resonances is evident
between the monolayer and bulk materials due to the strength and linewidth of the
excitonic transitions. It should be noted that the first two optical transitions are
typically referred to as the A and B excitons, which are similar in their wavefunction

nature but differ in the specific spin state (specifically, the spin-orbit splitting in the

The simplest model for the electronic response from an electromagnetic field is a damped
harmonic oscillator, for which the Lorentz oscillator model is the solution, as described in section B .4.
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Figure 3.1: First measurements of the bulk MoS, dielectric function. Dielectric
function of MoS; for E L ¢, adapted from [134].

valence band is the main contribution to the A — B splitting). To illustrate these
different excitonic states more clearly, the bandstructure of monolayer MoS; and
its associated optical transitions are shown in Figure 3.3a. Also labelled is the
C exciton, whose peculiar nature comes from the band-nesting phenomenon (i.e.,
parallel lines that result in a large value of the joint density of optical states) along the
I'— K line of the Brillouin zone. Incidentally, since the largest effects in the quantum
confinement occur closer to the I" and ) ;,? points in the valence and conduction
band, respectively, the C exciton is more sensitive to quantum confinement than the A
and B excitons are. Specifically, the A and B excitonic wavefunctions are largely in-
plane, and therefore the main effect of thickness is to modify their dielectric screening
environment, and therefore the Coulomb interactions. To first order, the decrease
in the attractive electron-hole interactions (which describes the magnitude of the
exciton binding energy Ej;) are compensated by the decreased repulsive electron-
electron interactions (which partially describes the magnitude of the quasiparticle
bandgap). Thus, the actual optical transition energy of the A and B excitons are

relatively insensitive to thickness, as seen in Figure 3.2. The bandstructure of

>The ¥, point is also often referred to as the Q or A point in the 2D materials literature.
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Figure 3.2: Room temperature dielectric function of monolayer TMDCs. Room
temperature dielectric function of a,e MoSe;, b,f WSe», ¢,g MoS,, and d,h WS,,
adapted from [104]

other TMDCs are quite similar in nature, with some subtleties. For example, for
tungsten-based compounds, the spin-orbit splitting in the valence band is larger
and the conduction band spin-orbit splitting is also of an opposite sign, so that
the lowest-energy excitonic states for tungsten compounds are optically dark [199].
Other essential differences is the energetic difference between the I' — K points in
the valence band and the }.,,;, —K splitting in the conduction band, which partially
dictates the amount of intervalley scattering in the optical transition (which can be

tuned with strain, as we shall see in Chapter 6).
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3.2 Multilayer Near Unity Absorption

Knowing the different dielectric functions of both the monolayer and optically ‘bulk’
layered materials, we are now able to calculate various linear optical responses of
the materials, including its reflectance R, transmittance 7, and absorbance A. For
layered stacks that can be effectively modelled as 1D optical media, it is possible to

use the transfer matrix method to completely solve for their optical properties?.

1
Total
09 0.9 Metal
TMDC
0.8
08
j 0.7
07
0.6
06 ) _
05 0.4
04 0.3
0.2
03
0.1
d i
0
150
)

~
a
=]

@R ~

o =1

o =]
Absorbance

Absorbance
o
(4]

Wavelength (nm)
o {2}
g 8

a
o
=1

IS
a
=]

| ’,
400
0 50 200 400 500 600 700 800

100
Wavelength (nm)

Thickness (nm

@
o
o

—— Total
Metal
—TMDC

~
a
=]

Wavelength (nm)
o {<.) {2} (=] ~
¢ > 4 i4. o « o
o =1 o =] =]
Absorbance
Absorbance
o
o

'S
«
=]

400
0 50 100 150 200 400 500 600 700 800

Thickness (nm) Wavelength (nm)

Figure 3.4: Designing ultrathin absorbing cavities. a Calculated total absorption
assuming ntvpc = 5.0 + 0.017 and nper = 10 + 104, for varying thickness of
the TMDC layer. b Absorption spectrum for # = 25 nm, the absorption in the
TMDC and metal layers is also shown. ¢ Calculated total absorption assuming
ntMpce = 5.0+ 1.07 and nyery = 0.05 + 5i, for varying thickness of the TMDC layer.
d Absorption spectrum for # = 15 nm, the absorption in the TMDC and metal layers
is also shown.

We are now interested in designing optical structures that can achieve near-unity

3A detailed derivation and discussion of the transfer matrix method, and a primer on Maxwell’s
equations and wave optics, can be found in Appendix B.
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absorption, which is an essential feature to operate solar photovoltaics with high
efficiency. Let us suppose we have a sub-wavelength thick structure suspended in air,
so that it forms an air/TMDC/air structure. This situation is a two-port structure, i.e.,
light can be incident/reflected from both sides. However, under typical photovoltaic
operation, we would expect illumination from only one side. By decomposing the
incident wave into even and odd modes, where only the even modes have a non-zero
electric field intensity at the TMDC (odd modes have zero intensity at the center, by
definition), we would expect a maximum absorbance of only 50% [150]. Thus, to

maximize absorption, additional symmetry breaking must be done.

The simplest method to improve the maximum absorbance is to reduce a two-port
structure into a single-port structure by including a back mirror, e.g. we optically
consider a three-layer stack of air/TMDC/metal. For a three layer stack, the explicit

expression for the reflectivity has a simple analytic expression:

~ = 2if

. Fip+raze

r = - - i3 (32)
1+I’12}”23€2"B

where

Fap = ~—~, B = " t (3.3)

is the interfacial reflectance and the phase accumulation due to propagation, re-
spectively. It is important to note that in the absence of transmittance (e.g. with a
metallic substrate), we simply have A=1-R-T=1-R=1- |F|2. Thus, to
achieve near-unity absorption, we must equivalently have 7 — 0. Thus, to achieve
unity absorbance, we require

exp(2if) = -2 (3.4)

r23

There are a few scenarios where this equation can be nearly satisfied. Let us first
consider the scenario with an ideal metal as the back mirror and a lowly absorbing
TMDC layer (e.g., 7iy = fitmpc = 5.0 + 0.01 for the sake of illustration). In this
scenario, we would expect 753 — —1 because an ideal metal can be modelled as
having an index fipeta1 = 17 + ik With 7 — o0, k — oo, Similarly, since the middle
layer (i.e., the TMDC) is lowly absorbing, we would expect 71 — —1. Therefore,
to satisfy Equation 3.4, one must have t ~ mA/(4n,), where m is an odd integer
(see Figure 3.4a). This condition is one that is akin to that of a ‘Salisbury screen’
type geometry. However, it is important to note that while the fotal absorption

can be close to unity, the absorption within the semiconductor is actually closer
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Figure 3.5: Near Unity Absorption in ultrathin TMDCs. Calculated and experi-
mental absorption spectra of a,b WSe,, ¢,d WS,, and e,f MoS, on silver substrates
(i.e., the optical stack is ai/TMDC/Ag). Calculations take into account the real,
dispersive nature of the silver and TMDC. The dotted lines in the calculated data
are the active layer absorption, i.e., the absorption within the TMDC layer. Exper-
imental data was extracted from normalized reflectance measurements, A = 1 — R.
Figured adapted from [80].

to O (since the loss in the TMDC is low compared to that of the metal and the



65

thickness is small for the first order resonance*, see Figure 3.4b). This situation
is certainly not advantageous for photovoltaic operation, and for real TMDCs, the
optical loss is significantly higher above its band-edge, which is the operational

point of photovoltaic behavior.

A surprisingly different analysis occurs if we consider the significant loss of a TMDC
layer (e.g. 7itmpc = 5.0+ 1.0¢). In this scenario, 7> is no longer on the real axis, and
for a finite conductivity of a real metal (e.g., npeta1 = 0.05 + 5i, which is a similar
value to that of silver in the visible part of the spectrum), neither is 73. Thus, it is

possible to rewrite Equation 3.4 as

47T(772/1+ll<2) t) _ roe—np (3.5)

exp(z’ﬂ +i
where we have defined roe™™® = 75/73. Defining further t = ty — At, where
to = A/(4m,), we can rewrite the expression above as

4 At) =roexp(—ig) (3.6)

exp(—axt) exp(—i

In other words, we require ro = exp(—aat), where @y = 47k /A is the absorption
coefficient of the TMDC layer, and ¢ = 4nm,At/A. In other words, the substantial
loss in the TMDC layer as well as the finite conductivity of the metal results in
non-trivial phase shifts at the interface (#,5), which enables designing absorbing
geometries with thicknesses below A/(47,) where the loss is a critical component
of the design [88]. Because of the significant loss in the TMDC layer and the finite
but small loss in the metal, we are able to achieve nearly complete absorption in
the active layer (see Figure 3.4c,d). Thus, by using these design rules of the non-
trivial interfacial phase shifts and taking into account the real materials dispersions of
metals (e.g. noble ones like Ag or Au) and TMDCs (e.g. WSe;, MoS,, WS,), we are
able to design near-unity absorption within layers of TMDCs that are approximately

10-15 nm thick, as shown in Figure 3.5.

Although the absorption peaks in our structure are dependent on path length, they
are highly insensitive to the angle of incidence due to the large refractive index of
the TMDC layer, as a can be seen for the case of 13 nm WSe; on Ag (Figure 3.6).
The peak absorption stays over 80% even at a 60° incident angle (Figure 3.6b)

suggesting relatively low sensitivity to the angle of incident light. This feature of

“4For an ideal metal where the skin depth approaches zero, it is clear that the absorbance in the
metal must also approach zero. In this case, unity absorbance is not generally achieved for the first
order resonance, and larger thicknesses are required.
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TMDC/Ag heterostructures is highly advantageous for off-normal light collection
and combined with their near-unity active layer absorbance, these structures may be
of a particular interest for photovoltaic applications and solar energy harvesting.
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Figure 3.6: Angle dependence of absorption in ultrathin TMDC/Ag structures.
a Contour plot of calculated absorption spectra at varying angles for 13 nm WSe;
on Ag back reflector. The insensitivity of the absorption as a function of incident
angle is apparent. b Line cut from a at 520 nm showing the angle dependence of
peak absorption. Figured adapted from [80].

3.3 Monolayer Near Unity Absorption

We are now also interested in the possibility of achieving near-unity absorption
in a single monolayer of a TMDC (~7 A). It may be tempting to assume that,
with a judicious choice of a substrate, it would be possible to satisfy Equation 3.4
for the specific optical properties of a TMDC monolayer. However, in the limit

of monolayer absorption, the phase accumulation through the monolayer must be
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small, so that exp(2iﬁ) — 1, 1.e., F1o = —i»3. This expression can only be satisfied
if 11 = 7i3, which is the same as the TMDC being suspended in air or immersed in a
material with index 7i;. In this case, it is clear that the maximum absorbance would

be only 50% by symmetry arguments, as described previously.

To yield unity absorption in an atomically thin material, it is still necessary to
break the optical symmetry by, for example, removing an optical port with a back
mirror. However, as shown above, a simple three layer optical stack cannot yield
unity absorption in this regime of thicknesses. Thus, we shall consider the next
simplest structure: a four-layer structure, where we have an ideal 2D exciton on a
dielectric spacer with index n, and thickness d, which is on top of a back mirror.
This mirror will be parametrized by an interface reflection r,3 and transmission
amplitude 7,3 = 0. The analysis continues similar to the above case, except now we

have a more complicated scattering matrix in this air/exciton/dielectric spacer/mirror

system:
S = Jf:szJzﬁ (3.7)
where
o _ 1+Z()0'/2 Z()O'/2
12— —Zoo /2 1 —-Zyo /2
—igd 0
L= exp(—igd) (3.8)
0 exp(igd)

1 1 rn3
Jr3=—
173 ra3 1

and we have implicitly taken n; = no, = 1 (i.e., the exciton is suspended over air,
which does not come with a loss of generality in our qualitative results, as we shall
soon see), so that r;» = 0 and t; = 1. We have not specified r3 yet, but we
will soon. g = 2wny /A = 2n/A and d is the spacing of the exciton from the back
mirror. Furthermore, we have parametrized the optical properties of the monolayer
TMDC as an interfacial sheet conductor, with an infinitesimal thickness. Thus, we
are implicitly assuming there is little to no phase propagation through the TMDC
monolayer. The sheet conductor model> for an excitonic material is given as
I w iyr

o (w) = ——
2(w) Zo wo w — wo + 1Y /2

(3.9)

>the Lorentzian sheet conductor model for a 2D exciton and some analysis of their optics is
discussed in section B.4 and section B.5.
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where Zj is the impedance of free space, wq is the energy of the exciton, y, is the
radiative rate of the exciton (which is proportional to its oscillator strength), and y,,,
is the non-radiative rate of the exciton (which is what typically dictates its linewidth).
Multiplying the matrices together and examining the reflection amplitude gives us
the expression:

~ A7 [r23 exp(2igd) + 1] + a3 exp(2igd)

r= Zoo : (3.10)
== [rzexp(igd) + 1] + 1

Note that if we now consider an ideal mirror on the back, we would expect rp3 = —1.
This is because an ideal mirror would cause a null in the electric field at the surface
of the mirror, and the reflected wave would be opposite in sign (or equivalently for
an ideal metallic mirror,  — oo and k — o). Thus, if the exciton was placed

exactly at d = 1/4, our reflectivity expression would be modified to

1 =Zyo

= 3.11
’ 1+ Zyo ( )

where the absorbance, A = 1 — |r|? (note that T = 0 since a perfect metal forces
tr3 = 0), is therefore maximized when Zgo- = 1. In other words, when the surface
impedance of the exciton is matched with that of the free-space impedance, the
absorption is unity. This condition is most easily achieved when w = wy, i.e., the
impedance is highest at the excitonic resonance, and therefore the condition for unity
absorbance is given as 0 (wg)Zo = 1 = 2y, /v,-. Thus, perfect absorption in this case
requires 2y, = y,-. Notice for a fixed 7y,, the mirror has now reduced the required
vur to achieve this critical coupling condition by a factor of two®. Moreover, the
absorbance can now reach a value of 100%, and this is from removing the superfluous

port with the back mirror.

3.4 Monolayer Near Unity Absorption at Room Temperature

The above derivation suggests a straightforward method of achieving unity ab-
sorbance, with the caveat that we can satisfy the expression vy, = 2vy,. Table 3.1
shows the extracted values for the radiative and non-radiative rates of the exciton
from the monolayer dielectric function data shown in [104]. It is clear that at typical

room temperature conditions, the expression above is far from ever being satisfied.

b¢.f. section B.5 where we required y, = y,,, to achieve 50% absorbance.
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Table 3.1: Room temperature values for the excitonic sheet

conductor model of various TMDCs.

WSZ MOSz WSCZ MOSCZ
hy, meV) | 411 | 335 | 1.47 2.38

ynr (meV) | 38.6 | 76.2 | 53.2 72.7
hwo (eV) | 2.01 | 1.87 | 1.65 1.55

Experimentally, there are a few well known methods of tuning vy,, in TMDCs,
including via temperature, strain, charge concentration, and/or van der Waals en-
capsulation. In contrast, vy, is typically set by the optical transition rates of the
excitonic absorption, and is much less sensitive compared to y,,.. Epstein and others
demonstrated that with hBN encapsulation and cryogenic temperatures (~100K),
near-unity absorption can be achieved in WS, [51]. However, for any practical ap-

plication (such as a photovoltaic device), this must be achieved at room temperature.

To do so, we examine the more general analysis of an exciton in an arbitrary photonic

structure”’, whose excitonic absorbance approaches unity when

_ 2|E(w0,xo,)’0,20)|2

, 3.12)
|Eo|* 4

nr

For the Salisbury screen geometry (described above) where we simply have a single

mirror on one side, the electric field intensity at the surface is exactly that of the

|E (wo.%0.0.20)|*
. . |E0|2 . . . .

reasonable non-radiative rates, the electric field at the exciton must be significantly

incident wave, i.e., = 1. In general, to achieve the absorption at more

enhanced.

To do so, we consider a more complex layered structure which has a metallic
back mirror and a partially transmissive/partially reflective top mirror, which is the
geometry of an optical cavity. In this situation, it is possible to build up an electric
field intensity that is far above the incident electric field, due to the formation
of standing waves with significant quality factors. A simple optimized geometry
using a thin piece of silver as the top mirror is shown in Figure 3.7, where roughly
85% absorbance is achieved in the exciton. Note also the electric field intensity
is substantially higher than in the Salisbury screen geometry, and suggests that

Faps = 10, which enables near-unity absorption at room temperature conditions.

-2 |E (wg,%0,y0,20) I*

7See section B.5 for derivation, where we also define F T
0
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Figure 3.7: Metallic Optical Cavity for Monolayer Perfect Absorption. a Cal-
culated absorption spectrum of monolayer WS, in an metallic optical cavity and its
associated b electric field profile, showing the substantial increase in the electric
field intensity. Roughly 85% absorbance in the exciton is achieved in this optical
geometry

3.5 Experimental Demonstration of Near Unity Absorption in Monolayer
WS, at Room Temperature
Due to experimental challenges with fabricating ultrathin low-loss metallic mirrors
(such as the one considered in Figure 3.7), we consider a top mirror that is composed
of lossless dielectric elements. The simplest form of a dielectric mirror is that of a
distributed Bragg reflector (DBR), where alternating high and low refractive indices
form a unit cell, and these unit cells are cascaded serially to increase the interference
effects. As the number of unit cells increases, the reflectance can approach unity.
However, as suggested by the scenario with a thin metal, the actual reflectance of
the top mirror is likely small, and could be achieved in a low number of unit cells.
It is also important to note that by employing materials with large index contrasts
for the high and low index materials, it may be possible to use a lower number of
unit cells, which could drastically lower the fabrication of these unity absorbing
structures. Therefore, we examine the use of GaS (n, ~ 2.7) and Mica (n, = 1.55)
as the materials of choice for a top dielectric mirror. These materials also happen
to be layered materials, can be exfoliated and stacked like the TMDCs considered
thus far. Figure 3.8 shows the results of using a top dielectric mirror composed of
GaS and Mica, where >90% absorbance can be achieved in the TMDC layer. Also

shown is a significant increase in the electric field intensity, as needed.
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Figure 3.8: Dielectric-Metal Optical Cavity for Monolayer Perfect Absorp-
tion. a Calculated absorption spectrum of a heterostructure stack consisting of 58
nm GaS/99 nm Mica/Monolayer WS,/77 nm Mica/Ag. The parameters for WS,
assumed a sheet conductor model with values from Table 3.1. The parasitic absorp-
tion in the silver is less than 5%. The refractive index of GaS and Mica was assumed
to be ngas = 2.7 and nyiica = 1.55. b Electric field profile at the exciton frequency,
with the different shaded regions corresponding to different materials (aqua = GasS,
green = Mica, orange = WS», and grey = silver).

The results shown in Figure 3.8 is particularly promising since both parasitic loss is
minimized and the absorption efficiency is achieved with room temperature parame-
ters. To more carefully understand the potential temperature dependence and effects
of linewidth on the excitonic absorption, we calculate the peak excitonic absorption
as a function of different non-radiative rates (Figure 3.9). The radiative rate is fixed
to that from Table 3.1. We also perform a similar calculation assuming the Salisbury
Screen geometry, as studied earlier. We note two important distinctions between
the two optical geometries: (1) Unity absorbance can be achieved for much larger
non-radiative rates y,,. For the cavity geometry, this is achieved at approximately
Ynr = 23 meV, compared to roughly 8 meV for the Salisbury screen geometry. (2)
The optical cavity geometry is significantly more tolerant to small perturbations of
the non-radiative rate. In other words, for the cavity geometry, we can achieve >90%
excitonic absorbance for any vy, between roughly 14 to 44 meV, while the Salisbury
screen geometry achieves >90% absorbance for roughly 4 to 15 meV. We further
analyze the linewidth dependence by fitting the resultant absorption spectrum to a
Lorentzian with total linewidth yr as we vary v,,. This is useful to compare to
experimental spectra, where we typically measure the total linewidth y7 rather than

any individual component. Here, it is even more evident that the optical cavity
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geometry is significantly more tolerant to small perturbations. These linewidths are

readily achievable even at room temperature (Figure 3.9).
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Figure 3.9: Relationship between Absorption and Excitonic Linewidth. a Calcu-
lated peak excitonic absorbance for WS, in an optical cavity geometry (Figure 3.8)
and a Salisbury Screen geometry (where we remove the top mirror but keep the
same thickness for the Mica). b Same as in a, except we plot the total linewidth y7,
which is extracted from fitting the resultant absorption spectrum for each y,, to a
Lorentzian with total linewidth y7. Generally, we have yr = Fp apsyr + VYnr-

We next examine the effects of tuning the geometric parameters of the optical cavity
on the final excitonic absorption (Figure 3.10). We analyze the effects of varying
one of the parameters at a given time, assuming the others are at an optimal value
(again, excitonic parameters given by Table 3.1). For every parameter, we find that
we generally have a tolerance of = ~4 nm to achieving >90% absorbance. While
this tolerance may seem experimentally daunting, it is possible to use a variety of
methods to ensure the appropriate thickness (e.g. atomic force microscopy). We
also develop a method of using reflection contrast spectroscopy itself as a method
to accurately assert the thickness of a given dielectric layer, which is akin to the

methods used in ellipsometry Figure 3.12.

Using the analysis described above and this optical cavity geometry, we are able to ex-
perimentally demonstrated near-unity absorbance in monolayer WS, (Figure 3.11).
Instead of using a typical silver substrate, we cap the silver with a thin layer of
Si0,, which dramatically reduces the rate at which silver tarnishes (usually to form

silver sulfide). In this case, the SiO; can also act as a dielectric spacer. Our anal-
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Figure 3.10: Geometric tolerance of monolayer perfect absorption optical cav-
ities. Calculated peak excitonic absorbance where the other parameters are fixed
but the a Top GaS thickness is varied b Top Mica thickness is varied and ¢ Bottom
Mica thickness is varied.

ysis where we encapsulate the WS, on both sides with Mica is still essentially the
same, except the finite SiO, will reduce our thickness for the bottom spacer. We
therefore using conventional van der Waals heterostructure fabrication techniques
(specifically, PDMS exfoliation and subsequent layered stacking), to form a van der
Waals heterostructure (Figure 3.11a). Here, ever layer was subsequently analyzed
in both reflection and PL spectroscopy as the heterostructure was assembled, and
we performed one vacuum anneal once the heterostructure was formed. We note
that the heterostructure formed in this way results in a variety of optical geometries
that have gone through the same amount of processing and uses the same crystalline
flakes. Therefore, the properties between the different heterostructures can be quan-
titatively compared (Figure 3.11b). We analyze the absorption and emission of the
WS, in a cavity geometry, i.e., similar to what we have discussed, and that without
the top dielectric mirror. We observe the not only is the emission enhanced in the
cavity geometry relative to the Salisbury screen geometry, the absorption at the
exciation wavelength (4 = 532 nm) is decreased in the cavity geometry. Therefore,
the luminescence yield has improved by more than a factor 6 due to the presence
of this optical cavity. This factor of 6 is already comparing that of the Salisbury
screen geometry, suggesting that the luminescence quantum yield has substantially
increased. Our analytic analysis suggests that, if we were to achieve near-unity

absorption, the quantum yield would be approximately 50%.

We next turn our attention to reflection spectroscopy to examine the absorbance

properties in this sample Figure 3.11c. We perform reflectance mapping mea-
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Figure 3.11: Experimental Demonstration of Near-Unity Absorption in WS, at
Room Temperature. a Optical micrograph of fabricated heterostructure, with dif-
ferent flakes and their corresponding thicknesses overlaid (thicknesses are measured
with AFM). In this configuration, we use SiO; as a capping layer to Ag to reduce
the ambient tarnishing. b Measured enhancement of the photoluminescence in the
optical geometry (66 nm GaS/92 nm Mica/IL WS,/60 nm Mica/7.5 nm Si02/Ag)
compared to that in the Salisbury screen geometry (1L WS,/60 nm Mica/7.5 nm
Si02/Ag). ¢ Experimental microreflectance measurements as a function of position
over the region of interest (see a). At each pixel, a reflection contrast spectrum R/ R
is measured. Here Ry is the reflectance on the substrate. It is clear where there is
minimal reflectance, 1.e., maximum absorbance. d Spectral response of a monolayer
WS, within an optical cavity, achieving roughly 90% absorbance experimentally.

surements, where the reflection spectrum R is taken at every spot, and therefore
Figure 3.11c represents a linecut of a hyperspectral image. We find that near the
excitonic frequency, there is minimal reflectance where the full heterostructure is
formed. Equivalently, with appropriate normalized of the substrate reflectance and
that of the sample, we find that we indeed achieve near-unity absorbance in WS,
in this dielectric-metal optical cavity Figure 3.11d. It is likely possible to achieve

absorbances that are even slightly higher, since the thicknesses observed here are
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slightly offset from the optimal values. However, the fact that we do observe near-
unity absorbance experimentally demonstrates the tolerance of this optical cavity
design to small perturbations. Moreover, given this simple optical geometry, it
should be possible to directly integrate electrical contacts to these samples to create

a fully functioning photovoltaic device.

3.6 Efficiency Limits of Excitonic Multijunctions

Having designed structures that have the possibility of achieving unity absorption,
We now consider the prospect of using excitonic van der Waals materials as active
layer absorbers in a multijunction solar cell and consider their efficiency potential.
While the absorbance of each individual van der Waals layer is typically far be-
low unity (typically between 5 - 20%), the wide array of different van der Waals
materials along with their lattice-mismatch free hetero-structuring suggests that a
‘metamaterial’ with near-unity absorbance over the solar spectrum can be theoreti-
cally engineered. Assuming carrier selective contacts and negligible resistive losses
between the subcells, theoretical efficiencies of these van der Waals multijunctions

can far exceed the single-junction Shockley-Queisser limit.

To consider the maximum power efficiency potential of a van der Waals heterostruc-
ture, we consider a stack with N layers and consider the / — V characteristics of the
ith layer. We assume we are in the radiative limit (i.e., the materials have an internal
luminescence yield of 100%) and that the materials are spaced far enough away
from one another that their luminescent coupling and individual absorbances can be
described with ray optics. Further, we assume that anti-reflection coatings have been
applied between the different layers of the van der Waals materials, so that there is no
reflection when the light interacts with the layered material,i.e., A(E) = 1 — T(E).
Further, we approximate the absorbance of the van der Waals materials as being
dominated by a narrow absorbance peak (e.g., an excitonic absorber), which we

parameterize as a Gaussian:

(3.13)

A(E) = Aexc eXp(—w)

2
2O-exc

Let’s consider first the current density of the ith layer. Here, we enumerate i = 1 as
the first cell (top cell) and the Nth cell as the bottom cell. The current for the top

cell can be written as

Jsc,i = / Ai(E) [Ssun,top (E) + SPL,top (E9 Vk) + SPL,bot(Ea Vk)] dE (314)
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Figure 3.12: Schematic of Reflectance Measurement Set-up. a Schematic depiction
of reflectance measurement set-up used throughout the analysis with monolayer absorbers.
Here, a stabilized white light source (ThorLabs SLS201L) is fiber-coupled into an inverted
microscope (Leica). A 90:10 beamsplitter is used to simultaneously image the sample
and the light source. A flip mirror is used that directs the reflected light to either the
camera (used for imaging) or to a spectrometer (Princeton). The observed spectra at the
output of the spectrometer is a convolution of many different factors, including the light
source spectral flux, reflectance of the actual sample, and the wavelength-dependent optical
efficiencies of the entire set-up. To remove all these effects besides the reflectance of the
sample, we measure a reference spectrum Ry nearby the sample under the same conditions
as R. Therefore, the reflectance contrast spectrum R/R( has normalized away the effects
of the set-up optical efficiency and lamp spectra. Here, we use the substrate (either Ag or
SiO,/Ag) as a featureless reference spectrum. b Achieved spatial resolution of the optical
set-up described in a, using a ‘knife-edge’ measurement of the reflectance to quantify a spot
size. The spatial resolution roughly 1 um and the spot diameter is roughly 2 um. ¢ Example
reflectance contrast spectra R/ R and fitting procedure used to extract out the thickness of
the dielectric layer. In this case, we examined hBN exfoliated on SiO,/Si. We are able
to achieve precise fits down to a nm or so in resolution, although this accuracy is partially
dictated by the index of the material and the optical properties of the substrate.

where Sgunr0p(E) is the flux from the sunlight that is transmitted through the i — 1
number of layers, Spy 1op(E, Vi) is the luminescent flux from the k = 1 to the

k =i -1 van der Waals layers, dependent on the electrical voltage Vj;, and
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Figure 3.13: Limiting Efficiency of Excitonic Multijunctions. Maximum power
conversion efficiency as a function of the number of excitonic absorbers. Series
constrained refers to a two-terminal device where the current density between every
absorber must be matched, whereas unconstrained has 2N,,. number of terminals
and each absorber can have an arbitrary current-voltage curve. Also shown is
the efficiency maximum optimization for a step-function absorber response, which
is what is traditionally considered. The single junction limit is 33.7% and the
multijunction limit is 68%.

similarly for Spr por (E, Vi) for k =i+ 1to k = N. Explicitly, we have:

J=i=1
Ssun,top(E) = Ssun(E) n Tj(E) (315)
j=1
k=i—1 j=i—1
SpLiop(E-Ve) = Y Sprx(E V)| [ | Ti(E) (3.16)
k=1 j=k+1
k=N j=k—-1
SpLbor(E V) = > Spa(E V| [ ] Ti(E) (3.17)
k=i+1 Jj=i+l

where we take Hj:zf_l T;(E) =1 and jz . Ti(E) = 1 for the products, which
corresponds to unity coupling for the nearest neighbor. The luminescent flux of
each absorber assuming quasi-equilibrium of electrons and holes with the photon

gas is given by the usual reciprocity relation:

Spri(E, Vi) = (exp(qVi/kT) — 1) A (E)Spp(E) (3.18)
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The net current extracted from each cell is then given by
Ji = Jsci(Vizi) = Jraa(Vi) = Ji(Vi, Vo, - Vi oo+, Vo1, Vi) (3.19)

where we note that J; is dependent on the voltages of the other layers due to
luminescent coupling, and the radiative recombination current is given by the usual

detailed balance expression:

Jraa(Vi) = (exp(qVi/KT) — 1) / AE)Spp(E)dE (3.20)

Therefore, the net power from each cell is given by P; = J;V; and the total power for

the entire multijunction is

Pioal = ), P; (3.21)

For a given set of N absorbers defined by their absorptance A;(E), we can calculate
the power of each subcell P; using the above expressions. The transmittance is given
as T;(E) = 1 - A;(E) and the voltage of each subcell V; is optimized to yield the
maximum power of the multijunction solar cell. We run an optimization to yield
the limiting efficiency as a function of the number of subcells in Figure 3.13. We
find that once we have approximately 6 or more excitonic absorbers, we can readily
surpass the single-junction detailed balance limit. The absorption spectra for a given
number of absorbers is shown in Figure 3.14. Interestingly, we find that even under
a series constraint (i.e., the J;. must be matched between the different absorbers),
the limiting efficiency can still be very appreciable. By examining Figure 3.14, we
see that this is due to the linewidth of the exciton acting as another tuning knob that

can modulate the integrated absorption.
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Figure 3.14: Optimal Absorption Spectra of Excitonic Multijunctions. Op-
timized absorption spectra of a unconstrained and b series-constrained excitonic

multijunctions.



Part 11

Traversing through Flatland

80



81
Chapter 4

HIGH PHOTOVOLTAIC QUANTUM EFFICIENCY IN
ULTRATHIN VAN DER WAALS HETEROSTRUCTURES

“You can dream, create, design, and build the most
wonderful place in the world... but it requires

people to make the dream reality.”
— Walt Disney

4.1 Introduction

Owing to their naturally passivated basal planes and strong light-matter interactions,
transition metal dichalcogenides are of considerable interest as active elements of
optoelectronic devices such as light-emitting devices, photodetectors and photo-
voltaics. [14, 151] Ultrathin transition metal dichalcogenide (TMD) photovoltaic de-
vices a few atomic layers in thickness have been realized using TMDs such as molyb-
denum disulfide (MoS,) and tungsten diselenide (WSe5). [11, 19, 54, 101, 155,219]
Complete absorption of the solar spectrum is a challenge as the thickness is reduced
to the ultrathin limit, [8, 50, 73] whereas efficient carrier collection is challenging in
thicker bulk TMD crystals. The active layers in conventional photovoltaics typically
range from a few microns in direct gap materials (gallium arsenide) to a hundred

microns thick or more in indirect gap materials (silicon). [27]

Efficient ultrathin and ultralight (<100 g/m?) photovoltaics have long been sought
for many applications where weight and flexibility are important design consid-
erations, such as applications in space power systems, internet-of-things devices,
as well as portable and flexible electronics. [59, 107, 202] Conventional photo-
voltaic materials are mechanically fragile when thinned down to the ultrathin (<
10 nm) regime, and interfacial reactions mean that a large fraction of the crystal
consists of surface-modified regions rather than intrinsically bulk material. Surface
oxides and dangling bonds in ultrathin films often result in increased nonradiative
recombination losses, lowering photovoltaic efficiencies. By contrast, transition
metal dichalcogenides have intrinsically high absorption and their layered crystal-
lographic structures suggest the possibility of achieving intrinsically passive basal

planes in high quality crystals.



Top Contact
!
/ ¢
° / T™MD
WSe, = WSe, T
— e VS.
E, VS.
{" MosS, A Transparent Top Contact
Au
. TMD
o i
|

Figure 4.1: Achieving High External Quantum Efficiency in van der Waals het-
erostructures. a A schematic of the van der Waals device stack where nanophotonic
light trapping combined with efficient exciton dissociation and carrier collection
yields EQEs >50%. b A schematic of comparing near-unity absorption in a single
semiconducting layer on metal with a heterostructure of different semiconductors
on metal. ¢ A schematic of comparing a pn heterojunction with a Schottky junction
for exciton dissociation and charge carrier separation in van der Waals materials. d
A schematic of comparing vertical and lateral carrier collection schemes in van der
Waals materials.

Photovoltaics that can approach the Shockley-Queisser limit, [154, 175] have two
prerequisites: first, that at open circuit, every above-bandgap photon that is absorbed
is extracted as an emitted photon at the band-edge of the material, i.e., it has perfect
external radiative efficiency. [125] Amani et al. have recently demonstrated that
superacid-treated monolayers of MoS; and WS, exhibit internal radiative efficiency
> 99%, [2] suggesting that the condition of very high external radiative efficiency
might be satisfied in transition metal dichalcogenides. The second prerequisite is
that at short circuit, the photovoltaic device must convert every incident above-
bandgap photon into an extracted electron, i.e., it has external quantum efficiency

(EQE) approaching unity.

To understand the path to high EQE, we can deconvolute the external quantum
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efficiency into the product of two terms: the absorbance and internal quantum effi-
ciency (IQE). High EQE devices exhibit both high absorption and internal quantum
efficiency, i.e., carrier generation and collection efficiency per absorbed photon.
To date, reports of van der Waals based photovoltaic devices have not considered
both of these concepts and separately evaluated them as criteria for high efficiency

photovoltaics.

Coupling electromagnetic simulations with absorption and EQE measurements en-
ables quantitative characterization of few-atomic-layer thickness optoelectronic de-
vices in van der Waals heterostructures. In this paper, we demonstrate external
quantum efficiencies > 50% (Figure 4.1a) , indicating that van der Waals het-
erostructures have considerable potential for efficient photovoltaics. We show that
high EQE results from both high optical absorption and efficient electronic charge
carrier collection. We analyze the optical response using electromagnetic simu-
lations to explain how near-unity absorption can be achieved in heterostructures
(Figure 4.1b). We find that experimental absorption results for van der Waals het-
erostructures match well with these electromagnetic simulations. Thus, we can
separate optical absorption and electronic transport to quantitatively compare their
effects on charge collection efficiency for both pn heterojunctions and Schottky
junctions (Figure 4.1¢). In addition, we analyze the role of few-layer graphene as a
transparent top contact (Figure 4.1d). Finally, we outline important considerations
for designing high efficiency photovoltaic devices. By simultaneously maximizing
both external radiative efficiency and external quantum efficiency in a single de-
vice, van der Waals materials based photovoltaic devices could in principle achieve

efficiencies close to the Shockley-Queisser limit for their bandgaps.

4.2 Van der Waals Heterostructure Device Fabrication

Atomically smooth metal substrates were prepared using the template stripping
technique. [122, 198] We prepared the substrates using polished silicon wafers
(University Wafer) with native oxide and then cleaned the silicon substrates via
sonication in acetone (10 minutes) followed by sonication in isopropyl alcohol (10
minutes). Samples were then blow dried with nitrogen gas before cleaning with

oxygen plasma (5 minutes, 100 W, 300 mTorr under O, flow).

Metal was then deposited via electron beam evaporation on the polished and cleaned
surface of the silicon wafer. For gold (Plasmaterials, 99.99% purity), base pressures

of ~3e-7 was achieved before depositing at 0.3 A/s. This continued until a thickness
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of ~20 nm was achieved. Then, the rate was slowly ramped to 1 A/s and then held
there until a total thickness of 120 nm was reached. For silver (Plasmaterials, 99.99%
purity), following McPeak et al., [123] we deposited at a base pressure of ~3e-7 at
40 A/s for a final thickness of 150 nm. After deposition of the metal, an adhesive
handle was formed using a thermal epoxy (Epo-Tek 375, Epoxy Technology). 1
g of part A Epo-Tek 375 and 0.1 g of part B Epo-Tek 375 was mixed in a glass
vial and was let to settle for ~30 min, Afterward, individual droplets of the mixture
was added directly onto the metallic surface before placing cleaned silicon chips
(~ 1 cm?) on top. The droplet of epoxy was let to settle under the weight of the
silicon chip before placing on a hot plate (~80 C) for 2 hours. Individual chips were
then cleaved with a razor blade, forming the final substrate consisting of atomically
smooth metal/themal epoxy/silicon. Typical RMS surface roughness of the metal

was < 0.3 nm using this technique (examined via AFM).

The bottom-most layer of the van der Waals heterostructure (e.g. MoS;) was
directly exfoliated onto the metallic susbtrates prepared using the above technique.
Exfoliation was performed using bulk crystals purchased from HQ Graphene using
Scotch tape. Subsequent layers were formed using a visco-elastic dry transfer
technique [22] using a home-built set-up at room temperature. Dry transfer was
performed using PF-20-X4 Gel Film from Gel-Pak as the transparent polymer. Van
der Waals materials were directly exfoliated onto the polymer using Nitto tape
and then mechanically transferred onto the MoS;/metal substrate. Samples were
examined in the optical microscope during each layer of the process and an AFM
scan was performed afterwards to extract out the thicknesses of individual layers.

Thicknesses were then corroborated with optical measurements and calculations.

A top electrode was patterned using standard photolithography techniques. NR-9
1000 PY was used as a negative resist. The resist was spun at 5000 RPM for 55 s
before baking at 150 C for 1 minute. A mask aligner with a pre-patterned mask was
used to define the features and aligned on top of the van der Waals heterostructure.
After exposure for ~18s under 10 mW of UV light (4 = 365 nm), the resist was
post-baked at 105 C for 1 min and cooled to room temperature. Finally, the resist
was developed using RD-6 developer for 10-15 seconds before rinsing in deionized
water for 35 seconds. The sample was then blown dry with nitrogen and examined

under an optical microscope.

Electron beam deposition was then used to form the top ring electrodes (10 nm

Ti/90 nm Au). Base pressures of ~3e-7 was achieved before the beginning of the
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deposition. For titanium, a deposition rate of 0.3 A/s was used for the entirety of 10
nm. Immediately afterwards, gold was deposited at a rate of 0.3 A/s for 15 nm. The
rate was slowly ramped to 0.6 A/s for 10 nm, and then to 0.9 A/s for another 10 nm.
At 35 nm of total gold thickness, the rate was finally ramped to 1.0 A/s until the
total gold thickness was 90 nm. The resist was then lifted-off using heated acetone
(40-45 C) for 30 minutes. If needed, the samples were sonicated in 5 s intervals in
acetone to remove the resist. The sample was then rinsed in isopropyl alcohol and
blow dried with nitrogen. Images of the three samples studied in this chapter are
shown in Figure 4.2.
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Figure 4.2: High Photovoltaic Quantum Efficiency Sample Images. The het-
erostructure designs, optical images, composite reflection & photocurrent maps,
and the photocurrent maps for all the samples analyzed in this paper. The outlines
in the optical images correspond to specific materials with the appropriate thickness
and materials labeled (scale bar = 20 um). The composite reflection and photocur-
rent map is made by superimposing a reflection mode scan with a photocurrent scan
(1 =633 nm). The bright white regions in the composite image correspond to high
photocurrent.
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4.3 Spatial Photocurrent Map and IV Measurements

Samples were contacted on the top electrode and bottom metallic substrate using
piezoelectric controlled probes (MiBots, Imina Technologies) with ~3 um? tip
diameter under a confocal microscope (Axio Imager 2 LSM 710, Zeiss) with a
long working distance objective (50x, NA = 0.55). Samples were first checked for
photoresponse using dark IV and white light illumination. Voltage sweeps were
performed using a Keithley 236 source measure unit and in-house written scripts.
High resolution spatial photocurrent maps were performed using the same confocal
microscope with an automated stage. The microscope was modified to measure
photocurrent maps. Near-diffraction limited laser light (~6 um? spot size) was
coupled in and focused to perform high resolution spatial photocurrent maps (<1
pm lateral resolution), and power-dependent IV measurements were performed at
particular locations of the device using the spatial photocurrent maps. Illumination
power was modified using neutral density filters in the microscope and the incident
power was measured by a photodetector and cross-referenced with the EQE spectrum

of the measured device.

4.4 Spectral Response Measurements

Quantitative absorbance and external quantum efficiency measurements were per-
formed using a home-built optical set-up. A supercontinuum laser (Fianium) was
coupled to a monochromater to provide monochromatic incident light. A series
of apertures and mirrors were used to collimate the beam before being focused on
the sample with a long working distance (NA = 0.55) 50x objective to provide a
small spot size (~1 um lateral resolution). Importantly, the small spot sizes allow
us to probe individual regions on a particular sample. In addition, the relatively
angle-insensitive light trapping structure [80] used in this work along with a small
NA objective allowed us assume that the collected signal is close to the normal
incidence response. During all measurements, the light is first passed through a
chopper (~103 Hz) and a small fraction was split into a photodetector connected to
a lock-in amplifier. The other beam-split light is used for probing the sample which
is eventually sent to a photodetector (for absorbance measurements) or the sample
itself is used as a photodetector (for external quantum efficiency measurements).
Thus, the sample or photodetector is connected to a second lock-in amplifier for

homodyne lock-in detection.

For absorption measurements, the reflected signal was collected by the same 50x ob-

jective and passed through a beam splitter before being collected by a photodetector.
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The same spectral measurement was done with a calibrated silver mirror (Thorlabs)
in order to obtain the absolute reflection spectrum. In the absence of transmission,
the absorption is simply Abs(1) = 1 — R(4). Reflection from the objective itself
and other optical losses was subtracted as a background. As mentioned before, a
reference spectrum was collected using a small amount of beam-split light at the
same time as the sample, background, and mirror scans to account for power fluc-
tuations in the laser beam between scans. As a second reference, the metallic back
substrate was measured during all absorption scans to check if the normalization

was accurate.

For external quantum efficiency measurements, the sample itself was used as a
photodetector. The top ring electrode and bottom metallic substrate was probed
using MiBots. Laser light was then focused on a particular spot and the current was
collected by the probes and sent through a lock-in amplifier for homodyne detection,
as in the reflection spectrum case. After measurement of the current signals from
the sample, another spectral scan was performed with the optical system in the same
configuration using a NIST calibrated photodetector (818-ST2-UV/DB, Newport).
Power fluctuations between scans were again accounted for by using a small amount
of beam-split light and sending it to a photodetector. The measured currents were
normalized to this photodetector’s current before being normalized to the calibrated
photoresponse to yield the absolute EQE. Despite the various steps of calibration
used for normalization, we still estimate measurement errors of Abs/Abs = 0.02
and 6EQE/EQE =~ 0.05 stemming from the assumption of normal incidence for
both absorption and external quantum efficiency measurements while using a NA =
0.55 objective, fluctuations in the laser power during the measurement, and sample
contact stability. In addition, we have observed in our laser that there is relatively
little power for A < 450 nm. Additionally, there is relatively high absorbance in the
50x objective for 4 > 700 nm. Combined with the fact that the simulated parasitic
absorption accounts for a larger fraction of the total absorption for 4 < 450 nm
and A4 > 700 nm, the significantly noisier spectra in the active layer IQE at these

wavelengths can be attributed to the factors described above.

4.5 Electromagnetic Simulations and Error Estimation

Calculations were performed using the transfer matrix method (section B.3) with op-
tical constants taken from literature for each of the transition metal dichalcogenides
(TMDs). [104] We assumed that for the TMD thicknesses analyzed in this paper,

their optical response can be represented by the bulk optical permittivities. Permit-
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tivities of Ag and Au were taken from McPeak [123] and Olman [14 1], respectively.
The optical response of few-layer graphene was assumed to be like graphite, with
its dielectric constant taken from Djurisic. [44] Hexagonal Boron Nitride (hBN)
was assumed to be a lossless, non-dispersive dielectric in the visible with refractive
index of n =2.2. [55]

Given that there is sample-to-sample variation of the dielectric constant, it is likely
that the literature values of the dielectric constant differ from the samples measured
here. This difference we estimate leads to absorption simulation errors of ~5%. As-

suming this is true, the estimated error for the active layer IQE can be approximated

SIQE _ |(6Abs\* (6Abs,\> (SEQE\? il
10~ \\abs | "\ aws, | "\ EoE “.D

which is about 7%.

as

4.6 Prototypical Optoelectronic Device Characterization

We analyzed the optoelectronic device characteristics of a high-performance device
consisting of a vertical van der Waals heterostructure device of 0.6 nm thick few-
layer graphene (FLG)/9 nm WSe;/3 nm MoS,/Au (see Figure 4.2 for optical and
photocurrent images). Its optoelectronic and device characteristics are shown in
Figure 4.3. First, we find that this device exhibits an EQE > 50% (Figure 4.3a)
with absorbance greater than 90% from approximately 500 nm to 600 nm. Spectral
features such as the exciton resonances of MoS, and WSe; are well reproduced in the
external quantum efficiency spectrum. In addition, we observe a maximum single-
wavelength power conversion efficiency (PCE) of 3.4% under 740 W/cm? of 633 nm
laser illumination (Figure 4.3b). Since the high-performance device is electrically in
parallel with other devices, typical macroscopically large spot size (~cm) AM 1.5G
illumination measurements would yield device characteristics substantially different
from the high-performing one. Thus, we estimated the AM 1.5G performance using
extracted device parameters of a diode fit under laser illumination (see section 4.10
for details). We estimate the AM 1.5G PCE of this device to be ~0.4%. This value
is presently too low to be useful for photovoltaics, but the high EQE values reported
here indicate promise for high efficiency devices, when device engineering efforts
are able to also achieve correspondingly high open circuit voltages in van der Waals

based photovoltaics.

Further measurements were performed at different laser powers under 633 nm laser

illumination (Figure 4.4), yielding various power-dependent characteristics. Ex-
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Figure 4.3: Optoelectronic Performance Characteristics. a Spectral charac-
teristics of the experimentally measured absorbance (blue) and external quantum
efficiency (red). The vertical solid line indicates the excitation wavelength (633 nm)
for the measurements in b and Figure 3. The grey region indicates loss in pho-
tocurrent from the reflected photons. b I-V (light blue) and power-voltage (orange)
characteristics of the device, excited at 4 = 633 nm with ~45 ¢W incident power
with a spot size area of ~6 um?. We observe a maximum single wavelength power
conversion efficiency of 3.4%. The yellow region indicates generated power from
the device.

amination of the short-circuit current /. yielded nearly linear dependence on laser
power, as expected in ideal photovoltaic devices Figure 4.4a. The dashed blue line
represents the fit to the expression I, = AP, where A is a constant of proportional-
ity, P is the incident power, and 7 represents the degree of nonlinearity in this device
(7 = listhelinear case). [149] We find that 7 = 0.98 in our device, indicating nearly
linear behavior under short circuit conditions. In addition, in an ideal photovoltaic

device, the open circuit voltage is expected to grow logarithmically with the input
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power, since V,. = (nkpT/q) n(Jp/Jgark + 1) = (nkpT)/qIn(Jr/Jgarr) for large

illumination current densities J;. Here, J;,, is the dark current density, n is the
ideality factor, k is the Boltzmann constant, 7" is the temperature of the device, and
q is the fundamental unit of charge, so that (k;7)/q ~ 0.0258V at room tempera-
ture. In Figure 4.4b we see that the experimental data match well with the diode fit
(dashed black line, see section 4.10 for fitting details), suggesting an ideality factor
of n = 1.75 and a dark current density Jg,,x = 0.65 mA/(cm?) assuming a 30 ym
X 30 pum device area. Also, since the power conversion efficiency (PCE) is given
as PCE = J,\V,.FF/P;,, where Jy. is the short circuit current density, V. is the
open circuit voltage, FF is the fill fraction, and P;;, in the incident power density,
we would expect the power conversion efficiency to scale roughly logarithmically
as well. This is true for laser powers up to ~740 W/cm? (Figure 3 ¢). However,
for larger input power, the PCE decreases with increasing power. Such a drop in
PCE can be attributed to series resistances in the device, either at the contacts or
at the junction. This is corroborated by the match between the experimental data
(dots) and the fitted expression (dashed line), yielding the diode fitting parameters
in the lower right hand corner of the plot in Figure 4.4c. The fit for the V,. was
simultaneously done with the PCE, therefore yielding the same set of parameters
and a good match between experiment and extracted device parameters. Finally,
we observed a decrease in the EQE at 633 nm with increasing power (Figure 4.4d).
Using the above fitted parameters, series resistance can only be used to partially ex-
plain a decrease in the EQE at higher powers. Thus, the additional decrease in EQE
at higher powers may be due to the onset of carrier density-dependent nonradiative
processes such as Auger or biexcitonic recombination which are not accounted for

in the diode fit used above, where the dark current is fixed for all powers.

4.7 Absorption in van der Waals heterostructures

We first investigate the absorption and optical properties of van der Waals het-
erostructures. We formed a heterostructure composed of hexagonal boron nitride
(hBN)/ FLG/WSe,/MoS,/Au. The composite heterostructure has various regions
(inset of Figure 4.5a), corresponding to different vertical heterostructures. Given
the sensitivity of the performance of van der Waals materials to different environ-
mental conditions and device fabrication procedures,[170] the samples fabricated
here allow us to study optical and electronic features of different heterostructures
in a systematic manner by probing specific heterostructures fabricated on the same

monolithic substrate. This is enabled by the small spot size of our laser, which ad-
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Figure 4.4: Power dependent device characteristics. Power dependent device
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The area of the spot size of the laser in all of the above measurements is estimated
to be ~ 6 um>.

ditionally allows us to properly normalize the spectral response without artificially

including geometric factors (see Methods for details).

As an example, consider the optical response at the location of the blue dot in
the inset of Figure 4.5a. The vertical heterostructure there is composed of 1.5 nm
FLG/4 nm WSe,/5 nm MoS;/Au. This location can be probed spectrally for its
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Figure 4.5: Absorbance in van der Waals heterostructures. a Experimentally
measured absorbance of the 1.5 nm FLG/4 nm WSe»/5 nm MoS»/Au stack as a
function of wavelength. The inset is an optical micrograph of the fabricated van
der Waals heterostructure (scale bar = 20 um) with the blue dot corresponding to
the spot of spectral measurement. b The simulated absorbance of the structure
in a partitioned into the fraction of absorbance going into individual layers of the
heterostructure stack. The inset is a cross-sectional schematic of the simulated and
measured heterostructure. ¢ Experimentally measured absorbance of the 0.6 nm
FLG/4 nm WSe»/9.5 nm MoS,/Ag stack as a function of wavelength. The inset
is an optical micrograph of the fabricated van der Waals heterostructure (scale bar
= 20 um) with the red dot corresponding to the spot of spectral measurement. d
Same as in b except the simulated absorbance is for the sample fabricated on silver
as shown in c.

absorption characteristics (Figure 4.5a), revealing near-unity absorption in van der
Waals heterostructures. The peaks at ~610, ~670, and ~770 nm correspond to the
resonant excitation of the MoS, B exciton, MoS, A exciton, and WSe, A exciton,

respectively.[104] On the other hand, the broad mode at ~550 nm corresponds to
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the photonic mode that leads to near-unity absorption.[80] Measurements of the
absorption can be corroborated with electromagnetic simulations, unveiling both
the accuracy between simulation and experimental results as well as the fraction
of photon flux absorbed into individual layers of the heterostructure stack (Fig-
ure 4.5b). Despite the near-unity absorption observed in the heterostructure stack,
there is parasitic absorption in both the underlying gold substrate and in the few-layer
graphene that accounts for 20% of the total absorbance. Such parasitic absorption
can be reduced by using a silver back reflector, as shown in Figure Figure 4.5¢ and
Figure 4.5d. We find that the simulated and measured absorbance is also in good
agreement for the case of a silver back reflector. Thus, the optical response of a
van der Waals heterostructure can be modelled accurately using full wave electro-
magnetic simulations and our method of measurement yields accurate and reliable

results.

To note, the subwavelength dimension of the total heterostructure thickness is crit-
ical for achieving near-unity absorption. Indeed, the entire stack can be treated
as a single effective medium, where small phase shifts are present between layers
and therefore the material discontinuities are effectively imperceptible to the inci-
dent light (see Supplementary Information S3 for details). Ultimately, the van der
Waals heterostructure-on-metal behaves as a single absorbing material with effec-
tive medium optical properties. Therefore, as previously demonstrated, near-unity
absorption at different wavelengths can be achieved for a semiconducting layer
with the appropriate thickness [80, 88] (~ 10 — 15 nm total thickness for TMD
heterostructures).

4.8 Carrier collection efficiency in van der Waals semiconductor junctions

As discussed above, another criterion for high EQE is efficient carrier collection.
Given the large exciton binding energies in TMDs (~ 50 — 100 meV in the bulk),
[92, 169] the large internal electric field at the semiconductor heterojunction may
play a role in exciton dissociation and subsequent carrier collection. Charge carrier
separation in TMDs can be accomplished using either a pn junction or a Schottky
junction, and we find that a pn heterojunction dramatically enhances the EQE when
compared with a Schottky junction. The heterostructure described in Figure 4.5a
and b can be probed as an optoelectronic device with the formation of a top electrode
(see inset of Figure 4.6). Since the back reflector (gold) can simultaneously serve
as a back contact to the entire vertical heterostructure, we can use this scheme to

compare the electronic performance of various vertical heterostructures. Given the
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work function between WSe, (p-type) and Au, it is expected that a Schottky junction
[130] will form between the two materials (See Figure 4.1c), whereas WSe; (p-
type) on top of MoS, (n-type) is expected to form a pn heterojunction. [101] High
spatial resolution scanning photocurrent microscopy allows us to examine the two
heterostructure devices in detail (Figure 4.6a). We observe large photocurrent for
the pn heterojunction geometry (yellow region) compared to the Schottky junction
geometry (light blue region). The decrease of the photocurrent in the left-side of
the yellow region in Figure 4.6a is due to shadowing from the electrical probes. A
line cut of the spatial photocurrent map shown in Figure 4.6b provides a clearer
distinction between the two junctions, demonstrating 6x more photocurrent for the

pn junction relative to the Schottky junction.

The photocurrent density is directly related to the external quantum efficiency and
therefore the product of the absorbance and IQE. In order to quantitatively compare
the electronic differences between the two junctions, we need to normalize out the

different optical absorption in the two devices, i.e. compute the IQE of each device

EQE(Q)

IQEExp (1) = Abs()

4.2)

where EQE (A) and Abs(A) are the experimentally measured EQE and absorbance
of their respective devices (Figure 4.6¢,i and Figure 4.6d,i). A plot of the ex-
perimentally derived IQE (i.e. IQFEgy,) is shown in purple in Figure 4.6¢,ii
and Figure 4.6d,ii. This plot also confirms that a pn junction geometry (with
IQEE,, ~ 40%) formed of van der Waals materials is more efficient for carrier

collection than a Schottky junction geometry (with IQEE,, ~ 10%).

Embedded in the above analysis is yet another convolution of the optical and elec-
tronic properties. As per Figure 4.5b, we found that absorption in FLG and Au
accounted for ~20% of the absorbance of the total heterostructure. Assuming very
few photons absorbed in those layers ultimately are extracted as free carriers (i.e.
IQE 4, = IQEF1c = 0), the IQE defined above convolutes the parasitic optical loss
with the electronic loss in the device. [6] Thus another useful metric we shall define
1S IQE Active, the active layer IQE:

_ EQE(A)
IQEActive(/l) - Abs(ﬂ) — AbSp(/l) (43)
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where the additional term Absp(A) corresponds to the parasitic absorption in the
other layers of the device that do not contribute to current (i.e., Au and FLG in this
device). Thus, IQE s¢ive(A) is a measure of the carrier generation and collection
efficiency only in the active layer (i.e., WSe; and MoS,) of the device and is purely
an electronic efficiency as defined above. We shall use this quantity to accurately
compare electronic geometries. Given the good agreement between simulations and
experiment shown in Figure 4.5, a simple method of estimating the parasitic absorp-
tion described above is therefore through electromagnetic simulations. IQFE 4cive
of the Schottky and pn heterojunction geometries calculated with Equation 4.3 is

shown in Figure 4.6c¢,ii and Figure 4.6d,ii with dotted green curves.

Effects of a pn heterojunction

Analysis of these plots reveals several important points. First, IQE 4.y, for the
pn junction geometry is 3x higher than in the Schottky junction geometry when
spectrally averaged. Though yet to be fully clarified, we attribute higher IQE in pn
heterojunctions to the larger electric fields in a pn heterojunction that may lead to a
higher exciton dissociation efficiency and consequently IQE. Second, compared to
the IQE which included the parasitic absorption (purple dots in Figure 4.6c,ii and
Figure 4.6d,11), the active layer IQE curves (green dots) are spectrally flat within
measurement error and calculations (60/QE/IQE ~ 0.07). Thus, the few broad
peaks around the exciton energies of WSe; (~770 nm) and MoS;, (~610 nm and
~670 nm) in IQEg,, are not attributed to, e.g., resonant excitonic transport phe-
nomena, but rather as a simple convolution of the optical and electronic effects when
calculating the electronic IQE. In other words, consideration of parasitic absorption
is critical when analyzing the electronic characteristics of thin optoelectronic de-
vices. However, IQ Egy), is still a useful metric, as it effectively sets a lower bound
on the true IQE. Generally, we expect IQEgy, < IQE7ye < IQE pctive, as electro-
magnetic simulations tend to slightly overestimate the absorption when compared
with experimental results. Thus in this paper, we shall plot both expressions when
comparing different electronic device geometries. Finally, it is important to men-
tion that an active layer IQE of 70% is achieved in van der Waals heterostructures
without complete optimization of the electronic configuration of the device, such as
the band profiles and the specific choice of contacts. With careful electronic design,

we suggest it may be possible to achieve active layer IQEs > 90%.
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Figure 4.6: Charge transport and collection in vertical PN and Schottky junc-
tion geometries. a Spatial photocurrent map of the fabricated van der Waals
heterostructure device using a 633 nm laser excitation. The inset is an optical image
of the device (scale bar = 20 yum). b The line profile of the dotted red line arrow in a,
illustrating the different photocurrent intensities depending on the device geometry
(Schottky and pn junction). ¢ (i) Experimentally measured spectral characteristics
of the absorbance (blue) and external quantum efficiency (red) in the 1.5 nm FLG/4
nm WSe,/Au (Schottky geometry) device along with the (ii) experimentally derived
internal quantum efficiency (purple) and the calculated active layer internal quantum
efficiency (green). The inset is a cross-sectional schematic of the measured device,
at the orange dot in a. d Same as in ¢ except with a 1.5 nm FLG/4 nm WSe,/5
nm MoS,/Au (pn geometry) device. The inset is a cross-sectional schematic of the
measured device, at the purple dot in a.

Optically transparent contacts for carrier extraction

As another aspect of analysis, we studied the role of vertical carrier collection
compared to lateral carrier collection in van der Waals heterostructures. Graphene
and its few-layer counterpart can form a transparent conducting contact allowing

for vertical carrier collection, in contrast to in-plane collection (see Figure 4.1d).
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Figure 4.7: Few-layer graphene as a transparent top contact. a Cross-sectional
schematic of the two structures (with and without few layer graphene) compared
on gold and b silver back reflectors. ¢ Experimentally derived internal quantum
efficiency (dots) and active layer internal quantum efficiency (dashed line) for a pn
junction geometry with (blue) and without (red) few layer graphene on gold. d is
the same as ¢ except on silver, corresponding to the sample shown in b. e I-V curves
of a pn junction geometry with (blue) and without (red) few-layer graphene under
633 nm (~180 W) laser illumination on a gold and f silver substrate. The shaded
yellow and orange regions correspond to where there is a net generated power in the
device.

The strong, in-plane covalent bonds of van der Waals materials suggest that in-plane
conduction may be favorable when contrasted with the weak out-of-plane van der
Waals interaction. However, the length scale for carrier transport in-plane (~ pym) is
orders of magnitude larger than in the vertical direction (~nm). Therefore, transport

in a regime in between these two limiting cases is not surprising.

Silver exhibits lower absorption in the visible than gold, suggesting it could be
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an optimal back reflector for photovoltaic devices, as seen in Figure 4.5. Thus,
we contrast the case of in-plane and out-of-plane conduction concurrently with the
presence of two different back reflectors that simultaneously function as an electronic
back contact (gold vs. silver) to a pn heterojunction, as in Figure 4.7a and b. Optical

and photocurrent images of the devices are shown in Figure 4.2.

Our results in Figure 4.7¢ and d show the distinctions between the various contacting
schemes. In the case of both silver and gold, a transparent top contact such as few-
layer graphene seems to enhance the carrier collection efficiency. This is particularly
true in the case of silver, where IQFE 4.4y €enhancements of ~5x is apparent. In
the case of gold, the IQE is enhanced by about ~1.5x when parasitic absorption is
taken into account. By analyzing the work functions of gold (~4.83 eV [3]) and
silver (~4.26 eV [49]), along with the electron affinity of MoS; (~4.0 eV [72]), the
Schottky-Mott rule suggests in both cases that a Schottky barrier should form equal
to ¢p = dp—x, [10] where ¢p is the Schottky barrier height, ¢, is the work function
of the metal, and y is the electron affinity of the semiconductor. However, several
reports [78, 79, 109] have indicated that gold appears to form an electrically Ohmic
contact to MoS,, which we observe here. Conversely, the above data suggests that
silver and MoS; follow the traditional Schottky-Mott rule, leading to the formation
of a small Schottky barrier of ~0.26 eV. Given that the energy barrier is about 10k, T,
very few electrons can be extracted out of the pn heterojunction when silver is used
as a back contact, leading to very low IQEs. By taking into account just the active
layer (dashed lines), we see that gold is ~ 2X better as an electronic contact than

silver.

Finally, we examine the role of vertical carrier collection on the I-V characteristics
of the two devices (Figure 4.7e and f). In the case of gold, we see purely an
enhancement of the short circuit current with vertical carrier collection. On the
other hand, vertical carrier collection for silver drastically increases both the short
circuit current density and the open circuit voltage. This phenomenon is consistent
with the previously described nature of gold (Ohmic) and silver (Schottky) contacts.
Namely, on silver in the absence of a transparent top contact, due to both the
Schottky barrier and the large in-plane propagation distance, carriers are collected
with poor efficiency leading to a small /;.. Consequently, a high recombination
rate of the generated carriers which are inefficiently extracted leads to small V.
values. On the other hand, even in the absence of a top transparent electrode, gold

enables efficient extraction of electrons from the pn heterojunction as an Ohmic



99

contact. Thus, the short circuit current and open-circuit voltage in gold are higher
compared to the silver back contact, even in the absence of a transparent electrode.
When introducing few-layer graphene as a transparent top contact, the propagation
distance is significantly reduced in the silver device and carriers can be extracted
with much higher efficiency, leading to a large enhancement of both the current and
voltage. Whereas for gold, the few-layer graphene enhances the already high carrier
collection (yielding larger /;.) but only has a negligibly small enhancement effect
on the open-circuit voltage. Overall, these results demonstrate that vertical carrier
collection plays a crucial role in high photovoltaic device performance in van der
Waals heterostructures.
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Figure 4.8: Absorbance and EQE of thick and thin PN heterojunctions. a Exper-
imentally measured absorbance (blue) and EQE (red) of the thin pn heterojunction
(1.5 nm FLG/4 nm WSe;/5 nm MoS,/Au). b Same as in a except for a thick pn
heterojunction (11 nm hBN/1.5 nm FLG/4 nm WSe»/9 nm MoS;/Au).

Thickness dependence on charge collection efficiency

As a final point of analysis, we briefly examined the effect of thickness on IQFE 4.y
under vertical carrier collection. We compared the optoelectronic characteristics of
a thicker pn heterojunction (11 nm hBN/1.5 nm FLG/4 nm WSe,/9 nm MoS,/Au)
with a thinner pn heterojunction (1.5 nm FLG/4 nm WSe,/5 nm MoS;/Au). The
experimentally measured absorbance and EQE are plotted in Figure 4.8 for reference.
By normalizing out the differences in absorption between the pn junctions, we see
a somewhat surprising result when we analyze the active layer IQE (dashed lines,
Figure 4.9). In particular, despite the roughly 50% more length in active layer

thicknesses (13 nm vs. 9 nm) and qualitatively different absorbance and EQE



100

spectra, the thick pn junction exhibits nearly the same active layer IQE compared
to the thin pn junction. In fact, it appears to be slightly more efficient, but this
is within the error bar of the measurement and simulations (6IQE/IQEy ~ .07,
see section 4.5 for details of errors). This observation is corroborated with the
experimentally derived IQE (dotted curves, Figure 4.9), which has nearly the same
spectrum between the two thicknesses, but differ in magnitude due to differences
in parasitic absorption. This result suggests that in the ultrathin limit (~10 nm)
of van der Waals heterostructures with vertical carrier collection, the IQE has
a weak dependence on active layer thickness. This weak dependence may be
due to a combination of increased scattering competing with charge transfer, [26,
228] tunneling, [57, 101, 218] and exciton quenching [15, 20] effects as the vdW
heterostructure becomes thicker. The exact role of each of these effects, as well as
possibly other effects, will require a new theoretical framework and experimental

measurements to analyze their relative contributions to charge collection efficiency.
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Figure 4.9: Thickness dependence on charge collection efficiency. The estimated
active layer (dashed lines) and experimentally derived (solid dots) internal quantum
efficiency of the thin pn junction device (1.5 nm FLG/4 nm WSe,/5 nm MoS,/Au,
green) and the thick pn junction device (11 nm hBN/1.5 nm FLG/4 nm WSe;/9 nm
MoS;/Au, purple).

4.9 High Photovoltaic Quantum Efficiency Outlook
Our results suggest important challenges that must be addressed to enable high pho-

tovoltaic efficiency. For example, despite the usefulness of gold as an electrical back
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contact, we found from electromagnetic simulations that it accounts for nearly 20%
of the parasitic loss in the heterostructures reported here. Schemes using optically
transparent carrier selective contacts could be used to avoid this parasitic optical
loss. Another open question is the role and importance of exciton dissociation and
transport. Indeed, the large exciton binding energies in transition metal dichalco-
genides (~ 50—100 meV in the bulk) [92, 169] suggests that a significant exciton
population is generated immediately after illumination. However, it is not yet clear
whether such an exciton population fundamentally limits the internal quantum effi-
ciency of the device, posing an upper limit on the maximum achievable EQE in van
der Waals materials based photovoltaic devices. Finally, the problem of open-circuit
voltage must also be addressed. For example, the type-II band alignment between
ultrathin MoS; and WSe; suggests a renormalized bandgap of ~ 400— 500 meV,
[85] given by the minimum conduction band energy and maximum valence band
energy of the two materials. In accordance with the Shockley-Queisser limit, this
would severely reduce the maximum power conversion efficiency attainable by a
factor of ~3. Therefore, to achieve higher open circuit voltages, a monolithic device

structure may be required to avoid low energy interlayer recombination states.

However, our results described here also suggest a different approach in addressing
the optical and electronic considerations for ultrathin van der Waals heterostruc-
tures when compared with conventional photovoltaic structures. For example, our
observation that ultrathin van der Waals heterostructures can be optically treated as
a single effective medium is a regime of optics that is uncommon for the visible to
near-infrared wavelengths analyzed in photovoltaic devices. Likewise, our obser-
vation of weak thickness dependence of the charge collection efficiency represents
a realm of electronic transport that is also quite unconventional and unexplored
when compared to traditional photovoltaic structures. Thus, the combination of the
above observations may enable entirely different photovoltaic device physics and

architectures moving forward.

To summarize, we have shown that external quantum efficiencies > 50% and active
layer internal quantum efficiencies > 70% are possible in vertical van der Waals
heterostructures. We experimentally demonstrated absorbance > 90% in van der
Waals heterostructures with good agreement to electromagnetic simulations. We
further used the active layer internal quantum efficiency to quantitatively compare
the electronic charge collection efficiencies of different device geometries made with

van der Waals materials. By further reducing parasitic optical losses and performing
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a careful study on exciton dissociation and charge transport while simultaneously
engineering the band profiles and contacts, van der Waals photovoltaic devices may
be able to achieve external quantum efficiencies > 90%. Our results presented here
show a promising and exciting route to designing and achieving efficient ultrathin

photovoltaics composed of van der Waals heterostructures.

4.10 Appendix

Diode Equation Fitting

A diode model is commonly used to examine the characteristics of photovoltaic
devices. Here, we assume a single diode model with a series and shunt resistance

as a simple model to understand the photovoltaic device characteristics

M)_1)+ﬂ_

I 4.4
nk,T Rgp, L 4

I(V) = Lark (exp (
where 1;,,« 1s the dark current, ¢ is the fundamental charge constant (1.602 X 10719
C), n is the ideality factor, k;, is the Boltzmann constant (1.38 x 10( — 23) J/K), T
is the thermodynamic temperature (300 K, for this case), R; is the series resistance,
Rgj, 1s the shunt resistance, and I is the generated current from the photovoltaic
effect under illumination. Here, V is the applied voltage and / is the measured
current. At short circuit, V =0 and / = /.. Thus,
—qus) 1) IR

-, 4.5
nk,T Ry, S .5

Ir = Laark (GXP (

For the case Ry = 0, we recover the usual expression I} = —I;.. We use the
above two expressions along with the measured short circuit current /. to perform
a four parameter (n, 44,1, R, Rsp) fit to the open circuit voltage V,. and the power
conversion efficiency 7 = Pgevice/ Pinpur as a function of input power. Here, we have
explicitly measured the input power of the laser illumination. The fitted parameters
are listed in Figure 4.4b and Figure 4.4c in the main manuscript, and are used to
generate the dashed lines in those plots. Note that we use the same fitted parameters
for both data sets. It is also important to note that by fitting the parameters under
illumination at various powers, we expect the fitted parameters to represent primarily
the device characteristics that are probed by laser illumination, and not all the other

devices that are in parallel (which would be the case if we fitted to the dark IV).
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Figure 4.10: a Estimated 1 Sun AM 1.5G power conversion efficiency of the device
measured in Figure 4.3 and Figure 4.4 as a function of estimated active area. The
blue line corresponds to a 30 x 30 um? estimated active area used for the plotin b. b
The estimated J-V curve of the device studied in Figure 4.3 and Figure 4.4 in the dark
(black line) and under 1 Sun AM 1.5G illumination (blue) assuming a 30 x 30 um?
active area. Estimated device characteristics are in the bottom right-hand corner of
the plot.

Simulated AM1.5G and Effects of Active Area on Efficiency Estimation

To estimate the power conversion efficiency under AM 1.5G illumination for the

particular device, we use the expression:

800 nm
Iy = —CIA/ EQE.,p()Sami 56(A)dA (4.6)
400 nm

where ¢ is the fundamental charge constant (1.602 x 107'° C), A is the estimated

active area, EQE,,, is the experimentally measured EQE for the device, and S 4156

257" nm™1). Using the above fitted

is the solar photon flux (in units of photons m™
parameters and the calculated /., we can simulate the /(V) characteristics of the

device. We take J(V) = I(V)/A and calculate the power conversion efficiency 7 as

J,V,
n= L (4.7)

S (%) Sami.56(A)da

where J,,,, V,, is the current density and voltage at the maximum power point, re-
spectively, and the denominator of the above expression represents the total incident
power of solar irradiation (§ = /000 (%) Sam1.56(A)dA = 1000 W m~2). We plot this
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as a function of estimated active area A in Figure 4.10a. Note that with increasing

estimated active area, we observe an increase in the power conversion efficiency.

Here, the active area effectively reduces the dark current density Jyux = lguri /A
for increasing A, and therefore leads to a concentration-like effect on the power
conversion efficiency. Thus, there is a logarithmic dependence of 1 on the active
area A and therefore 1 varies weakly with A. Moreover, the above analysis for A also
allows us to estimate the appropriate area for the simulated device performance, as
this is not the area under illumination, but rather the area from which dark current,
series resistance, and shunt resistance contribute to the total measured current (i.e.,
the total sample size). We estimate this area to be in the range of 20> — 40 um?
from the optical image (Figure 4.2) and plot the J — V characteristics assuming a
30 x 30 um? active area below (Figure 4.10b). Typical photovoltaic figures of merit
are also shown. We achieve J,. >8 mA/cm? under 1 sun illumination. This value
depends only on the experimentally measured EQE and does not depend on any
fitting parameters, as evident in Equation 4.6. However, the expected V,. and FF
are sub-optimal, due to the type-II band alignment and high series resistance of
the device. Thus, despite having fairly large short circuit current densities, device
performance is limited primarily by the open circuit voltage and fill fraction, leading

to an overall predicted 4156 = 0.4%.

The above analysis differs from the typical experimental scenario where we estimate
the input power as P, ,,; = SA, where § =1000 W m~2 and A is the illumination
area. Thus, the experimental efficiency is given as 7 = Py, exp/Pinpur, Where
Pexp 18 the maximum power of the experimentally measured device. In the
experimental case, A is optimally the solar illumination area through some well-
calibrated aperture. [176] In this case, the power conversion efficiency is inversely
proportional to the estimated active area and therefore leads to larger J,. and n for
smaller A. This is a common source of error in estimating n for small devices,
as |on|/n = |6A|/A, with the error in efficiency 6n depending linearly with the
error in active area estimation 60A. Particularly for micron and nano-scale devices
such as in van der Waals materials, particular care must be taken to avoid errors in
measuring and calculating the power conversion efficiency, as discussed by Snaith
et al. in [176]. Here, we show a distribution of efficiencies based on our active area
estimation, leading to AM 1.5G power conversion efficiencies between 0.25% to
0.5%. For our above calculation methodology, we can derive the error dependence

to be roughly |on|/n ~ |6A|/A (';’:Z(T) where the extra factor of nk,T/(qV,.)
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comes from the dependence of n with an estimated V,., rather than Js.. The low
values of absolute efficiency and logarithmic dependence on active area using our
calculation methodology imply a weak dependence of the error on estimated active
area, and thus suggests our calculated performance is a reasonable estimate for an

experimental AM 1.5G measurement.
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Chapter 5

SPATIOTEMPORAL IMAGING OF THICKNESS-INDUCED
BAND BENDING JUNCTIONS

“Discovery consists in seeing what everyone else
has seen and thinking what no one else has
thought.”

— Albert Szent-Gyorgyi

5.1 Introduction

Band bending in semiconductors is a fundamental consequence of incomplete
screening of external fields and is critical to the operation of nearly every elec-
tronic and optoelectronic device. Its existence was theoretically proposed by the
works of Mott and Schottky [128, 171] who argued that the electrostatic landscape
must have electronic bands that “bend” to compensate the difference in Fermi levels
at an interface to minimize the overall free energy in the system. Mott also dis-

covered that a characteristic length scale for the band bending in semiconductors is

| T
Lp= fsfgkb (5.1)
q4*po

which is now commonly referred to as the Debye screening length, named after Peter

given by

Debye who discovered the same length scale earlier in electrolytes. [41] Lp usually
ranges from 10s of nm to a few microns, depending on the doping concentration
po and static dielectric constant s Here, € is the permittivity of free space, kT is
the thermal energy, and ¢ is the fundamental unit of charge. In most semiconductor
systems, the region where band bending occurs is referred to as the depletion or

accumulation region.

Layered van der Waals materials such as the semiconducting transition metal
dichalcogenides (TMDCs) are a unique system for studying band bending physics
because of their highly passivated surfaces and the ability to form a wide assortment
of heterostructures, which has enabled a variety of applications including transistors,
solar cells, optical modulators, metasurfaces, and lasers. [37,79, 143, 157, 190, 207]

Furthermore, these materials can be easily cleaved to yield layers over a wide range
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of thicknesses, ranging from a single monolayer to 100s of nm. The heterogene-
ity in sample thicknesses produced during mechanical exfoliation has led to novel
‘thickness’ junctions, i.e., junctions formed from the difference in quantum con-
finement in few-layer thick samples. [72, 185] Apparent thickness junctions have
also been formed with materials whose thicknesses are thicker than the quantum
confinement regime [146, 216], however, the mechanistic explanation for charge

carrier separation for this regime of thicknesses remains unclear.

Further, despite considerable research on layered materials in the atomically thin
limit in recent years, there has been to our knowledge no direct observation of ‘verti-
cal’ band bending (i.e., in the direction perpendicular to heterostructure interfaces).
This is primarily due to the weak out of plane as opposed to in-plane transport in
layered materials and the difficulty to probe buried interfaces. Meanwhile, direct
observation of band bending can be used to estimate depletion widths, interface
barrier heights, and consequently be used to deduce the electrostatic landscape and

performance of the corresponding device.

In this chapter, we show evidence for the first direct measurement of vertical band
bending in a MoS;-Au interface. We directly observe correlations between the thick-
ness and surface Fermi levels in samples with identical electronic bandstructures
and preparation methods and find that the MoS;-Au interface results in a strong
electron transfer to the MoS; layer. The direct observation of a surface potential
difference between materials with differing thicknesses suggests that a new type of
homojunction, arising solely from the differences in thickness and band bending,
can be used to separate charge carriers. We directly observe this charge carrier
separation spatiotemporally by utilizing scanning ultrafast electron microscopy and
corroborate these observations with numerical simulations. The electrostatic land-
scape of materials that are comparable to or thinner than their electrostatic screening
length can therefore be carefully tailored by control of their thicknesses, interfaces,

and local geometry.

5.2 Correlation between Electronic Properties and Thickness in Ultrathin
Semiconductors

To examine the interplay between interfaces, thicknesses, and band bending, we

first consider theoretically a semiconductor on a metallic substrate surrounded by

vacuum and solve Poisson’s equation

Je

Vip=-= (5.2)
€
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Figure 5.1: Thickness-dependent surface potentials due to vertical band bend-
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