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ABSTRACT

The first main result of this thesis is the proof of the superconvexity of the heat
kernel on hyperbolic space. We prove a conjecture of Bernstein that the heat kernel
on hyperbolic space of any dimension is supercovex in a suitable coordinate and,
hence, there is an analog of Huisken’s monotonicity formula for mean curvature

flow in hyperbolic space of all dimensions.

In the second part of the thesis, we construct an ancient solution to planar curve
shortening. The solution is at all times compact and embedded. For t <« 0 it is
approximated by the rotating Yin-Yang soliton, truncated at a finite angle a(t) = —t,

and closed off by a small copy of the Grim Reaper translating soliton.
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Chapter 1
INTRODUCTION

1.1 Motivation and history

Mean curvature flow is a generalization of curve shortening flow and they can both
be defined for a family of smoothly embedded hypersurfaces: [Mean curvature flow]
For a family of smoothly embedded hypersurface (M;);c; in R” is moving by mean

curvature if
(x)t = H(x)

forallx € M; andr € I, I C Ris an open interval. Here, (x;)* is the normal part of
the velocity and H (x) is the mean curvature vector of the hypersurface M, (curvature
vector of a curve if the M; is a family of smooth curve). As summarized in (T.
Colding, W. Minicozzi, Pedersen, et al., 2015), mean curvature flow is a nonlinear
partial differential equation for the evolving hypersurface that is formally similar
to the ordinary heat equation, with some important differences. Mean curvature
flow behaves like the heat equation for a short time with the solution becoming
smoother and small-scale variations averaging out. However, after more time, the
nonlinearities dominate and the solution becomes singular. To understand the flow,

one must understand the singularities it goes through.

Therefore, there is a type of solutions that plays the key role of understanding the
flow: Solitons. Those solutions are characterized by being self-similar under the

flow and they are very useful for understanding the singularity of the flow.

From the point of view of geometric variational problem, mean curvature flow is
the negative gradient flow for area. There is another important tool called Huiskin’s

monotonicity formula.

If {Z:}/e[0,r) is a mean curvature flow of n-dimensional complete submanifolds
¥, ¢ R™! and M, has polynomial volume growth at infinity, then, for ¢y € (0, 7],
po e R and 1 € (0, 1),

d
E‘/(Dn(XQ,to)dVOIzt(p) <0

and the inequality is strict unless %, is a shrinker. Here, ®,,(xo, #o) is the heat kernel



defined as

1 _ |x—x0|2

e t()—t
2n(tg — t)"/2

D, (xo, 20) (x, 1) =

1.2 Structure of the thesis
In (Bernstein, 2007), Bernstein proved an analogue of Huisken’s monotonicity

formula on Hyperbolic space (2.2) for small n and conjectured it for all dimensions.

In the first part of this paper, we use observations from (Davies and Mandouvalos,
1988) and (Yu and Zhao, 2020) to prove a convexity estimate for heat kernels on
hyperbolic space and to show its application to mean curvature flow as explained in
(Zhang, 2021).

In (Daskalopoulos, Hamilton, and Sesum, 2010) Daskalopoulos, Hamilton, and
Sesum showed that any compact, convex, and embedded ancient solution to Curve
Shortening in the plane is either a shrinking circle or the ancient paperclip solution.
Qian You et.al.(You, 2014; Angenent and You, 2021) showed that there exist many
other ancient solutions that are either embedded and not compact, or otherwise
compact, convex, but not embedded. Therefore, it would be interesting if we
can construct an ancient solution to Plane Curve Shortening that is embedded and

compact at all times, but not convex.

In the second part of this paper, we are going to use gluing method to glue two
solitons of Plane Curve Shortening and use perturbation method to construct an

ancient solution with the desired properties.



Chapter 2

SUPERCONVEXITY OF THE HEAT KERNEL ON
HYPERBOLIC SPACE WITH APPLICATIONS TO MEAN
CURVATURE FLOW

2.1 Introduction

Throughout this chapter, let H" be the hyperbolic space of dimension n and let
H,(t, p;to, po) be the heat kernel on H" with singularity at p = pg at time ¢ = 1.
Thus, H, is the unique positive solution to

{ (& - Aw) Hy =0 fort > 1o,
limy |, Hy, = 6.
By the symmetries of H", there is a positive function K, (¢, p) on (0, o0) X (0, c0)
such that

Hy(t, p; 1o, po) = K(t — 1o, distgn (p, po)) > 0,

where p = distgn (p, po) is the hyperbolic distance between p and py. As remarked
in (Bernstein, 2007), although K, can be explicitly computed, the formulas become

unmanageable for large n; see (Davies and Mandouvalos, 1988) for more details.

In this short note we use observations from (Davies and Mandouvalos, 1988) and

(Yu and Zhao, 2020) to prove the following convexity estimate for K,,.

If o = cosh p, then K, is superconvex in o, i.e., forany t > 0 and p > 0,

i RS
—logk, = —| logk . 2.1
do2 B (sinhp (9p) 0g K> 0 @1

Observe that by the chain rule (2.1) is equivalent to
0} log K, (1, p) = coth(p)d, log K, (1, p) > 0. (2.2)

In (Bernstein, 2007), Bernstein proved (2.2) for small n and conjectured it for all n.

Hence we confirm this conjecture in Theorem 2.1.

In (Ishige, Salani, and Takatsu, 2020), Ishige, Salani and Takatsu prove that the heat
kernel H, (¢, -; 0, po) = K, (¢, distgn (-, po)) is a log-concave function on H" for ¢ > 0
and po € H". Equivalently, for p > O and ¢t > O,

(93 log K, < 0 and coth(p)d, logK, < 0.
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However, Theorem 2.1 says that, performing a change of variable by o = cosh p,
K, is a log-convex function of o € (1, c0) for r > 0. As a consequence of 2.2 and

(Ishige, Salani, and Takatsu, 2020), one gets
0> 83 log K,, > coth(p)d, log K,,.

The proofs in (Ishige, Salani, and Takatsu, 2020) employ standard ODE theory and
maximum principle while our proof of Theorem 2.1 uses an effective expression
of the heat kernel in (Davies and Mandouvalos, 1988) (see Lemma 2.2) and some

basic fact for function sirﬁlp in (Yu and Zhao, 2020) (see Lemma 2.2).

We also give an application of Theorem 2.1 to the mean curvature flow in hyperbolic
space. We say an n-dimensional submanifold £ ¢ H"** has exponential volume
growth, provided that there is a constant M > 0 and a point pg € H"* so that for
any R > 0

Vol (SN BE ™ (po)) < MR,

where BH;IM (po) is the (open) geodesic ball in H™** centered at po with radius
R. As noted in (Bernstein, 2007, Remark 1.2), we can use Theorem 2.1 to extend
(Bernstein, 2007, Theorem 1.1), an analog of Huisken’s monotonicity formula
(Huisken, 1990) for mean curvature flow in hyperbolic space in low dimensions, to

higher dimensions.

If {Z;}/e[0,7) is a mean curvature flow of n-dimensional complete submanifolds
¥, C H™* that have exponential volume growth, then, for 7y € (0,T], po € H+k
and 7 € (0, 19),

d .

pr s K, (to — t, distgasx (p, po)) dVols,(p) <0

and the inequality is strict unless %, is a minimal cone over py.

In (Bernstein, 2007), Bernstein introduced a notion of hyperbolic entropy for sub-
manifolds in hyperbolic space, which is analogous to the one introduced by Colding-
Minicozzi for hypersurfaces in Euclidean space (T. H. Colding and W. P. Minicozzi,
2012). Using Corollary 2.1 and some observations of (Bernstein, 2007), one may
adapt the arguments of (Jacob Bernstein and Wang, 2016; Jacob Bernstein and
Wang, 2017; Jacob Bernstein and Wang, 2018; Jacob Bernstein and Wang, 2020;
Ketover and Zhou, 2018; Zhu, 2020) to prove that closed hypersurfaces in hyperbolic

space with small hyperbolic entropy are simple in various senses.

Another consequence of Corollary 2.1 is that the second part of (Bernstein, 2007,

Theorem 1.5) (i.e., “If, in addition, X is minimal and n < N...") holds true for all
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dimensions n. Thus there is a natural relationship between the hyperbolic entropy of
an asymptotic regular submanifold of hyperbolic space and the conformal volume of
its asymptotic boundary, which is analogous to the relationship between the entropy
of an asymptotically conical self-expander and the entropy of its asymptotic cone
(Jacob Bernstein and Wang, 2021, Lemma 3.5).

2.2 Proof of Theorem 2.1

Set o = cosh p. Let
filp) ==L~ forp>0
sinh p
and
d' fi

dfi !
fir1(p) = e (-1 Tl for p > 0.

It is shown in (Davies and Mandouvalos, 1988) that
_n _w, _p_z
Ky(t,p) = (4nt) 2”7 Te” T ay(t, p)

and a, (1, p) satisfies the following recurrence relation:

day
oo

ay = fla'n—Z -2t

As H! is the one-dimensional Euclidean space, we have

2

Ki = (4n) 727,

soaj = 1.

Using the definition of f; and the recurrence relation for «,, Davies and Mandou-

valous prove the following properties for f; and «,, for odd n.

[(Davies and Mandouvalos, 1988)] The following is true:

1. Foreach ! > 1, f; is positive and decreasing.

2. Forallm > 1,

m—1
Wil = Z t'Pi(fi, fas- s fm) > 0,
i=0

where P, ; are all polynomials with nonnegative coeflicients.



We will also need the following fact proved by C. Yu and F. Zhao.

[(Yu and Zhao, 2020, Proposition 3.1)] For all [ > 1,

d ( Ji
i)

We are now ready to prove Theorem 2.1.

[Proof of Theorem 2.1] By (Bernstein, 2007, Proposition 2.1), it is sufficient to
prove the claim for odd n > 3. To that end, suppose n = 2m + 1 for some m > 1.

We first compute 9, log K, (¢, p):

0,K,
0plogK, = K,
and ) ,
0p Ky = (47‘[1)_%6_(”_41) ! (—%an + apan) e
Thus o 5
5%t 0p@n  p
0,log K, = ta—” =-7 + 0, log ay,.

Then we differentiate the above identity with respect to p:
52 logKy =~ + 21
p 10g Kn = =7+ 0, log .
Thus, using the chain rule,
sinhz(,o)é?fr log K, = 85 log K, — coth(p)d, log K,

1 ) p
= (—— +0, log a/n) — coth(p) (_Z +0p log “")

2t
th(p) — 1
_ % + ((‘)g log @, — coth(p)d, log an)
th(p) — 1
= % + sinhz(p)()g log ).

Using x > tanh(x) for x > 0, it is easy to see that the first term is always positive

and independent of n. Therefore, it suffices to show that
d2loga, =0

forn =2m + 1. Since

(ag-a'n)a'n - ((90-0’,,)2

a;

d%loga, =




it would be sufficient if we proved the following claim:

def

A, (aza/n)an (Oyan)? >0 forn=2m+1.

To see this, we need to use Lemma 2.2 and Lemma 2.2 to compute the o--derivatives

of @, where n = 2m + 1 for some m > 1. Since

m—1
@il = Z ' Ppi(fio -, fn)
i=0

it follows that

2
m—1 m—1 2 m—1
— l 1 5 _ 1 5
A2m+1 = [lemz Zl do? [Zt do
i=0 i=0 i=0
~ 2’"22 y Z d*Ppp APy dPugp
" " do? do do
i=0 a+p=i

To show A»,,+1 > 0, it is sufficient to show that foreach 0 < i < 2m -2

B dgf Z dsz,ﬁ _ APy dpmﬁ >0
i , do do do —
a+p=i
0<a,f<m-1

By Lemma 2.2, we know that P,, ,(y1, -, Ym) is a polynomial in yy, - -, y, with
nonnegative coefficients, so we can assume that

_ J1 J
Pm,r()’l"" ,ym)— Z am,r,j|~--jmy1 .”ymm’
Ji s jm20

where all a,, , j,...;,, = 0 with only finitely many nonzero. Then, applying chain
rule, one gets

dpP,,. LA _1dfs 5
d:_r _ Z Amr i Zfljl .. ( WE ) r{z

jls"' ,ijO s=1
m
_ ]1 ]m . fY+]
- am,r, JijmJ1 T m —Js f
J1sjm=0 s=1 s

and from P, , > 0 and Lemma 2.2, one gets

2
d’P,,, i im O fonl
W: E Am,r,jr-jmd1 " Im § —Js 2

Ji s Jm=0 s=1
m
J1 Jm d H fS‘+1
+ Am,r,j1jm 1 " Im do —Js f
Jlae im0 =1 s

> Z Am,r,j- Jml : ﬁjm (Zm: le) .

jlv"'sjm>0 s=1



Now, we realize that we can symmetrize the expression of By, ;:

d Pm,B dsz,a de,a/ de,ﬁ
ZBmi: Z Pma/ +Pmﬂ d0'2 -2 do do
a+p=i
0<a,Bp<m-1

and from the previous computation we know that

Co d*Pup . p d*P,, o 5 P dPup
mbaf = Ema g T g2 do do
' im k . 1
> Z Amajijmty " o Z Ampkrkn ] fon (Z —ky ;;’ )
J1e s jm=0 ki, k>0 s=1 s
.m . l m
+ Z Am,a,j1 - jm 1“111 (Z‘]s;:) ( Z Am,B.ky - kf fnlj)
Jts jm20 s=1 § ki, k>0
m +
-2 Z Am,a,j) - jml ) fj (Z_]s} )
jl"“ajm>0 §
Ky ﬁ+1
x| D0 amprrkn £ £ Z —k,
ki, kyn=0

j1+k| ] +kn
2 Z Z Am,a,ji - jmAm,Bki -k f e %

Ju s jm20 ke k20

[ s s

s=1 s=1 s=1

Therefore, by completing squares and the facts that f; > 0 and a,,4,,...;,, = 0 and

Am B ki -ky, = 0, we conclude Cy, ;. > 0 and prove the claim.



Chapter 3

NONCONVEX ANCIENT SOLUTIONS TO CURVE
SHORTENING FLOW

3.1 Introduction

Our construction begins with the Yin—Yang soliton, i.e. the rotating soliton that is
invariant with respect to reflection in the origin—see Figure 3.1 (left). This spiral
shaped curve divides the plane into two congruent parts, and under Curve Shortening
evolves by rotating with unit speed in the counterclockwise direction. Each of the

two branches of the Yin—Yang spiral is a graph in polar coordinates, given by
r=(0+%, r=0-3%

respectively. The Yin-Yang spiral is asymptotic to a Fermat spiral which in polar

coordinates is given by r = aV@. The Yin-Yang curve satisfies

(6) =20+ (07, '(0) = %2_6 L@ (Boe). G

We review the properties and derive expansions for in section A.1.

The Yin—Yang soliton is itself an example of an embedded ancient (and in fact
eternal) solution. It is however not compact. Our goal in this paper is to construct
a compact embedded ancient solution which, for # — —co converges to the rotating
Yin—Yang solution. In section 1 of this paper we construct an approximate solution
to CSF, by truncating the Yin—Yang solution at polar angle a(7), and connecting
the two ends with a small cap whose shape is approximately that of a rotated and

rescaled copy of the Grim Reaper soliton. See Figure 3.1 (right).

To determine how to choose the angle a/(f) we estimate the speed V of the cap at
time 7. Since the cap is approximately a Grim Reaper, its speed is related to its width

w by V = n/w. The width w is approximated by
wx (a(t)—t+5) = (a(t) -1 - 5) =~ (a(t) - 1) 7,

so that the cap moves with speed
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R(O)

Figure 3.1: Left: The Yin Yang soliton in polar coordinates. Right: The Truncated
Yin Yang soliton at time ¢ < 0. The bulk of the curve consists of an initial segment
of the Yin—Yang curve rotated counterclockwise by an angle ¢, which has two ends.
These ends are connected by a small cap in the shape of a translating soliton (the
so-called “Grim Reaper”) located at polar angle 8 = —t.

On the other hand, far away from the center, the arms of the Yin-Yang spiral are
close to circular. The cap, which moves with angular velocity —a’(z) along a near
circle with radius (a(t) — 1), therefore has velocity V ~ —a’(t)(a(t) —t). It follows
that @’(¢) ~ —1/(’). Since the asymptotics (3.1) imply ’ ~ 1, we end up with

a' (t) =-1+o0(1), a(t) =—-t+o(t). (3.2)

For any ¢ < 0 we let Q(¢) c? be the region given in polar coordinates by
Q1) = {(rcosa,rsme) lt<0<-1, (0-1-%)<r< (9—;+g)}. (3.3)

We will call the boundary curve dQ(¢) the truncated Yin-Yang curve. It consists of
a segment of the rotating Yin-Yang curve and a straight line segment that connects

the two ends at 8 = —t.

Main Theorem. There exists a compact ancient solution {C(¢) | t < 0} to Curve
Shortening which for t — —oo is uniformly close to the truncated Yin-Yang curve
in the sense that if A(¢) is the bounded region enclosed by C(7) then!

Area(A(H)aQ(1)) < 1|71 (1 — —)

for every 6 > 0.

IFor two sets A and B we denote their symmetric difference by AAB = (A \ B) U (B \ A).
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The construction follows a pattern similar to the construction of ancient solutions
in (Angenent and You, 2021; You, 2014), namely, construct a sequence of “really
old solutions” {,,(¢) | —n < t < ty} of Curve Shortening and extract a convergent
subsequence whose limit is the desired ancient solution. In section 3.2 we first
construct an ancient approximate solution {.(7) | —oo < ¢t < 0} of Curve Shortening,

i.e. a family of curves for which

to
/ / |V — k| ds dt < . (3.4
—00 *(t)

Then we consider a sequence of solutions {,(¢) | —n < t < ty} of Curve Shortening
whose initial curves ,,(—n) are chosen increasingly close to the approximate solution
«(—n) at time —n, in the sense that the area between .(—n) and ,(—n) tends to zero
as n — oo. Arguing as in (Angenent and You, 2021; You, 2014) we observe that
the area between the solutions ,(¢) and the approximate solution .(#) is bounded
in terms of the “error” and the area between the initial curves .(—n) and ,(—n).
Since the curves we deal with in this paper are not graphical the area estimate is a
bit more complicated than in (Angenent and You, 2021; You, 2014). In section 3.3
we present a more general estimate that generalizes the Altschuler-Grayson (S. J.
Altschuler and Grayson, 1992) area bounds for Space Curve Shortening. Finally, in
section 3.4 we show how this bound allows us to extract a convergent subsequence
of the very old solutions ,(#), and provides enough control to conclude that the

resulting limit satisfies the description in the Main Theorem.

In appendix A.l1 we recall the derivation of the Yin-Yang soliton, and obtain its

asymptotic expansion at infinity.

3.2 Construction of the cap

Parametrized curves and the Curve Shortening deficit

An evolving family of curves is a map X : x(tg, #;) —> for which X,(t,p) # 0 for
all (p, t). For such a family we define

d 1 d

s IIX,(t,p)ldp

The normal velocity and curvature of the family X are

Xpp JX,,>
IXp 12" X1

ds = ||X, (2, p)|l dp,

V =(X;,JX;), Kk = (X5, JX5) = <

where J =0 -1

10 represents counterclockwise rotation by 5. By definition, the parameterized
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family of curves X satisfies Curve Shortening if V = k. If it does not, then we

measure the “discrepancy with curve shortening” in terms of the form

X
<Xr __rr JXP>

|V —«k|ds = ,
1X, 112

dp. (3.5)

The error is obtained by integrating this form over the curve and in time.

We write 1 = (1,0), 2 = (0, 1) for the standard basis for 2. In this basis counter-

clockwise rotation by 6 is given by

e = cos6 — sin @ sin 6 cos 6.

We will use the rotated frame {1(0),2(8)} = {e?/1, ¢%/2}, which satisfy

1'(0) =2(6),  2/(0) = —1(8).

Z or (u,v)-coordinates
We expect the tip of the ancient solution to be located near the point R(z)1(—7), and

to have width ~ R~!, where
R = R(t)(-21).

Thus we introduce new, time dependent, coordinates Z = ul + v2 related to the

cartesian coordinates X = (x1,x;) via

X=e"{R1+R'Z}, ie. Z=R{e”"X - R1}. (3.6)

The inner and outer Yin-Yang arms
The region on one side of the Yin-Yang curve is foliated by rotated copies of the

curve. At time ¢ € the leaves of this foliation are parametrized by
Y(0,t,y) = (0 —t+y)1(6) (3.7)

where y € [-r/2, 1/2] determines the leaf, and 6 € (¢ — y, o) is the polar angle on
the leaf. The inner and outer arms of the region that contains our ancient solution

correspond to y = +7/2. See Figure 3.2.

Lemma
For any M > O there is a f); < 0 such that if ¢+ < 1, then the segments of the
Yin-Yang leaves Y (6,1, y) with |6 + {| < Mt~ !InT are graphs in (u, v) coordinates
of the form u = U, (¢, v), at least if # < tj,. Moreover, the functions U, (¢, v) satisfy
y2+v2 =2y

> + (7729, (3.8)

Uy(t,v) =y -
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p=+71/2

p=-11/2

outer region

_cap

;
cap with
correction

inner region

-t X,

A
&
Figure 3.2: Left: The (u, v) coordinates. Right: The Yin Yang foliation at time
t=0.

where 7 = —4¢. We begin with the defining equations
@-t+y)1(0) =e{R1+R'Z} = {(R+u/R)1 +v/R2}. 3.9)
Multiply with e’/ on both sides:
(@—t+y)1(0+1)=R1+R'Z=(R+u/R)1+v/R2.

Here the left hand side is the polar form of the right hand side. Under our assumptions

R?> ~ tand |u| < 7,50 1 +u/R? > 0, and hence we have

u® +v? v/R?
0+t = arctan —————

IR R (3.10)

O—t+y)>=R*+2u+

Since a — («)? is a monotone function, the first equation in (3.10) can be solved

for y. Using the asymptotic expansion in section A.1 we get
20—t +y) =2 +272 4 (7H), (3.11)

where = (8 — r + y). Replace 2 by the expression in (3.10), to get

u?>+v2 42

200-t+y) = R*+2u+ ot (2R7%).

To eliminate § we expand the second equation in (3.10),

0+t = %+ (2R™).



Hence
2y =2(0 —t+y) —2(0+1) +4t (-4t =1)
2.2
+ve-2v+2
=R -7+ 2u+— sz TS (2R,

Expand R = R(t) = (-2t) in powers of 7 = —4¢ using (A.7):
R? = (—2t)2 =7 (1 —2r %+ (7_3))

and substitute this in (3.12) to get

2 2_2

2y =2u + - Yy (R7™H).
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(3.12)

By assumption we have |z| < InT and R ~ /7, s0 z2R™* = (772*%) for any 6 > 0.

If 7 is sufficiently large then the above equation has a unique solution u = U, (¢, v)

with

w=y- (@) =y~

2T 2T

General ansatz for the cap

We now construct the cap by assuming that it is given by

X(t,p) = e"J{Rl + SZ(t,p)}, with R(1)(=2t), &(t) =

and by computing its deviation from Curve Shortening (3.5)

X
(V = K)ds = (X, = Xoy, X, )ds = <Xt _ b pr> dpW, dp.

X117

u? +v% -2y y2+v2 =2y

+(77).

R(t)’

In the following computations it will be convenient to abbreviate

Ro(1) =" (-21),
so that R’(t) = —2Ry(1).

The space derivatives of X are
X,=e"ez, Xpp=eez,,.

The time derivative has a few more terms:

X, =e "V {-2Ryl —R2+&Z —eJZ +€Z}.

(3.13)
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Express W = (X, — pr/llXpllz, JX,) in terms of Z, keeping in mind that & = R,
2 Zpp
W=(e2Z - ——5.JZ,) —(1,Z))
1Z) |
+28Re(2, Z,) + £6'(Z,JZ,) — €XZ,Z,). (3.14)

We look for a cap in the form of a normal perturbation of the Grim Reaper curve,

1.e. we assume
Z(t,p) =G(p) + f(t, p)JG(p)+a2,

where « € is a constant and
G (p) = —arcsin(tanh p)1 — In(cosh p)2

is the arclength parametrization of the Grim Reaper.

For now «a can be any real constant. Later, when we compare the cap that we are now
constructing with the inner and outer Yin-Yang arms, we will be forced to choose
« = 2 to make the cap match with the inner and outer Yin-Yang arms. At this point

the choice @ = 2 does not seem obvious, so we leave @ undetermined for now.
Since G is an arclength parametrization G, JG, are unit tangent and normal to the

Grim Reaper. Specifically,

1
G,=- 1 — tanh p2.
P cosh p anip

The parametrization G (p) traces the Grim Reaper out from right to left. Further-

more, the curvature vector of the Grim Reaper is

1
coshp’

Gpp(p) = k(p)JGp, where k(p) =

Detailed computation of W on the cap
We have

Z: = fJG,
Z, =G+ f,JGp+ fIG,, = (1= kf)G, + f,JG,
JZ,=~f,Gp+ (1 —kf)JIG,
I1ZplI> = (1= k) + f; =1 =2cf + >+ f;
Zpp = —(kpf +2kf)Gp + (fop + k= K2 £)IG .
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Substituting in (3.14), and using « = 1/cosh p, we get
(6221,JZ,) = e*(1 = k) f;

<pr JZ>_(1—Kf)(fpp+l<(1—Kf))+l<pffp+2/<fp2
1Z, 112 P 1—2Kf+/<2f2+f§

(1,Z,) = —k(1 =« f) + fp tanh p.

Thus after substituting and expanding we find

+ fop = 22 = k[ fop + kpffp+ 6 f2+ 2k f5
1—2/<f+/<2f2+fp2

W:sz(l—Kf)ft—K + k(1 = «f)

(3.15)

—fytanh p — e%(Z, Z,) + 2eRg(2, Z,,) + £6'(Z, T Z,)).

We will choose f(t, p) so as to make W integrable in space and time. To find f we
linearize the expression for W and solve the resulting first order equation for f. It

turns out that one solution is of the form f(z, p) = t-'F(p) for a function F that is

of polynomial growth for |p| — co. We restrict our attention to the region
|p| < 2K InT, T>1, (3.16)

where K = 100 1s a fixed, largish, constant. We will assume that f and its derivatives

are bounded by
£+ 1 fol + | fopl + 71 fil 771 for |p| < 2K InT. (3.17)

Here, and in what follows, when we write estimates for remainder terms of the form

(t7m*9), the estimate is implicitly meant to hold “for all § > 0.”

The bound (3.17) will certainly hold if f(¢, p) = v~ F(p) for some function F(p)
for which F(p), F'(p), and F”(p) grow polynomially as p — +oo.

We now consider the many terms in (3.15) that add up to W. To begin, we have for
|p| < 2KInT,
e (1-«f)f; = (T,
and also
—Kf fop + Kpf fp+ 1 f2+2kf7
1=2cf + &2+ f7
It follows from Z = G + fJG, that

= (772*9) for any 6 > 0.

Z =G+a?2 + (T_1+6), Z,=G,+ (T_1+6).
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Hence, for [p| < 2K InT,
IGP)II < InT X2, 2,) = 17 G, G,) + (172)
ER(2.Z)) =T H2.Gp) + () es(Z.0Z,) = (+7).
In this computation we have used the expansions & = R(1)™! = (=2)~! = 771/2 4
(t73/2) and Ry =" (=21) = v~/ + (t73/?) that follow from the expansions of (6)
and ’(0) in section A.1.

So far we have

+ k(1 =«f) - fptanh p
p
+77 (2 -@)2-G,G,).

We can simplify the fraction (for |p| < 2K In 7) by using

(=2f + K22+ f7)?
1-2kf+K2f2+ f3

1
1-2kf+K2f2+ f7

= 142k f=K> f2—f+ = 142k f+(t73)

which implies

K+ fop — 262

=k + 262 f + 2% f + (T72) =k + + (t72%9),
1= 2kf +K2f2+ 2 S+ Jop f+(T7) fop + (7777

and hence

W =—fpp = tanh(p)fp = k*f + %((2 —a)2-G,Gp) + (172%).

Computation of the correction term

We look to perturb the Grim Reaper with a term of the form

Fp) = £

T

where F is a solution of
FF,, +tanh(p)F, + K’F = ((2 - a)2 - G, G ).
The linear operator can be factored

d? d 1 d 1
= E + tanh(p)— +

d cosh(p)
— ) = — O o —2oO
dp  cosh’(p) dp coshp dp P

while we also have

(2-a)2-G,Gp) = %((2 - a)2-1G,G),
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all of which allows us to solve the equation for F':

F(p) = —2 +Btanhp+/pCOShr((Z—a)Z—%G(r),G(r))a’r. (3.18)
cosh p 0

cosh p

It appears that the first term is of no use, so we set A = 0. The resulting function
F(p) is an odd function of p. We use the asymptotic behavior of ((2 — a)2— %G, G)

for large p to find an expansion for the integral as p — +oo.

Consider

P cosh
1/0 CC(())SShll;((Z—a)Z—%G(r),G(r))dr.

The explicit expression for G implies
(2,G(r)) = —1Incoshr
2

IG()I* = (Incosh r)2 + (arcsintanhr)2 = (Incosh r)2 + % +(e™) (r — o0).

To compute / we substitute A = In cosh p, u = In cosh r, which leads to

A
_ _ du
I:—/ et (2—04)/4+l,uz+”—2+(e )} —.
o { 2 8 } oo

The integrand is singular but integrable at u = 0. To deal with this singularity split

1
(1—e) =14 [(1-e™) 72— 1], with0 < (1 - e )72 -1 g —e 2.

Vi
Replacing (1 — e=2#)~1/2 by 1 therefore introduces an extra term that is bounded by

(e~). Hence we have
g 2
= (e - / e“_’l{(2 —a)u+ %,uz +5+ (e_“)} du
0

4 2
:(/136_/1)—‘/ e“_/l{(Z—cy),u+%,uz+%}dp

0
=B - {2-1+ 122+ 2+ {2-a)+ 2} - {1}

= IR (1l—)A-Z 1 —a+ (e
Thus, for large p we get
F(p)=B- %(lncoshp)z— (1-—a)Incoshp — %2+1 —a+(pPeP) (p — +00).
Since F(p) is an odd function we also have

F(p)=- {B —~ %(lncoshp)2 —(1-a)Incoshp — %2 +1- af}+(p3e_1’) (p — —o0).
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Applying this to Z = G + 7' F(p)JG p + a2 we get for the two components « and

vofZas p — *oo:

1 1
u(t, p) = — arcsin tanh p + —F(p) tanh p = % + ZF(p)tanh p + (e7P)
T T

1 F(p)

+a@=—Incoshp +a+ (pie?)
7 cosh p

v(t,p) = —Incoshp —

We can again eliminate p when p is large by using

Incoshp =—v+a+ (p2€_|p|), (p — £)
which leads to
v+ 2(l—a)v+n?/4+2(1 —a+B)
u(ta p) = +§ - 2T

+(IpPPely  (p - xe0) (3.19)

We now determine @ and B by matching (3.19) with the representation of the Yin-
Yang arms in (u, v) coordinates that we found in (3.8). Setting y = F7/2 in (3.8)
we find for the outer and inner Yin-Yang arms

24 +v? =2y

_7 —246
g _ /7Ty~ 3.20
u +2 > + (7 ) ( )

If |p| > £Int then pPeIPl = (77K/2%9) = o(72%9), and therefore the two expan-
sions (3.19),(3.20) match if
a=2and B=1. (3.21)

This choice of « actually simplifies the expression for F'(p) somewhat.

To summarize, we choose the cap to be given by

X(t,p) = e_”{R(t)l + ﬁZ(r,p)}
with e
Z(t,p) =G(p)+ gJGp(p) +22

and, from (3.18),

1 P coshr
F(p):tanhp—E/ CoshpllG(r)||2dr.
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Definition of the smooth interpolation of cap and arms

In the (u, v) coordinates, according to (3.8), the Yin-Yang arms are given by
u=U.(t,v) for |v| < 3KInT,

where we abbreviate U (¢, v) = Uiz /2(t, v). In the same (u, v) coordinates the ends

of the cap are given by (3.19) witha =2, B =1, i.e.
u = hy(t,v) for %Klnr <v<2KlInrt.

We constructed the cap so that both U.. and A. have the same asymptotic behavior,
namely,

Uy (1,v), hy(1,v) = £2 — %{%# v+ nz/s} + (1724, (3.22)

r
2

and

Choose a smooth nondecreasing function n :— with n(u) = 0 for u < %

n(u) =1 for u > 2, and define

ks(t,v) :U(é)Ui(t’V)"'{l_n( )}hi(l,v)

=U.(t,v) + U(ﬁ)(Ui(t’ v) — h.(t, v))

The graphs of these two functions are Z-coordinate representations of curve seg-

v
Int

ments that smoothly interpolate between the two ends of the cap and the two

Yin-Yang arms. The two segments are parametrized by
Xe(t,v) =e{R1+ R7'Z.(t,v)} with Z.(t,v) = ku(t,v)1 + 2.

It follows from (3.14) that the Curve Shortening Deficit for such curves is given by
(k = V)ds = W, dv with

Ko R
W, [k] = —R 2k, + —2 — k, + 22

RQ -2
— +2—(vk, —k)—R +kk,).
" % 3 (vk k) (v+kk,)

Derivative bounds for U., h., k.

Careful scrutiny of the construction of U, (t, v) and h. (¢, v) shows that the remainder
terms (772*°) in (3.22) may be differentiated. This implies that the functions U.
and h. satisfy

1
g+ [k + ko] 5 = < 77149 (3.23)
T
for %lnr < v < 2K In T, and large enough 7.

The derivatives of the gluing function n(v/In ) are

_ n’'(v/InT) _n"(v/InT) _4v'(v/In7)

i Int = ™7 (In7)2 "7 (In7)2
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so they are bounded by

-1
|77v| + |77vv| + |77[| < (11’17')
for %lnr < v < 2K In T, and large enough 7.
It follows that the interpolating functions k. = nU. + (1 — 1) h. also satisfy (3.23).
Estimating W, [ k.. ]

‘We show that
Wy [k]| s 772 (3.24)

holds in the region %K In7 < v < 2K In 7, for sufficiently large 7.

If k is any of the functions Uy, h., k. then we have

|kikyyl
1 + k2

< |k5kw| < T_3+6, R_zlkkvl < T_3+5, and — R‘2|k[| < T_2+5,

Furthermore |k| < 1, [vk,| < 77'*°, and Ry ~ R™' < v71/2 lead to

R
R_§|Vkv -kl g2

Hence R
W,[k] = kyy — ky + 27‘9 —vR72+ (72%)

holds for all six functions k € {Ux, hy, k. }.

To simplify our notation we drop the + subscript for now and expand the derivatives
of k =nU + (1 —n)h (with U = U.),

ky, =nU, + (1 -n)h, +1,(U - h),
kyy, =nU,, + (1 = n)hy, +21,(U — h), +1,,(U — h).

Since we have matched the two cap ends with the Yin-Yang arms, it follows from
(3.22) that the difference U — h and its derivatives are bounded by

U = hl+ (U = )| + (U = h)| s 7777
Together these inequalities give us the desired estimate for W, [ k. ], namely
WIk] =W[nU + (1 -n)h]
= U+ -mh),, - (nU+ (1 -n)h) + 2% — VR + (+729)

=gWIU] + (1 - )W[h] + (r7**)

— (T—2+5) )
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3.3 Area decreasing property of Space Curve Shortening

In 1991 Altschuler and Grayson (S. J. Altschuler and Grayson, 1992) observed that
for two solutions of space curve shortening the area of the minimal surface spanning
them is non increasing. Here we elaborate on this and prove a similar result without

using the existence of the minimal surface.

Moving space curves
For an immersed curve X :—" one defines the arc length one-form ds and the arc

length derivative d; of any quantity f :— by

of 1 df
ds = ||X,|| dp, and — = —.
g ds  |IXpllop

) X
The unit tangent and curvature of the curve are X = T - T and Xj;.
p

A moving family of space curves is a map X : (¢, #1)x —". The family evolves by
Curve Shortening if it satisfies X;* = Xj;, i.e., if for some smooth function A(z, p)
one has

X = Xgs + AXs =

1 6/ X X
_( 14 ) P (3.25)
1X,11 dp \ (|1 X, || 1X, |l

Since X; L Xj;, one can always find A from 1 = (X, X).

Evolution of arc length and the commutator [d;, d,][dt, ds]
The following are commonly used relations. We record them here for complete-
ness, and also because we allow the velocity X; of the parametrizations to have a

nonvanishing tangential component. Assuming that X; = X, + 41X one has

Xl = (As = X, 1], %ds = (A, — k%) ds = dA — K*ds, (3.26)
and
[y, 05] = (=25 + k%) 0. (3.27)
We have
d X,
571X = (g Xin) = (X Xop) = (X0 XX
and hence

9 9
oods = E(HXPHdp) = (Xy, Xip)dp = Xy, X;s ) ds.

The evolution equation X; = X;; + AX; then implies

<Xs’ th> = (X, Xp)s — <XSS7 Xt> = A — <Xs5a Xis +/1Xs> = A5 — ||Xss||2 = Ay — KZ,
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which directly implies (3.26). Using (3.26) we get

011X 5

(01,051 = [0 1X,1171 0| = ———
! [l p P] ”Xp”2 14

= —(A; — k%) 0.

Dependence on a parameter
Let [€p, €1] C be some parameter interval, and let X : [, €] X (fo,;)X —" be a
family of moving curves that depends on a parameter € € [€g, €;]. We compute the

evolution of the first variation

0X
X, = e (e,t,p).
€

Throughout the computation we will assume that the parametrization X is such that
Xe L X,(€,t, p) forall (e,1, p). (3.28)

For any given parametrization X one can find a reparametrization ¢(e, t, p) so that
X(e,t,p) = X(e,t, ¢(€,t, p)) satisfies (3.28).

If X : [eo, €1] X [0, 1] —" is injective with X, L X, then the double integral

€] 1
/ / || Xel|| ds de (where ds = || X, ||dp)
€ p=0

is the area (2-dim Hausdorff measure) of the image X ([€p, €1] X [0, 1]). If X merely
satisfies X L X),, without necessarily being injective, then the area formula implies
that the double integral is bounded from below, by

€] 1
f(X)/ / 0||X€||dsde > H*(X([e, €1] % [0, 1])). (3.29)
€0 p=

We will call the integral ¢(X) the length of the homotopy X, and we will show that

Curve Shortening decreases the length of homotopies.

The following improvement of the inequality || X¢||s < || Xes|| (Which follows from

the triangle inequality) will be useful.

Lemma

Assuming (3.28) we have
2
(”Xe”s) < ||Xes||2 - <Xes, Xe>2-
Split X, into tangential and orthogonal components:

Xes =P+ <X657 Xs>Xs-
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Since X, L X; we can rewrite this as
Xes =P — <X6’ Xss>Xs’

and thus
1 Xesll? = 1PI* + (Xe, Xss)

On the other hand

Xe Xe
1Xelly = (55 Xey) = (50 P) < [P,
A e T

where we have again used that X; L X.. Combining these observations we arrive at
(1Xells)* = 1 Xesl < NPIP = 1Xes P = =(Xes Xos),
as claimed.
The commutator [J,, d;][deps, ds]
Assuming (3.28) one has
[0c, 35] = (Xss» Xe)Os and [0e, 7] = 2( X5, Xe)07 + (X5, Xe)sOs

The computation follows the same pattern as the derivation of (3.27). Here we have

no equation for X, but we do know that X, 1L X;. Thus

X
I = (T X = (X X = (X X I = =X XX
p

Apply this to 8, = || X, || 718, to get the commutator [, d;]. The other commutator
follows from expanding [0k, (’)Sz] = [0e, 05] 05 + 05 [ D¢, Os].
Lemma
The length of the first variation X, satisfies the differential inequality
0| Xell = A0lIXcll < 8711 Xell + <[ Xell-
Differentiating the evolution equation (3.25) for X we get

atXe = ant = ae (Xss + /le)
= Xegs + 2<Xss, X5>Xss + <Xss, Xe)sXs + A X + /lans-

Hence

0 Xe — 105X = Xegs + 2<Xss’ Xe>Xss + <Xss, Xe)sXs + A X + /1[85» 0S]X
= Xess + 2<Xss’ X6>XSS + {(Xss, Xe)s +Ae + /1<Xss’ Xe>} X.
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We next compute the evolution of || X,||?, keeping in mind that X, 1 Xj:

Ol Xell* = 2(Xe, Xer)
= 2(Xe, Xegs) + (X5, Xe)?
= (I1Xell?) o5 = 201 Xesll? + 4( X5, Xe)?
= 201Xl 1 Xellss + 2(I1Xells)® = 211 Xes 1 + 4(Xy5, Xe)2.

At this point we use Lemma 3.3, to get
ONIXl® < 201 Xell 1 Xellss +2(Xss, Xe)™.
Since ;|| Xe||> = 2||Xel| ;|| Xc|l, we have

X
BNXN < Xl + (X 55

2
2
55> —> [ Xell < NI Xellss + &7l Xell-
[ Xell

Contractive property of Curve Shortening

If XO, X! : [to,11] x [0, 1] =" are two solutions of Curve Shortening (3.25), then a
homotopy {X€ : 0 < € < 1} of solutions to Curve Shortening connecting them is,
by definition, amap X : [0, 1] X [79,#1] X [0, 1] =" such that (¢, p) — X(&,t, p) is
a solution of Curve Shortening with X€(¢, p) = X(e,t, p) for € € {0, 1}.

Given any homotopy X¢ between solutions X%, X! of Curve Shortening, one can
always find a reparametrization X€(z, p) = X¢(¢, ¢(e, t, p)) for which 9.X¢ L 0,X¢

holds pointwise. We will call such a homotopy a normal homotopy.

Our main observation in this section is the following: if X€ is a normal homotopy
between solutions X°, X' of Curve Shortening, then one has for each € € [0, 1] and
t € (to,11)

1

d
o | Xe(e, 2, p)llds <O (3.30)
t Jp=0

and

1 1 1 1
/ / 16.X (e, 11, )|l ds de < / / 16.X (e, 10, )l dsde  (331)
e=0 J p=0 e=0 J p=0

We use (3.26) and Lemma 3.3 to differentiate under the integral:

dt Jp=o

~

d 1
4 / 1XIl ds < / (1Xcllss + 11X+ AN Xl + (A = )X} ds
P

:/{HXEHS +/l||X€||}YdS:O

This implies (3.30). Integration in € and in time then leads to (3.31).
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Deviation from an approximate solution

We now consider the case of two moving curves X0 X' [t9,11] % [0, 1] =" with
the same initial value, i.e. with X%(zo, p) = X' (t9, p) for all p € [0, 1]. We assume
that X' is a solution of Curve Shortening but allow X to be a general moving curve.

We measure its deviation from Curve Shortening in terms of

t 1
A / 1 / |(8:X°)*" - 82X°|| ds dt. (3.32)
1o =0

In the case of plane curves X : [to, 1] X [0, 1] —2, we have 9,(X%)* = VJX?, where

V is the normal velocity of the curve X°. Therefore the integrand in (3.32) is
|(8:X%)* = 07 X°|| ds = |V - «| d.
The quantity A therefore coincides with the “error” defined in (3.4).

Assume that for each € € [fg, ;] there is a smooth solution (z, p) — X(e,t, p) of
Curve Shortening that is defined for ¢ € [¢, t;], and that has initial value X (¢, €, p) =
X'(e, p). After reparametrizing we may assume that X, L X, holds point-wise.
Then the final values of these solutions, i.e. the curves p — X(e,t;, p) form a

normal homotopy from X°(z1, -) to X' (¢, ). We will now show that

13 1
/ / 10X || ds dt < A. (3.33)
e=tg J p=0

Our argument is a nonlinear version of the Variation of Constants Formula, or of

Duhamel’s principle.

For € € [ty, 1] we consider

€ 1
E(e) / / 16.X (8, 11, p)| ds dé.
é=tg 40
Then
1
E'(e) = / 16:X (e 11, p)l ds.
0

The contraction property (3.30) implies

1 1
/ 16X (e, 11, p)ll ds < / 16.X (e, €. p)|l ds.
0 0

We compute X, (e, €, p) by differentiating the relation X (e, €, p) = X%(e, p) with

respect to €:

_0X%e,p) _ 0X(e.€,p)

0 —
(alX )(E’p)_ 66 66 _XE(€’€7P)+XZ(E,E’I))'
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Since (t,p) — X(e,t, p) evolves by Curve Shortening, we have X;(€,€,p) =
X, (€, €, p)+AX,. Bydefinition of X we have X (¢, €, p) = X'(€, p), s0 X5 (€, €, p) =
X0 (e, p).

We have parameterized the homotopy X (e, ¢, p) so that X, L X,,, and therefore
0eX (e, €,p) = (3:X°(e, p)) " = X3y(€, p).

Hence

1 1
@< [ lxeeplas= [ @x ) - x| a

Integrate over € € 1y, t1] to recover (3.33).

Application to plane Curve Shortening

Let X, X! : [to,71] % [0, 1] —2 be two moving curves that are embedded at all
time. Assume X! evolves by Curve Shortening, and assume that initially X' lies in
the closed region enclosed by XY, i.e. for all p € [0, 1] the point X' (o, p) lies in
the region enclosed by the simple curve p — X°(t, p).

Assume furthermore that at each time ¢, € [fo,#;] the area enclosed by p
XO(t,, p) is at least 27(t; — t,). By the Gage-Hamilton-Grayson theorem this
guarantees that the solution to Curve Shortening starting at X°(z., ) exists until

time ¢;.

We now consider two homotopies A and B of evolving curves. The first is the
homotopy defined in the proof in the previous section 3.3, i.e. for each € € [tg, 71] we
consider the solution (¢, p) — X (e,t, p) to Curve Shortening defined for z € [¢, 1]
and starting from X (e, €, p) = X(e, p). Our first homotopy is then the family of
final curves A(e, p) = X(e, 1, p) of these solutions. In section 3.3 we showed that

the length of the homotopy A is bounded from above by

1 1 1 1
f(A):/ / ||A€(6,p)||dsde</ / (8, X%+ = X2|| ds at.
to 0 to 0

The second homotopy is constructed by evolving a homotopy between the two
initial curves p — X/(to, p) (j = 0,1). Since X! initially lies inside X° we can
choose the homotopy (€, p) — X (€, 1, p) so that its length is exactly the area of
the region between the two initial curves, and so that the curve p +— X (€, to, p) lies
inside the curve p — X(€',t, p) if 0 < € < € < 1. Given this initial homotopy let

(t,p) — X(e,t, p) be the solution to Curve Shortening starting at X (e, t, p). Since
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all initial curves enclose X! (z, p) the corresponding solutions exist for t € [fo, 1],
and possibly longer. Our second homotopy is now B(e, p) = X(e,t1,p). As
explained in section 3.3, the length of the homotopy B is bounded by the length
of the initial homotopy (€, p) — X(e, o, p). We had chosen this initial homotopy

so that its length is exactly the area between the two curves p — X°(to, p) and

p = Xl(tO’P)-

By concatenating the two homotopies A and B we obtain a combined homotopy
A#B between p — X%(t1, p) and p — X'(t1, p). The length of this homotopy is
bounded by

C(A#B) = €(A) + {(B) < Area between X’(zo, -) and X' (71, -)

t 1
' / 1 / 18 X0) " - X°| ds dr.
1o 0

If Q°(¢) and Q' () are the regions enclosed by X°(z,-) and X'(z,-), then the ho-
motopy A#B between the two curves at time #; must pass through each point in the
interior of the symmetric differenceQ’(#;)AQ!(#), as one sees by considering the
winding numbers of the curves in the homotopy around any point in Q°(z;)AQ! (#1).
It follows that the area of Q°(¢1)AQ!(¢;) is a lower bound for the length of the
homotopy A#B, and thus we conclude that

Area of Q°(1))2Q! (1)) <

1 1
Area between X°(g, -) and X' (71, -) +/ / ||((9IX0)L - XSS” dsdt. (3.34)
to 0

3.4 Convergence
In this section, we obtain uniform curvature bounds on a sequence of “really old
solutions” {;(#)} and extract a subsequence of solutions that converges locally

smoothly to an ancient solution of curve shortening flow (CSF).

There exists a T such that for any 7" > T, the curvatures |«;| of the “really old

solutions” {; ()} ; are bounded independently of j on the interval [-T*—1/4, -T*].

The strategy to obtain these bounds is as follows: a) decompose an element ;(¢) of
this sequence into the union of several graph representations, b) use the L! bound on
the error to obtain L™ estimates for these graphs, and c) apply the standard estimates
for divergence-form quasilinear parabolic equations to establish a uniform curvature
bound.
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Let T* > 0 be a large positive number, which may be increased as necessary
throughout this section. The obvious candidates for the sequence of “really old so-
lutions” {;(¢) } are the CSF solutions defined on [—j, —T*] with the initial condition
j(=J) =« (=J). Atany time ¢ € [}, —T"], the unsigned area enclosed by the curves
«(t) and ; () is bounded by the quantity

t
/ / |V — k|ds dt.
—j (1)

By the results of the previous sections, this quantity is in L' and given € > 0, we
can find 7" > 0O such that

_T*
(T") = / / |V —«k|ds dt < €.
— (1)

This estimate gives a uniform bound on the unsigned area between ;(#) and ,(¢) for
any sufficiently large j and t < =T, whenever defined.

For simplicity of calculation, we consider an alternative sequence of “really old
solutions” {; ()}, called “square-profile approximations”, which do not satisfy the
initial condition ;(—j) =, (—j). They are constructed as follows: Let [¢, (1), 9] (?)]
be the interval of polar angles that contain the approximate solution at a given time
t. Let r = (6) be the central branch of the Yin-Yang foliation, so the Yin-Yang
solution is given by the two branches r = (6 + /2 —¢t) and r = (6 — 1/2 — ). We
define ;(t) to be the solution of curve shortening which at time ¢ = —j is given by

* Two arms of the Yin-Yang soliton r = (8 — /2 —t) = (6 — /2 + j), and
r=@+n/2—1t)=(0+nr/2+ ) truncated at § = 9} (—j);

* astraight line segment connecting the two arms of the Yin-Yang soliton. This

segment is part of the ray 6 =} (—j).

Notice that the square-profile approximations ; (¢) enclose the CSF solutions starting
from .(—j), and that the area bounded by these solutions stays constant along the
flow, for all t € [—j, =T"]. The area A; between ;(—j) and .(—j) is small and goes
to zero as j — oco. Thus, the area between the old solution ;(#) with the “square

initial data” and the approximate solution ,(7) is bounded by

t
Area(j(1),. (1)) < A; +/ / |V — k| dsdr.
—j (1)
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In order to improve these area bounds to L* bounds, we will use the geometry of the
(1) and several properties of CSF. In particular, we often appeal to the maximum
principle and the following Sturmian property for intersections of curve shortening

flows.

Consider two CSF solutions yg, y1 : [T1, T») x [0, 1] —2, for which

dyo(t) Nyi(1) = dy1 (1) Nyo(r) = 0

holds for any ¢ € [T}, T>). Then the number of intersections of y((¢) and y;(z) is a
finite and non-increasing function of r € (77, T3). It decreases whenever yy and vy

have a tangency.
There is a useful related theorem for inflections points.

Lety : [T1,T>) x S' —? be a solution of CSF. Then, for any ¢ € (T}, 7>), y(¢) has
at most a finite number of inflection points, and this number does not increase with

time. In fact, it drops whenever the curvature « has a multiple zero.

While the curves () are not convex, we do have a one sided curvature bound. If
k is the curvature of a counterclockwise oriented parametrization X of the curves
(1), then

k— (X, X;) > 0.

Assuming that the parametrization X is normal (X; L Xj), the curvature evolves

by

K = Kgs + K°.

A short computation using X; = X, and || X;|| = 1 shows that
(0 = O IXIP = 2(X,. X) = (X5, X) = 21X, |17 = 2.

Differentiating with respect to arclength, using the commutator [d;, ;] = k*dy, and
also 0,/ X||? = 2(X, X,) we get

0(X, X,) = 02X, X) + kXX, X;).

Hence « and (X, X;) satisfy the same linear equation. Therefore o = x — (X, Xj)
also satisfies

O = Og + Ko

The quantity o~ vanishes on the rotating soliton (see the appendix).
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The square-profile initial curves ;(—j) consist of two arcs. One is the Yin-Yang
soliton, so on this arc we have o = 0. The other arc is the radial line segment on
the ray 6 = 97(—j). On this segment we clearly have x = 0. Since we orient ;
counterclockwise, X and X are parallel with opposite directions; i.e. (X, X;) > 0.
Hence o > 0 on the line segment. Finally, the initial curve ;(—j) is not smooth,
having two corners where the line segment and Yin-Yang arms meet. If one rounds
these corners off by replacing them with small circle arcs with radius p < 1, then
the curvature of these arcs will be x = ,0_1 > 1, so that o > 0 on the circular arcs,
provided p is sufficiently small. The resulting curve has o = 0 on the Yin-Yang
arms, and o > 0 on the line segment, as well as the small circular arcs. The solution
to CS starting from the modified initial curve therefore has o > 0. Letting p \, 0

we conclude that o~ > 0 also holds on ; (7).

With Theorem 3.4, we can decompose the solutions ;(¢) into exactly two graphs

over the polar angle parameter.

Forany t € (—j,—T7*], there is an interval [j_.(t),;f ()] such that the curve ;(¢) can be
written as the union of two graphs of polar functions, RJT(H, t) and R;T(H, t) defined
for 0 € []T(t) ,;f (1)]. The functions 7 +> ﬁ;(t) and t — ﬂ;(t) are strictly increasing

and decreasing, respectively.

By the maximum principle, the “really old solutions” ;(#) will be contained inside of
the Yin-Yang curve. The Sturmian property, Theorem 3.4, tells us that the number
of intersections of ;(¢) and the rays 6 = 6 € is non-increasing, and only decreases
when there is a tangency. This implies that the desired graph decomposition exists.
These two graphs are bounded above and below by the branches of the Yin-Yang

soliton on their polar interval of definition, [;(t),;f (1)].

Similarly, we can always write each () as a union of two graphs taking values in 6,
the polar angle. Recall that the images of (6 —¢) for ¢ € [—n, xr) foliate the punctured
plane 2\ {0}. See Figure 3.2.

For all ¢, ;() can be decomposed into two graphs of two functions which take
leaves of the foliation as inputs and have their range in the set of polar angles. More

specifically, for T < 0 there exist y; 1, y;2 : (=00, T] — (—%n, %ﬂ') and functions
O {(t,y) 1t <T,y;1(t) <y <yja(t)} —
such that the very old solution ;(¢) is the union of the two curves

Y(G?(t’y)’t’y) = (G)}_F(t’y) _t+y)1(9)
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((3.7)).

The initial square-profile curve ;(—j) is tangent to the graphs of (6 + 7/2 + j) and
intersects the graphs of (6 +y + j), y € (—n/2,7/2) twice: once at the origin
and once on the line segment connecting the two branches of ;(—j). Then, by the
Sturmian theorem, for all subsequent t+ > —j, ;(¢) can be split into two graphs
corresponding to the “upper” and “lower” intersection points with the leaves of the
Yin-Yang foliation. At each time #, these graphs split at two unique leaves of the
foliation, marked by values y; 1(¢),y;2(¢) € (=n/2,7/2), so that ;(¢) is tangent to
the curves {r = (0+y;1(¢t)—t)} and {r = (6+y,2(¢) —t)}. We know that these two
points are unique since a greater number of tangencies would introduce more than
two intersection points for other curves {r = (6 + y — t)}. We call the coordinate
system (y, ) € (-, ) X (0, 00) the “Yin-Yang polar coordinate system” and denote
the two functions giving the upper and lower graphs comprising () by ©; (y,1)
and @;f(y, t) respectively, defined on the interval (y; 1(¢),y;2(t)) C (=7/2,7/2).

There exist T < 0 and C > 0 such that ﬁ;f(t) < 97 (t) + C for all j € and all
tel-j,-T].

Assume that € < 7/16.

For any ¢ € [—J,T] at which ﬁ;?(t) >T (t) we consider the area ;(¢) of the “really
old solution” ; () inside the polar interval [}(¢), ﬂ;f(t)], where 19;?(1) and 7 (¢) are
the endpoints of the intervals of definition of the approximate solution .(¢) and ; ()
respectively. This area measures the “tail” of the ;(#) that may form between the tip
of ;(¢) and the tip of .(¢). Note that the area ;(¢) is bounded above by the error

T
j(l)<Aj+(T*):Aj+/ / |V —k|ds dt < €.
- «(7)

To calculate this area, first consider the function ®, ;(y) := max{@}f (y,t)—97(1),0}
over the interval (y;1(¢),y;2(¢)). Then in the (6, y) “Yin-Yang coordinates,” we

can integrate to find the area:
yi2() O ()+07
j(t) = / (0+y—t)det(DT)dbdy,
yi(t) N

where T : (0, 00) X (-7/2,7/2) — (0, 00) X (0, 00) is the coordinate transformation
given by 7(6,y) = (0, (0 + y — t)). Clearly,detT =" (0 +y —t), so

vja(t) 0O, (y)+97 ) vj2()
(1) = / @4y —1)(0+y - D)dody ~ / 0., (»)dy,
vi1(t) M yi1(t)
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by the asymptotic expansions in (3.1).

We argue that given a small 6 > 0, it is possible to pick an angle 6y independent of
J such that the measure [{y : ©;(y) > 6o}| < ¢. Indeed, it follows from

vj.2(t)

Bol(y : ©,(») > o} < / 0., (y)dy < €

yj,1()

that if 6y < %, then [{y : ©;;(y) > 6o}| < ¢ holds for all ¢z, j.
The two points intersection of ;(#) with the ray 6 = 97 (¢) + 6 are
P*(t) = R (9:(t) + 6o, 1).

Let y(¢) be the arc on ;(¢) on which 6 > 97 (¢) + 6y, and whose endpoints therefore
are P*(t). Consider the area A(t) of the region enclosed by y(z) and the line
segment connecting P*(¢). This area changes because the arc y(¢) moves, and also
because the line segment P~ P* moves. The rate of change is therefore the sum of

- [y © kds and the rate at which the segment P~ P* sweeps out area.

\\ \\
A

\
Yy (&)

VoA
RG]
\

y (@)

7 < +
P RatAt

N\

Figure 3.3: Left: The arc y(z). Right: the angles g*

If ¢ : y(¢) — is the tangent angle along the arc (i.e. Xy = 1(¢)), then the curvature
integral is

/ Kds = Pp-() = Ppr).-
v (1)

The line segment P* P~ moves with angular velocity %ﬁ;{ (7) and therefore adds area

to the region enclosed by y(¢) at the rate

L, w2 _\21 495 (1)
5{(Rf) _(Rf)} dt
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in which R;—.L are evaluated at @ = 97 (¢) +6y. Our construction of the cap implies that

971 (t) = —t +o0(1), and that this relation may be differentiated: %ﬁ:(r) =—1+0(1).

The radii R;—T(ﬁ;’ (7) + 09, t) are given in terms of their Yin-Yang coordinates y*(t)
via

RE(IH(1) + 60,1) = (9°(1) + 60 — 1 + y).
It follows that at 97 () + 6,

1

(& - (R}

(@) + 00—t +yH)2 = (1) +8o—t+y7)?
=" =y

in which ,” are evaluated at J.(¢) + 6p + y for some y € [y~, y*] that is provided
by the mean value theorem. The asymptotics of imply that” =1+ 0(1) < 2. Our

choice of 6y was such that 0 < y* —y~ < 6. Hence
1 2 _2)d9 (1)
—{(R*)" - (R> } a

‘2{( /) ( J) dt

In total, the rate at which the area A(¢) enclosed by the arc y(t) grows is bounded
by

< 206.

dA

=7 S =(0p-0) = Ppe0) +26.

We estimate the change in tangent angle across the arc y(r). Let 8% be the coun-
terclockwise angle from the ray 6 = 97 (¢) + 0y to the tangent X, to y at P*, and
similarly, let 8~ be the counterclockwise angle from the same ray to the tangent to
v at P~ (see Figure 3.3). We have 0 < 8" < 7 < B~ and ¢pp- — ¢pp+ = B~ — B7.

Recall that k — (X, X;) > 0 along ;(z). Since k = ¢, and (X, X;) = %%rz, where
r = || X]|, it follows that ¢ — %rz increases as one traverses y from P* to P~. Thus,

at any point with polar coordinates (6, ) on y one has

1
¢ > ¢P++§(I’2—r%+).

The lowest value r has on y occurs at the point P_, and we have just shown that

2 2

rp. —rp < 260. Hence ¢ > ¢p+ — 26 on the entire arc y.

It follows that if 8 > %n, then the angle between the tangent to y and the ray O P*
(O is the origin) will always be at least %ﬂ' — 20, i.e. more than %7‘[, provided we

choose 6 < 1”—6.
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Consider the line ¢ through P* whose angle with OP* is %ﬂ'. The euclidean
distance between P~ and P* is rp+ — rp- < 26/(rp- + rp+) < C6t|™!/2, since

rpe > rp- 2 |t]V2.

At this scale the Yin-Yang leaves will be almost straight lines near P*, so that the
line ¢ then intersects the Yin-Yang leaf with y = y_(¢) at a point Q~(¢), also at a
distance d(P~, Q") < 6t|~V/2.

< 6t < 6.

ﬁm—ﬂm—%~ﬁ%§2

Hence the largest polar angle on y will be at most
95 (1) < 0T () + 0p + 8t] ™" < I (1) + 26,

Thus we find that if |¢| is sufficiently large, then either ¥, (¢) < ¥.(¢), orelse f < %7‘(.
In the latter case the area enclose by y(¢) decreases faster than

dA 5 3
TS5 —7r+§ﬂ+26:—§7r+26<—%,

again, assuming 6 < 7/16.

We now finally prove that ﬁ;f(t) — 97 (¢) is uniformly bounded for all t € [—J,T]
and J.

At t = —j we have ﬁ}’(t) < 9(t) + 6y, by definition of the initial curve ;(—j).
Hence, if at any time #; < T one has ﬁ]f(t) > 97 (t) + 26y, then there is a largest

interval (7,,¢3) 2 t; on which ﬂ;(t) > 97 (1) + 260p. In particular, at r = ¢, one has
ﬁ;?(t) =97 (1) + 20,.

Define the arc y(¢) as above. Its enclosed area is at most &, where we may assume
that £ < /4. During the time interval (7, #3) the area decreases at a rate of at least
7 /4, and therefore the length #3 — 1, of the time interval cannot exceed £/(7/4) = 1.
At time ¢ = t, we had ﬁ;f(t) =97 (t) +26y. Since ﬁ;.’(t) is a nonincreasing function,

we have throughout (77, #3)

9% (1) = 9% (1) + 200 < 07 (12) — 9% (1) + 26
< 97 (t2) = 9 (t2) + 260 + 97 (1) — 97 (12)
< 97 (13) — 95 (12).

Since %ﬂ:(t) =1+ o0(1) we find that

7 (1) =97 (1) +260 < L+o(1) <2
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for all t € (12, 13).

To summarize, we can now decompose every very-old solution ;(z), fort € [-T* -
1/2,-T*] into four graphs in two different coordinate systems, R;—T(H, t) in polar

coordinates, and @;—T (y,1) in Yin-Yang polar coordinates.

[Curvature bounds] There exist 7 < 0 such that for any 7" < T the lengths L ()
and curvatures of ;(¢) are uniformly bounded for all j and all # € [T",T —2]. The
length bounds follow from the fact that in (y, ) coordinates each ;(#) is contained
in a uniformly bounded rectangle |y| < 7/2, -t < 8 < 9}(¢) + 26y + 2, and the
fact that ;(#) decomposes into four segments on each of which both y and 6 are

monotone.

Consider a given value 77 < T. Assume that our Lemma fails, and that along
some subsequence j the maximal curvature of ;(z) with t € [T",T — 2] becomes

unbounded.

Fort € [T” —2,T] the lengths L;(t) of ;(¢) are uniformly bounded by some L > 0.

It follows that _
/ / K> ds dt = [—L,-(t)]iﬁj; <L.
=2 Ji(1)

Therefore, there is a sequence ¢; € [T” — 2,7’ — 1] such that

/ K*ds < L.
i)

By a Sobolev embedding theorem this implies that the curves ;(¢;) are uniformly
C"1/2 . they are continuously differentiable, and their tangent angles ¢ j are

uniformly Holder continuous—in fact, for any two points at arclength coordinates

82 52
/ Kk ds| < \fs2 =514 // K2ds < VLAJs3 =51
S1 $1

It follows that all ;(z;) are uniformly locally Lipschitz curves. Now consider the

s1, 82 in j(¢;) one has

|9(s2) = o (s1)| =

solutions to curve shortening with ;(¢;) as initial data, i.e. consider’(t) =; (¢; +1).
These solutions all exist for 0 < t < T —t; > T —T’. Supposing that along some
subsequence of ¢; the curvatures of the”; are not bounded for 1 <t < T —-T’, we
pass to a further subsequence for which the initial curves 7 (0) converge in C "'to
some limit curve”,.. The enclosed areas of the”;(0) then also converge, and hence, by

Grayson’s theorem (Grayson, 1986) the evolution by Curve Shortening . (¢) starting
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from . exists for 0 < t < T —7’. By continuous dependence on initial data it
follows that the solutions; () converge in C*™ to .(¢) on any time interval [6,7 —T"]
with 6 > 0. This implies that the curvatures of the;(¢) are uniformly bounded for
t € [1,T =T’], which then implies that the curvatures of ;(¢) are uniformly bounded
afterall fort € [t; +1,t;+T -T'] C [T, T - 2].
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Appendix A

SUPPORTIVE MATERIALS FOR CHAPTER III

A.1 The Yin-Yang Soliton

Hungerbiihler and Smoczyk (Hungerbiihler and Smoczyk, 2000) proved uniqueness
and existence of a rotating soliton for curve shortening that contains the origin. See
also Halldorson (Halldorsson, 2012) and Altschuler et.al. (D. J. Altschuler et al.,
2013). Here we derive its more detailed asymptotic behavior, which we use in our

construction of the approximate solution.

The Yin-Yang soliton in polar coordinates
For an evolving family of curves written in polar coordinates X (¢, 6) = r(t,0)1(0)
the Curve Shortening Deficit is

r(rog —r) — 2r2
(V—K)ds:<X, Xuo JX9>d0={—rr,+ (rop — 1) "}d@.

_ Koo
Xl 2472

It follows that X is a solution of CSF if and only if »(6, t) satisfies

or rreo—f’g |
r—= —> —
ot r2+rl

= %(arctan%@) - 1. (A.1)

If we look for solutions of the form r(6,1) = (6 — t) we get an ODE for (6)

"_rn2

=L (A2)

Hungerbiihler and Smoczyk (Hungerbiihler and Smoczyk, 2000) observed that this
equation can be integrated once. By suitably rotating the curve around the origin we

can ensure that the resulting integration constant vanishes, and we therefore have

'(6)

(6)

We consider the soliton that passes through the origin. When this happens — 0 and
" — o0, so that (A.3) implies & — x/2. The function () is therefore defined for all
6 > r/2, and, as proved by Hungerbiihler and Smoczyk, ’(6) > O for all 6 > x/2.

1
5(6’)2 — 6 + arctan =0. (A.3)



41

Asymptotic expansion of
We now show that (6) has an asymptotic expansion of the form

(9)—(29)1/2{1+ (2692)2+ : (ZCQ)N+(9-N 1)} (6= ) (Ad)

for any N €. These expansions can be differentiated any number of times. The coef-
ficients c¢; can be computed by substituting the expansions in (A.2) and recursively

solving for c¢;. In particular, one finds ¢y =0, co = -1, and c3 = % so that

() =20 - (291)3/2 * 13_1 (291)5/2 +(0777?) (6 — oo) (A.5)
() = ! 3 »_ 1, (6791 (6 — o0). (A.6)

V3o | o 3 (20)"

This implies that the quantities R = R(t) = (-2t), € = 1/R, and Ry = Ry(¢t) =
(—2t), which we use in the construction of the cap, have expansions in powers of
T = —4¢, given by

R=(- 2t)—\/_{1—7 + 7 ()
o= q- f{uf S,
e |

Proof of (A.4) Consider the quantity u(6) = 6 — %(9)2. Since ’(6) > 0 for all 6 it
follows from (A.3) that

0 < u(f) < g for all 6 > g (A.8)

Directly differentiating u = 6 — %2 and using (A.3) we find an equation for u,
u'(0) =1-2(0-u(6))tanu(6), (A9)
1.e.
u' +20u=F(0,u)l +20(u —tanu) + 2u tan u.
We use induction to show that u#(8) has an expansion of the form

uj

uj
0)=—+—=+--
WO =grptty

— N e N (A.10)

for any N €.
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Begin with the case N = 0. We know that 0 < u < /2 < 6, so that u < tanu, and
hence

W) =1-2(0—-u)tanu < 1-2(0 —uw)u =1 —20u +2u’>
which implies

W +20u <1+2u> <1+ — =C,.

Multiply with ¢?*, and integrate
026> e 6? 1
0 <u(8) <u(fy)e’” +C0/ e de=00"" (6 - ),
o

Thus the case N = 0 holds.
For the induction step we expand tan u in a Taylor series,
u3
tanu:u+—+---:u+2cku2k+1
3
k>1
and rewrite the equation for u as

F(0,u) =1+2u’+ Z 2(0 — u) e,
k>1

Multiplying with ¢? and integrating from some fixed 6y > /2 we get
02 02 9 2 02
u(8) = "0~ u(8y) +/ e U F(£,u(é)) dé. (A.11)
o

Repeated integration by parts leads to

0 2_p2
/ £ kg =

)
k+19_k_3+m+(k+1)---(k+2m—1)

1
5Q—k—l + . o gk=2m=1 4 (g=k=2m=3)

(A.12)

for all k,m €. If we assume that u has an expansion up to (~¥=1), then we also
have expansions for u? and F (6, u) up to (6~ V~1). Substitute these expansions in
the integral equation (A.11) and use (A.12) to conclude that u has an expansion up

to (6~V), as claimed.

The expansion (A.10) for u, which we now have proved, implies (6) = /2(6 — u(0))

also has an asymptotic expansion in powers of 6=,
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Finally, while one cannot in general differentiate asymptotic expansions, one can
integrate them. Thus if a function f(6) and its derivative f’(6) both have asymptotic
expansions in powers of §~!, then by integrating the expansion of f’ one should get
the expansion for f, up to a constant: this implies that the expansion of f” can be
found by differentiating the expansion for f. We therefore only have to show that
all derivatives of u(#) have expansions in powers of ~!, which will then imply that

the expansions (A.10) can be differentiated.

To find expansions for u™  note that if u has an expansion with remainder (H_N _1),
then simple substitution in the differential equation (A.9) leads to an expansion for
u’(0) with remainder (6~"). Going further, one can differentiate (A.9) m — 1 times
and express u(’”)(H) in terms of u, v/, u”, ..., u™ V. This implies that if one has
an expansion in powers of 8~ of the first m — 1 derivatives of u, then one also has
an expansion for ™. By induction it follows that all derivatives of u have such

expansions.

Similar arguments also apply to the expansions of ().

Inversion of the expansion of

The expansion (A.4), which expresses as a function of 6, implies that one can invert
the function 6 — (6), and that the inverse has an asymptotic expansion. It follows
from (A.4) that

€2 ~N-1
@ =@ {1+ S s i+ 07}
and hence
- - -1
_2 a, @ i ‘N ~N-1
20 = {1+ T (20)2 + - (29)1\1 + (0 )} .

Repeated substitution of this expansion in itself allows one to convert all powers of

(26) on the left into powers of 2, so that we have an expansion

2 1 C2 CN | ,_oN-2
20 = {1+7+T+"'+ﬁ+( )}

for certain coefficients ¢;.



