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ABSTRACT

What makes clouds ethereal and beautiful also makes them complex and challenging
to understand and to model. The important (thermo)dynamical processes of clouds
occur at scales from microns (cloud-aerosol interactions), to meters (turbulence), to
thousands of kilometers (synoptic weather patterns), and every scale in between. In
this thesis, I explore several facets of how clouds interact with, respond to, and shape
Earth’s climate. I focus on small-scale processes, using high-resolution models and

theory, to understand phenomena that can have large-scale impacts.

In the first three chapters of this thesis, I explore the idea of stratocumulus-cumulus
transitions. Chapters 1 and 2 develop and demonstrate a conceptual model of a
cloud-topped atmospheric boundary layer, which is rooted in mixed-layer theory.
This model is able to concisely explain both the spatial stratocumulus-cumulus
transition observed in the historical period, as well as a transition that has only
been hypothesized by models, which may occur in the future as the direct effect
of extreme concentrations of atmospheric CO,, or which may have occurred in the
past. I use this conceptual model to show the importance of sea surface temperature
variations for driving the climatological transition, and on sea surface warming
as a positive feedback for the CO,-induced transition. Chapter 3 extends this
work to understand the global response to CO»-induced stratocumulus-cumulus
transitions and the role for spatial teleconnections by embedding this conceptual
model of the boundary layer into a global climate model (GCM). In the GCM we
see both a fast adjustment in low cloud cover to CO,, as well as a slower surface
temperature-mediated feedback. Under CO, quadrupling, the stratocumulus cloud
regions shrink in extent as the cloud-top longwave cooling is inhibited by CO, and

surface temperatures also increase.

The final two chapters diverge from the previous theme to present two studies using
very high-resolution models to explore how clouds interact with i) aerosols and
ii) radiation. In Chapter 4, using a particle-based cloud microphysics model, I
find that aerosol hygroscopicity, determined by the chemical composition of the
particles, can alter stratocumulus cloud macrophysical properties, like liquid water
path by up to 25% (in the regime of small aerosol sizes). I compare these results
to a more standard moment-based microphysics model and find that this model is
overly sensitive to aerosol hygroscopicity in the regime of small aerosol sizes, but

realistically represents the negative sensitivity for large aerosol sizes. Finally, in
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Chapter 5, I use a Monte Carlo 3D radiative transfer solver to estimate the global
albedo bias introduced in models which make the standard assumption that photon
fluxes in the horizontal are zero (the so-called Independent Column Approximation).
I extrapolate globally from a set of resolved tropical cloud fields, using a learned
empirical relation between top-of-atmosphere flux bias and cloud water path. I
conclude that in a global model that resolves clouds at small-enough spatial scales,

the tropical-mean, annual-mean bias may be on the order of 3 W m2.
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Chapter 0

INTRODUCTION

The overarching theme of the works presented in this thesis will be examining the role
that clouds play in Earth’s climate system. To this end, the chapters that follow will
focus on two aspects: how the background meteorological and aerosol conditions
determine the properties of the clouds that form, and how clouds in turn affect the
climate system they exist within via radiative feedbacks. Specifically, I will present
results using a range of models, from highly idealized conceptual frameworks, to

very high-resolution small-scale simulations, to full complexity climate models.

0.1 Background

Contrary to the popular nickname for Earth as the “blue marble,” the Earth often
appears mostly white from space due to the clouds. Clouds cover 70% of Earth’s
surface on average, reflecting around 15% of all incoming shortwave radiation back
to space (Cesana et al., 2019). In total, the Earth reflects 29% of the incoming
radiation (i.e. the albedo is 0.29), and the clouds account for about half of this,
thus exerting a strong cooling effect (Stephens et al., 2015). Clouds regulate the
Earth’s temperature, both through this shortwave reflection, but also through their
greenhouse effect by trapping outgoing longwave radiation (OLR). Clouds generally

fall into three categories, illustrated in Figure 0.1:

1. Low clouds (stratocumulus and cumulus), which have a strong cooling effect
due to their optical thickness and weak warming effect due to their warm

cloud-top temperatures.

2. High clouds (cirrus), which typically are optically thin at visible wavelengths
and thus have a weak cooling effect, but are still quite opaque in the infrared
and thus still have a strong warming effect since they emit at similarly cold

temperatures.

3. Deep clouds (cumulonimbus), which also have a strong cooling due to their
large albedo, but also a strong warming due to their cold cloud-tops that emit

at very cold temperatures and reduce OLR.
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Figure 0.1: Schematic illustration of shortwave and longwave cloud radiative effects
from low, high, or deep clouds. Low clouds have a large albedo a;, and weak
greenhouse effect 7y, ~ Ty, which results in a net cooling. High clouds have
a small albedo ay,, and strong greenhouse effect T,,;; < T,, which results in net
warming. Deep clouds combine both, because they have a large albedo and strong
greenhouse effect, and thus result in near zero net radiative effect.

Chapters 1 through 4 of this thesis will focus on low clouds, particularly subtropical
marine stratocumulus clouds. Chapter 5 is more expansive, including both shallow

and deep clouds.

Low clouds, or specifically subtropical marine boundary layer (MBL) clouds, are
a main focus in this thesis primarily because of their outsized role in the climate
system (Stevens and Brenguier, 2009), but also because of the difficulties we have
simulating them which lead to large errors in current generation global climate
models (GCMs) (Bony and Dufresne, 2005). MBL clouds fall into two main
categories: stratocumulus (Sc) and cumulus (Cu). Sc clouds occur over eastern
subtropical ocean basins (e.g. off the coast here near Pasadena) where there is
strong subsidence and relatively cool sea surface temperatures (SST). The Sc-topped
boundary layer is shallow (approx. 1 km) and well-mixed, due to an upside-down
overturning circulation driven by longwave cloud-top radiative cooling. The cloud
layer itself is usually quite geometrically thin (approx. 200 m), but optically thick,
with nearly 100% cloud cover. Cu clouds in contrast occur further west where the
SSTs are warmer and the subsidence is weaker. They penetrate deeper into the
atmosphere (approx. 2 km) with the cloud layer decoupled from the sea surface.
Cu clouds are scattered, with typical cloud cover of 10-20%, but the albedo of each

cloud is still fairly high. Observations along transects from the east to west across
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subtropical ocean basins show a climatological transition from Sc to Cu that is
termed the “stratocumulus-cumulus transition” or SCT (Bretherton, McCoy, et al.,
2019) and this has been replicated in numerical experiments as well (Roode et al.,
2016; Tan et al., 2016).

In addition to the background meteorology, the formation of a cloud is predicated
on the existence of aerosol particles that can serve as cloud condensation nuclei
(CCN). The efficacy of a CCN depends on its size and composition, which can be
parameterized by the hygroscopicity using k-Kohler theory (Petters and Kreiden-
weis, 2007). Aerosol-cloud interactions (ACI) contribute substantially to the overall
uncertainty of climate prediction, partly because of the difficulty both simulating
and measuring the important processes of condensation and coalescence that take
place at the microscale (Myhre et al., 2013; Fan et al., 2016; Gettelman et al., 2019).

Finally, the coupling goes both ways: not only are the properties of the clouds that
form strongly controlled by the atmospheric conditions within which they occur, but
the climate system is also strongly controlled by clouds. Clouds control the climate
state through their radiative effects, e.g. how they scatter shortwave and absorb
longwave radiation. This controls the heating and cooling within the atmosphere
and of the Earth’s surface. The precise amount of heating and cooling from clouds —
their radiative effects — depends on the detailed structure of the clouds. In climate
models, and higher resolution simulations, we make approximations to the radiative
transfer to make it computationally tractable. The most important of these is called
the independent column approximation, or ICA, wherein we assume that horizontal
fluxes of photons between atmospheric columns are negligible (Cahalan et al.,
1994; Schiifer et al., 2016; Hogan and Bozzo, 2018; Hogan, Fielding, et al., 2019).
Without the ICA, the distributed computation in a global model becomes impossible,
because all vertical columns must now exchange information at a rate that makes it
impossible to scale the computation across multiple processing units. However, this
approximation necessarily neglects three-dimensional effects of clouds which can

be important, especially for clouds with larger aspect ratios.

0.2 Thesis Outline

The works presented in this thesis use a variety of tools and methods ranging from
idealized, conceptual models, to very high-resolution limited-domain models, to
coarse-resolution global models. The first three chapters explore the theme of

stratocumulus-cumulus transitions (SCT). Chapter 1, develops a conceptual model
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of a cloud-topped atmospheric boundary layer. This model builds on the foundation
of mixed-layer models for stratocumulus clouds (e.g., Lilly, 1968; Bretherton and
Wyant, 1997; Stevens, 2006), but extends the framework to explicitly include decou-
pling of the cloud-topped boundary layer, breakup of the stratocumulus deck, and
existence of cumulus clouds (Bretherton and Wyant, 1997; Schneider et al., 2019).
In Chapter 1, I show how this model applies to the climatological SCT observed
across the North East Pacific transect between California and Hawaii. I use the
model to quantify the importance of different meteorological factors in driving this

transition.

In Chapter 2, I extend the bulk boundary layer model by coupling it to a slab ocean
with interactive surface temperatures and an idealized representation of radiative
transfer. This extended model is therefore able to capture important feedbacks
between cloud-thinning and surface warming that is ignored when sea surface tem-
peratures (SSTs) are fixed (Tan et al., 2016). With this setup, I demonstrate the direct
effect of CO, on stratocumulus clouds by running experiments with increasing CO;,
analogous to the large-eddy simulations (LES) from Schneider et al., 2019. I show
that this conceptual model also has a critical concentration of CO; that leads to
stratocumulus cloud breakup and exhibits hysteresis behavior, with the clouds not

reforming until CO; concentrations are lowered much past the tipping point.

Chapter 3 takes another step forward, delving into one of the key limitations of the
work in Chapter 2, which is the idealized representation of how a single location
with climatological stratocumulus cloud cover is coupled with the rest of the tropics.
In this chapter, I apply the key idea of decoupling induced cloud breakup from the
bulk boundary layer model to the Community Earth System Model (CESM). CESM
has a very complex representation of boundary layer turbulence and clouds, called
the Cloud Layers Unified By Binormals (CLUBB) scheme, which I replace with a
simple diagnostic cloud fraction based on the degree of decoupling of the boundary
layer, as calculated in the theory from Chapters 1 and 2. I explore how including
feedbacks between local cloud cover and large-scale changes in circulation and
thermodynamics modifies the prediction of a stratocumulus tipping point with CO,
predicted in Chapter 2 and Schneider et al., 2019.

The last two chapters diverge from this main theme to explore two detailed aspects
of clouds and their interactions with aerosols and radiation. In these chapters I use
two different high-resolution large eddy models, coupled to first, a high-resolution

microphysics scheme, and second to a high-resolution radiative transfer scheme.
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In Chapter 4, I use a Lagrangian cloud model with particle-based microphysics to
explore how aerosol properties influence the macroscopic cloud. This relatively new
type of microphysics scheme contrasts to traditional bulk (moment) representations
of aerosols, cloud droplets, and rain drops — where the distributions of these
particles are characterized by a finite number of (usually 1 or 2) moments of the
distribution — by instead tracking a random statistical sample of these particles
explicitly throughout the domain (Shima et al., 2009; Arabas et al., 2015; Dziekan
et al., 2019; Grabowski et al., 2019). These particle-based schemes often go by
the name superdroplet methods, where the particles that are tracked are called
“superdroplets,” and can be used in a range of dynamical models from 0D boxes, to
1D parcels, to fully 3D LES. Chapter 4 examines the role of aerosol hygroscopicity
on cloud formation and in which regimes hygroscopicity may be an important factor
to consider. In particular, these superdroplet schemes are well-suited for studying the
role of aerosol composition because they can introduce additional properties to the
particles (e.g., aerosol chemical composition, ice crystal density or shape) with little
additional computational cost. Studies of aerosol-cloud-interactions historically
have only looked at hygroscopicity effects in parcel models where the microphysical
effects do not feedback on the cloud dynamics (Reutter et al., 2009; Chen et al.,
2016; Pohlker et al., 2021).

Chapter 5 ties together themes from throughout the thesis, asking the question: “how
do the smallest scales influence the largest?”. 1 look at the 3D radiative effects of
clouds, and present an estimate of the global albedo bias introduced by neglecting
these effects in models. I use LES to simulate clouds in various dynamical regimes
and then uses a 3D radiative transfer model to track the trajectories of individual
photons as they scatter through the cloudy domain (Mayer and Kylling, 2005; Emde
et al., 2016). By doing so, I am able to calculate the bias introduced by typical
radiative transfer schemes that neglect these 3D effects (Pincus et al., 2003; Shonk
and Hogan, 2008), and extrapolate from these few LES cases up to a global estimate
(Barker, Kato, et al., 2012; Barker, Cole, Li, Yi, et al., 2015; Barker, Cole, Li, and
Salzen, 2016).

Finally, this thesis concludes with an appendix discussion on the topic of the “cli-
mate” of the geoscience community at Caltech (not the physical climate of Earth).
I present data collected during my Ph.D. on the Caltech GPS Division’s Qualifying

Exam and results I found of disparity in exam outcome by gender.
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Chapter 1

STRATOCUMULUS-CUMULUS TRANSITION EXPLAINED BY
BULK BOUNDARY LAYER THEORY

[1] C. E. Singer and T. Schneider. “Stratocumulus-cumulus transition explained
by bulk boundary layer theory”. In: Journal of Climate (2023). In revision.

Abstract. Stratocumulus clouds occurring over eastern subtropical ocean basins
dominate climatological cloudiness at low latitudes and are important for Earth’s
global radiative energy budget. Further west, there is an observed transition to scat-
tered cumulus cloud cover, the so-called stratocumulus-cumulus transition (SCT),
which is controlled by changing large-scale meteorological conditions. To explore
the mechanisms driving the SCT, we present an extension of the traditional bulk
boundary layer model (bulk model) for stratocumulus-topped boundary layers that
explicitly considers cloud decoupling from the surface and subsequent cloud frac-
tion reduction. By forcing our bulk model with boundary conditions from ERAS
reanalysis, we are able to quantitatively capture the climatological SCT. We compare
the modeled SCT to satellite observations across transects of the eastern Pacific and
show good agreement. The bulk model highlights the importance of surface tem-
perature variations across the transect for controlling the SCT. We also use the bulk
model to explore the sensitivity of low clouds to changing meteorological factors

and show how this sensitivity is nonlinear and depends on cloud regime.

Significance statement. The purpose of this study, and the companion paper
Singer and Schneider, 2023, is to develop a simple model to explain mechanisms
controlling stratocumulus-cumulus transitions. In this first work, we describe the
bulk model in cases with prescribed boundary conditions. We demonstrate its rel-
evance by showing how its predictions of stratocumulus-cumulus transitions across
the subtropical eastern Pacific ocean basin compares to observations from satellites.
We use the simple model to explore how boundary layer clouds are sensitive to dif-
ferent large-scale environmental factors and show how this sensitivity is nonlinear,

depending on cloud regime.



10

1.1 Introduction

Stratocumulus clouds cover about 20% of tropical oceans in the annual-mean (Wood,
2012; Cesana et al., 2019). They are only a few hundred meters thick, yet because
of their large areal coverage, are an important regulator of Earth’s radiative energy
balance: by scattering sunlight, stratocumulus cool Earth by about 8 K in the
global mean (Randall et al., 1984; Schneider et al., 2019). Stratocumulus cloud
decks are especially common over eastern subtropical ocean basins, off the west
coasts of continents, for example, near California, Peru, and Namibia, where sea
surface temperatures (SSTs) are low, subsidence is strong, and there exists a strong
temperature inversion at the top of the boundary layer (Klein, Hartmann, et al.,
1993; Zhang et al., 2009; Eastman et al., 2011; Chung and Teixeira, 2012; Myers
and Norris, 2013; Bretherton and Blossey, 2014).

Uniquely among clouds, stratocumulus clouds are sustained by an upside-down
convective circulation that is driven by cloud-top longwave radiative cooling rather
than surface heating. The longwave cooling arises because stratocumulus clouds,
despite their geometric thinness, are relatively opaque to longwave radiation (Lilly,
1968; Bretherton and Wyant, 1997; Stevens, 2006; Bellon and Geoftroy, 2016;
Schneider et al., 2019). Radiative cooling at the cloud tops drives the turbulent
convective circulations, which are also associated with turbulent entrainment of
free-tropospheric warm and dry air across the cloud top. Stratocumulus clouds exist
in a delicate balance between radiative cooling at the cloud tops and warming by
turbulent entrainment, on the one hand, and evaporative moistening from the surface
and drying by cloud-top entrainment, on the other hand. Additionally, subsidence
above the clouds works against the deepening of the cloud layer that otherwise

results from entrainment of free-tropospheric air into the cloudy boundary layer.

Meteorological factors on which cloud cover depends, commonly termed “cloud
controlling factors” (CCFs) (Stevens and Brenguier, 2009; Siebesma et al., 2009;
Bretherton, 2015), include SST, subsidence strength, the strength of the temperature
inversion above the clouds (measured by either lower-tropospheric stability, LTS,
or estimated inversion strength, EIS), horizontal temperature or moisture advection,
wind speed, and more. A more appropriate term may be “cloud correlated factors”
because the causality—whether the meteorological properties determine the clouds,
or vice versa—is not always definitive. CCFs have been the focus of many previous
studies (e.g., Klein, Hartmann, et al., 1993; Stevens and Brenguier, 2009; Qu et al.,
2014; Klein, Hall, et al., 2017).
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An important test of CCFs has been the observed stratocumulus-cumulus transition
(SCT). SCT describes the observed phenomenon of stratocumulus clouds dominat-
ing subtropical cloud cover just off the west coasts of continents, and the cloud cover
transitioning to a state that is dominated by scattered cumulus clouds farther west,
over higher SSTs and under weaker subsidence. The accepted explanation is that as
the subsidence weakens, the boundary layer deepens to the point where it becomes
no longer well-mixed and the clouds decouple from their surface moisture source
(Bretherton and Wyant, 1997). The SCT has been studied using theory (Wyantet al.,
1997), high-resolution models (Roode et al., 2016; McGibbon and Bretherton, 2017;
Yamaguchi et al., 2017; Neggers et al., 2017), satellite observations (Sandu, Stevens,
and Pincus, 2010; Chung and Teixeira, 2012), and numerous field campaigns, such
as ASTEX (Albrecht et al., 1995), GPCI (Teixeira et al., 2011), MAGIC (Kalmus
et al., 2014), and CSET (Bretherton, McCoy, et al., 2019). However, it remains
unclear to what extent correlations between cloud cover and CCFs in the present
climate, for example, across the SCT, are informative about the climate response
of clouds. For example, while a strengthened inversion in the present climate is
associated with increased cloud cover (Klein, Hartmann, et al., 1993), the relation
may be reversed when considering the response to global warming (Lauer et al.,
2010).

In this paper, we present a new bulk boundary layer model (bulk model) for a
stratocumulus-topped boundary layer. Building from standard bulk models for
the atmospheric boundary layer, we add a prognostic equation for cloud fraction,
which allows the model to make quantitative predictions of the state of the cloudy
boundary layer after the point of decoupling, when the cloud fraction is less than
100%. The model is compared against satellite observations in this paper, and
against high-resolution large-eddy simulations (LES) in a companion paper (Singer
and Schneider, 2023).

The paper is organized as follows: Section 1.2 describes the bulk model. Section 1.3
introduces the data sources used as boundary conditions for the model and against
which the results are compared. Section 1.4a explores sensitivities of the bulk model
to idealized perturbations of boundary conditions. Section 1.4b compares results
from the bulk model forced with reanalysis data to satellite observations of shallow
clouds in the eastern Pacific. Section 1.5 has discussion of the assumptions in the

model and key limitations. Section 1.6 summarizes the conclusions.
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1.2 Bulk boundary layer model description

The general class of bulk boundary layer models describe the planetary boundary
layer in terms of “bulk™ or vertically-averaged quantities (Stevens, 2006). The
boundary layer extends up to a level, coincident with a temperature inversion and
the cloud top in stratocumulus regions, whose altitude we denote as z; (Figure 1.1).
After vertical integration, the continuity equation simplifies to an equation for this
boundary layer depth, where z; increases due to entrainment mixing and decreases

from subsidence suppression.

We formulate the bulk model in terms of liquid water static energy s = ¢, T+gz—L,q¢
and total water specific humidity g; = ¢, + g¢. Subscript v stands for “vapor” and
¢ for “liquid.” These two thermodynamic quantities (referred to with generality
as ) are (approximately) conserved under adiabatic motions of a moist air parcel.
Their temporal evolution is governed by budget equations that describe a balance
between diabatic source terms (AF, ) and turbulent fluxes at the surface and across
the inversion. The prognostic equations for the thermodynamic variables are derived
by integrating from the surface to the top of the inversion layer z = z; to give the
bulk value ¢. They have the form
dy

ZiE = VAQ’w + Wé’A‘hw - AFw, (11)

where the A; terms represent discontinuous jumps in the quantity ¢ at the surface
(0) and at the inversion (+). The exchange velocity at the surface V is the product of
surface wind speed (U) and an effective drag coefficient (C;). The drag coefficient
is assumed to be the same for s and ¢;. Across the inversion, the exchange velocity
is given by the entrainment velocity w,, the form of which must be assumed and is
discussed in Section 1.2. To specify the surface and cross-inversion fluxes, a vertical
structure of the boundary layer must be assumed so that the bulk quantity ¢ can be
related to the values just above the surface ¥ (z = +€) and just below the inversion
Y (z = z; — €). The most common path forward is to make a well-mixed assumption

where ¥ (z) = ¢, which simplifies the equation to

d
G = V(o =) + (U — ) - AFy. (12)

where i without a subscript denotes the vertically-uniform value and the subscripts

0 and + denote the value at the surface and just above the inversion, respectively.

For the liquid static energy, there is a source term from radiation, namely the radiative

cooling AR coming from the cloud-top emitting upward longwave radiation. For
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Figure 1.1: Schematic of stratocumulus-topped boundary layer with representative
profiles of thermodynamic quantities shown. To determine g,(z) from the bulk
model, a mixed-layer assumption is made, where the thermodynamic quantities s
and g, are assumed to be constant with height, as illustrated.

moisture, we choose to neglect the sink term that would come from precipitation.
Under many conditions, stratocumulus clouds have no precipitation or only very
light drizzle, which justifies this assumption. In terms of the thermodynamics,

however, a precipitation sink would be easy to include in future work.

The bulk model predicts the boundary layer depth and bulk energy and moisture
variables given prescribed surface and above-cloud boundary conditions. These are
often given as: above-cloud horizontal divergence D (or subsidence velocity), above-
cloud temperature and relative humidity, which are used to calculate s, = ¢, T} +gz;
and g; + = RH g (T4, z;), cloud-top radiative cooling AR, and SST, which is used
to calculate so = ¢,SST and g, = gsa(SST, z = 0).

We extend this model to include a prognostic cloud fraction (CF). Cloud fraction is
relaxed toward a diagnosed state, CF;, which depends on the state of decoupling in

the boundary layer and is explained in the following section.

In this form, with prescribed boundary conditions, our bulk model consists of a

system of four coupled ordinary differential equations:

dz;

E = Wg - DZ[ + WVeIlt (1.33)
ds 1

E - Z_ [V(so =) +we(ss —5) = AR] + Sexp (1.3b)
d 1
% T [V(@r0 = a0) +we(qre = 0| + drexp (1.3¢)

dCF _ CF, - CF

1.3d
dt TCF ( )
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In Eq. (1.3a), D is assumed constant, so —Dz; is the subsidence velocity at the
cloud-top, and wyey is an additional additive entrainment term used to parameterize
ventilation and mixing from overshooting cumulus convective thermals. Equa-
tions (1.3b) and (1.3c) are the prognostic equations for liquid water static energy
and specific humidity following from (1.2). In (1.3b), the diabatic sink term is
written as AR, which is the cloud-top radiative cooling per unit density (units of
W m kg™"). In (1.3c), no source term appears because precipitation is neglected. In
(1.3b) and (1.3c), the export terms (subscript exp) are there to represent the effect of
large-scale dynamics (synoptic eddies and Hadley circulation) transporting energy
and moisture laterally out of the model domain into other regions. We use the same
specification as in Schneider et al., 2019 with sexp = ¢,(—1.2) J kg™! day™! and
Grexp = (=6 X 107*) (gsar(SST) /g5 (290 K)) day™".

The cloud base, z;, is diagnosed as the lifiting condensation level (as shown in
Figure 1.1),
7 = mzin [qe(z) > 0] .

To calculate the cloud base, the subcloud layer is assumed to be well-mixed (s and
q, are constant). The liquid water specific humidity is diagnosed as the excess above

saturation,

B Ry Psat(T(2))
qe(z) = q; - ,

R \p(2) - pear(T(2))
with the saturation vapor pressure (Romps, 2008),

Lo 1 1
Psat(2) = egexp (—R— (m - Fo)) .

The constants eg = 610.78 Pa, Ly = 2.5 x 10°J kg_l, and Ty = 273.16 K are the
saturation vapor pressure, latent heat of vaporization, and temperature at the triple
point, respectively; R; = 287 J kg™! K™! and R, = 461 J kg~! K~! are the gas
constants of dry air and water vapor, respectively. To calculate the liquid water
content in the cloud, the cloud layer is also assumed to be well-mixed, but this is
purely done for diagnostic purposes, because there are no feedbacks between g, and

the prognostic variables in the model. This is discussed further in Section 1.5.

The in-cloud liquid water path, LWPyq, is calculated as the integral of g, from z,

to z;, which assumes an adiabatic cloud, with no mixing:

Zi
LWPg4 = / p(2)qe(z)dz.

b

The all-sky LWP is LWP = CF - LWP_yq.
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Predicted cloud fraction

Cloud fraction is relaxed to a diagnosed state CF,, which depends on the degree
of decoupling of the boundary layer. When topped with stratocumulus clouds, we
take the boundary layer to remain well-mixed and coupled to the ocean surface by
an overturning circulation that is driven by cloud-top longwave radiative cooling.
In contrast to other cloud regimes, where clouds are formed from buoyant thermals
driven by surface heating, the circulation in stratocumulus clouds is upside-down
(Randall, 1980). In order for the radiative cooling to keep the boundary layer well-
mixed, the buoyancy anomalies created must be large enough for parcels to travel
through the stably stratified cloud layer. The subcloud layer is neutrally stratified,
but the cloud layer, due to latent heat release during condensation, acts as a barrier
to parcels from above as they sink toward the surface. In the event where the
stratification is too large compared to the radiative cooling, parcels sinking from the
cloud-top will not reach the surface, and the cloud effectively becomes disconnected
from its moisture supply at the ocean surface. This behavior is termed “decoupling”
(Bretherton and Wyant, 1997). We can diagnose boundary layer decoupling by
considering the competition between cloud-top radiative cooling and surface latent

heat fluxes. We introduce the decoupling parameter & from Bretherton and Wyant,

1997,
LHF\ (z; — zp
D=|— , 14
(PAR)( Zi ) (5

where z;, is the cloud base altitude. When & < 1, the boundary layer remains

coupled; when & > 1, the boundary layer is decoupled.

We parameterize the cloud fraction, based on ideas from Sandu, Stevens, and
Pincus (2010) and Chung and Teixeira (2012) and observations of monthly mean
climatological cloudiness, as a logistic function with a maximum of CF,,x = 80%
cloud cover and minimum of CF,;, = 10%,

CFmax — CFmin
1+ %exp(—m(@ - D))

CF; = CFpax — (1.5)
with cloud fraction smoothly varying on the nondimensional scale m. The max-
imum and minimum cloud fraction values, CF,,x and CF,;,, are dependent on
the spatiotemporal resolution (maximum cloud fraction will necessarily be smaller
when averaged over larger spatial scales and longer timescales); the values chosen
here are based on monthly mean observations at 2.5° x2.5° resolution (Cesana et al.,
2019). The cloud fraction is 90% depleted when the critical decoupling threshold
D, = 1 is reached. The scale m determines the strength of the nonlinearity, but
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results are not strongly sensitive to m. We choose m = 8, which agrees well with

monthly-mean observations of cloud cover (Figure 1.2).

The prognostic equation for cloud fraction, Eq. (1.3d), is a linear relaxation of the
state CF;, on a timescale 7cp = 2 days. The timescale for the relaxation here is
arbitrary, since this model is used only to predict steady-state solutions; timescales

are discussed further in Section 1.4.

e ERA5/MODIS/CASSCAD

°c o ©
> o o

Cloud fraction

©
[N}

0.0 g
0.00 0.25 0.50 0.75 1.00 1.25 1.50
2, decoupling parameter

Figure 1.2: Scatter plot of observations of monthly-mean cloud fraction from CASC-
CAD (Cesana et al., 2019) against decoupling parameter &. LHF is taken from
ERADS reanalysis, and observations of cloud-top radiative cooling from Zheng, Zhu,
etal.,2021. We assumed a fixed (z; —z5)/z; = 0.4. The red line shows the analytical
form of cloud fraction predicted from Eq. 1.5 with m = 8.

One aspect that is neglected here, due to our previous assumption not to include
precipitation in the moisture budget, is that we do not consider the possibility
of drizzle-induced stratocumulus breakup (Yamaguchi et al., 2017; Uchida et al.,
2010; Stevens, Vali, et al., 2005; Geoffroy et al., 2008; Prabhakaran et al., 2023).
Precipitation can deplete the cloud layer of moisture through a different mechanism
than the cloud-top cooling route captured by decoupling parameter, and lead to

cloud fraction reduction while & < 1. This could be explored in future work.

Entrainment closure

To close the system of equations, we must specify the entrainment velocity. We
parameterize it here such that entrainment mixing balances radiative cooling in
the steady state: an “energy-balance entrainment” closure (Bretherton and Wyant,
1997). The entrainment velocity is proportional to the radiative cooling and inversely

proportional to the buoyancy jump across the inversion

AR
We = ———. (1.6)

Svir, — Svir
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We write this with the virtual liquid static energy s,;- = ¢,1,; + g2 — L,g¢ which
accounts for the buoyancy effects of water vapor through the virtual temperature
Ly = (Rm/Rd)T~

An additional additive entrainment term, wyep, is introduced which depends on the
cloud fraction. The physical idea is that in a cumulus state, buoyant plumes will
overshoot z; and lead to additional entrainment or ventilation and growth of the

boundary layer. This is modeled as

CFmax — CF ) (17

CFmax - CFmin
where @yent = 1.69 mm s~'. This parameter value was selected as described in
Singer and Schneider, 2023 to best fit the LES results from Schneider et al., 2019.

Wvent = (vent (

Cloud-top cooling closure

Rather than specifying the cloud-top cooling directly as an independent boundary
condition, we parameterize the radiative cooling as a function of the longwave
absorbers in the free-troposphere above the cloud (CO, and H,O). Conceptually,
higher concentrations of absorbers will decrease the cloud-top cooling because the
atmosphere will be optically thicker in the infrared, and the downwelling longwave
radiation hitting the cloud-top will be coming from closer levels, or higher tem-
peratures, reducing the net upward longwave flux. Mathematically, we can write
the cloud-top radiative cooling term as the difference between the upwelling radi-
ation emitted from the cloud top and the downwelling radiation emitted back from
the atmosphere. The upwelling radiation is emitted at the cloud top temperature
T.; = T(z;), while the downwelling radiation comes from a temperature 7;; + AT,,,.

The cloud-top radiative cooling then is
AR =CF- e, (Tft (T + ATem)4) , (1.8)

where €. = 0.9 is the cloud emissivity. The cloud emissivity is assumed constant,
which is reasonable given large enough liquid water paths as the longwave emission
tends to saturate around 20 g m~2 (Petters et al., 2012). We then parameterize ATy,
which depends on the optical thickness of the atmosphere above the cloud top, or

the concentrations of CO, and H,O as,
ATy = ag + ay ln(COz) +aj ll’l(qld.). (19)

We fit the parameters ap = —10.1 K, a; = 3.1 K, and a; = 5.3 K based on the
radiative transfer model (RRTMG) in the LES simulations presented in Schneider
et al., 2019 (see Fig. 1.3).
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Figure 1.3: Difference between cloud-top temperature and effective downwelling
emission temperature (AT,,,) fit to LES from Schneider et al., 2019. Shown with
AT,,, plotted against (a) the CO, concentration and (b) the above-cloud specific
humidity g, .. Upward (downward) pointing triangle markers are LES experiments
with increasing (decreasing) CO;.

1.3 Observational data for model comparison and evaluation

We use monthly observations of low-cloud cover (CF) from the CASCCAD dataset,
which is a combined product using Cloudsat and CALIPSO (Cesana et al., 2019).
The CASSCAD algorithm separates observed clouds by cloud type, but here we use
the total “low” cloud cover product. The CASSCAD product has monthly mean

cloud fraction observations from January 2007 to December 2016.

The monthly climatological observations of cloud-top radiative fluxes come from
Zheng, Rosenfeld, et al., 2019; Zheng, Zhu, et al., 2021. This is a combined product
using observations from MODIS, NCEP reanalysis, and the Santa Barbara DISORT
Atmospheric RTM.

All other “observations” are from ERAS reanalysis (Hersbach et al., 2020); we
use the same 10-year period of the CASSCAD observations. To obtain the fields
used as boundary conditions to the bulk model (shown in Figure 1.4), the following
daily ERAS fields are used: sea surface temperature (SST), 10-m horizontal winds,
vertical velocity at 500 hPa, relative humidity at 500 hPa (RHsqg), surface pressure,
2-m temperature, temperature at 700 hPa, and temperature at 850 hPa. Estimated
inversion strength (EIS) is calculated according to Wood and Bretherton, 2006 (their
Eq. 4) from Tgs0, T700, Tom, and p. The above-cloud liquid water static energy is
calculated as s, = ¢,(T(z;) + EIS) + gz;. Above cloud relative humidity, RH,

is taken directly as RHsq, implicitly assuming that relative humidity is vertically
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uniform in the free-troposphere. Divergence at 500 hPa (Dsqg) is calculated from
vertical velocity as in Tan et al. (2016), with an assumed quadratic profile in pressure.

Surface wind speed U is calculated from 10-m horizontal velocity components as

U = Vu? +2.

We use daily reanalysis data for NH summer (JJA). Observations are filtered to only
include days with mean subsidence across the North East Pacific (NEP) transect
because the bulk model can only be applied to regions of subsidence. The results

are insensitive to exactly how this filtering is done. See the appendix for more detail.

The monthly mean fields of SST, U, EIS, Dsqy, RHso9, and CF are shown in
Figure 1.4. These fields, the canonical CCFs, are the boundary conditions given as
input to the bulk model, along with the resulting cloud fraction, which is the output
of the model. The red dotted line shows the transect from the coast of California
to near Hawaii analyzed throughout this study. Below each map in Figure 1.4, the
subplots show the climatological mean values of the CCFs along this transect in

summer (JJA) as well as their year-to-year standard deviations (shading).

1.4 Results

The bulk model predicts the evolution of the cloudy boundary layer in addition to
the steady-state result. The timescale for convergence to the steady-state is set by
the slowest timescale in the problem. The thermodynamic variables ¢ evolve on a
timescale 7, = z;/(V + w,), and the boundary layer depth evolves on a timescale
T, = D! (Bretherton, Uchida, et al., 2010; Jones et al., 2014). Numerically,
these timescales are on the order 7, = 20 hours and 7., = 46 hours. We introduce
here a fourth equation for cloud fraction with a specified timescale 7cp = 2 days,
which is longer than these others, such that cloud fraction responds to changes
in the boundary layer properties, without introducing large positive feedbacks that
lead to oscillations in the system. The model is designed to examine steady-state
responses of the boundary layer to forcing. Short-timescale variability, such as a
diurnal cycle, synoptic variability, and Lagrangian advection, are not included in
the forcing. Therefore, the model should not be expected to compare realistically
to observations of transient behavior that includes these short-timescale forcing.
However, as has been demonstrated in the literature numerous times, the Lagrangian
and climatological stratocumulus-cumulus transitions are quite comparable (e.g.,
Sandu, Stevens, and Pincus, 2010; Sandu and Stevens, 2011; Blossey etal., 2013). In

summary, the steady-state behavior gives useful insight into mechanisms controlling
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Figure 1.4: Boundary conditions from reanalysis in JJA for the North East Pacific
(NEP) SCT region. Shown are: (a) SST, (b) surface wind speed, (c) estimated
inversion strength, (d) large-scale horizontal divergence, (e) above-cloud relative
humidity, and (f) cloud fraction. The transect is shown in the red line. Mean and
standard deviations from the JJA climatology (2007-2016) are plotted in the insets
below each map.
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climatological cloudiness, but it does not provide realistic predictions of individual

trajectories.

Idealized linear response to perturbations

The bulk model solution is dependent on all boundary conditions, or CCFs, though
to some more strongly than to others. Figure 1.5 shows the steady-state results of
cloud fraction and in-cloud liquid water path (LWP,)q) predicted by the bulk model
for a variety of conditions. Each subplot shows perturbations of just one boundary
condition while the rest remain fixed; included are the five meteorological boundary
conditions from Figure 1.4 and CO,. Perturbations are applied to two idealized
states: a high-cloud fraction stratocumulus (Sc) state (solid lines), and a low-cloud
fraction cumulus (Cu) state (dotted lines). The two regimes are distinguished by
the references values of SST (290 vs. 295 K) and inversion strength (IS) (12 vs.
6 K), shown by filled and unfilled circles in Figure 1.5, respectively. The goal of
this figure is to demonstrate the sensitivity of the model to perturbations of each

boundary condition within regimes, not exploring transitions between the regimes.

For perturbations about the stratocumulus state (solid lines), cloud fraction is rela-
tively fixed at the maximum value (80%), except at the warmest SSTs when cloud
fraction starts to drop off (Fig. 1.5a). By designation of the regimes, the cloud frac-
tion is of course larger in the Sc than Cu case. Additionally, the in-cloud liquid water
path (LWPq) is larger in the Cu regime, because the clouds are deeper; while the
all-sky liquid water paths tend to be smaller because the cloud cover is much lower.
The response of LWPq is positive for SST, wind speed, above-cloud humidity, and
inversion strength and negative for subsidence and CO,. While the boundary layer
remains in the coupled state, higher SSTs and stronger winds lead to greater LHFs
which increase cloud moisture (Fig. 1.5a,b); a more humid free-troposphere and
stronger inversion reduce entrainment drying and increase LWP4 (Fig. 1.5¢e,c). On
the other hand, stronger subsidence shoals the boundary layer and reduces cloud
thickness and LWP.j4 (Fig. 1.5d), and increased CO, decreases cloud-top cooling
and reduces LWPq4 (Fig. 1.5f). However, higher SSTs and hence stronger LHFs also
increase decoupling and ultimately lead to reduced CF, which is seen in Fig. 1.5a;

hence increasing SST has opposite sign effects on CF and LWP4.

For perturbations about the cumulus state (dotted lines), cloud fraction is pinned to
its minimum value (10%). The sign of the LWP4 response to each CCF is the same,

though the magnitude varies compared to the perturbations around the stratocumulus
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Figure 1.5: CF and LWP.q4 when varying individual boundary condition parameters
around some reference values typical of stratocumulus conditions (solid lines) and
cumulus state (dotted lines). Reference values are indicated by filled and unfilled
circles for Sc and Cu states, respectively. Boundary conditions varied are: (a) SST,
(b) surface wind speed U, (c) inversion strength (IS, the actual inversion prescribed
in the bulk model), (d) large-scale horizontal divergence D, (e) above-cloud relative
humidity RH,, and (f) CO, alone (no surface warming or water vapor feedbacks).

state. Most notable are the nonlinear responses (evident by the different slopes of
the solid and dotted lines) to above-cloud humidity (Fig. 1.5¢) and CO; (Fig. 1.5f).
The LWP.jq response from the Cu state is weaker than from the Sc state, and the
response to CO; is nearly nonexistent here. The sensitivity of Cu to subsidence is
slightly stronger compared to Sc (Fig. 1.5d).
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Stratocumulus-cumulus transition across North East Pacific

To evaluate the bulk model, we predict the cloud fraction given the observed large-
scale conditions and compare it to the observed cloud fraction across the NEP SCT
transect. The result is shown in Figure 1.6a. We predict the cloud cover in two ways:
1) by forcing the bulk model to steady-state with the climatological mean boundary
conditions over the observed 10-year period (pink dashed line, single simulation),
and 2) by forcing the bulk model to steady-state with 100 randomly chosen days
from the same period (pink solid line, average of 100 simulations). Because the
cloudiness of the boundary layer is a nonlinear process, and the bulk model exhibits
strongly nonlinear behavior, the cloud fraction predicted from the monthly mean
boundary conditions is different from the mean of the cloud fraction predicted from

daily conditions.

The nonlinearity in the bulk model from the strong positive feedback between cloud
cover and cloud-top radiative cooling results in sharp transitions day to day. Over
long-time averages, this results in a smooth curve. However, when the bulk model
is forced with the mean of the reanalysis-derived boundary conditions, a sharp

transition is predicted.

Further, we investigate which CCFs most strongly control the transition by varying
only one at a time in the simulations (Figure 1.6b). We observe that SST alone is
sufficient to create a SCT, but the other CCFs are not. The other factors do contribute
and create variability in cloud thickness and decoupling strength, but each in itself

is insufficient to induce a full transition to a low cloud fraction, Cu-like, state.

Moving beyond our analysis of a one-dimensional transect, we compare the observed
cloud fraction to the predicted cloud fraction in the entire NEP region. Figure 1.7
compares the observed cloud fraction to that predicted by the bulk model. The bulk
model cloud fraction is the mean predicted value from the model averaged over
approximately 100 randomly chosen days from the 10-year CASCCAD record. A
total of 200 individual days were randomly selected, but since the bulk model was
only applied in places with mean daily subsidence, the number of days included in

the average varies by location (from 74 to 181).

Extending the analysis of the response of the cloud to perturbations from idealized
mean states (Figure 1.5), Figure 1.8 shows the dependence of all-sky liquid water
path (LWP) on each boundary condition for observed states across the NEP region.
In the steady-state, both the cloud fraction (CF) and in-cloud liquid water path

(LWP¢jq) respond to perturbations in boundary conditions. LWP combines changes
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Figure 1.6: Cloud fraction along North East Pacific (NEP) stratocumulus-cumulus
transect. (a) Mean JJA climatology (2007-2016) and standard deviation from CASC-
CAD observations (black), mean of bulk model forced by ERA5 boundary conditions
from 100 randomly chosen days from the subsidence-only reanalysis record over the
same time period (pink, solid), and bulk model prediction forced by climatological
boundary conditions (pink, dashed). (b) Cloud fraction predicted by bulk model
with single-variable forcing, again averaged over 100 randomly chosen days: SST
(blue), U (orange), EIS (green), D (red), and RH, (purple); all variable forcing du-
plicated for comparison (pink). Only variations in SSTs alone produce a transition
along the transect, through other factors also contribute to the total.

in CF and LWP4. The goal of this analysis is to illustrate how the sensitivity to
changes in the various boundary conditions depends on the mean state from which

we are perturbing.

Changes in LWP are shown normalized by the observed year-to-year variability
for each boundary condition parameter (shown in Fig. 1.4), except for CO, where
changes are shown relative to a o,; = 100 ppmv perturbation. Specifically, the
difference in steady-state LWP for a forcing of x; + o, /2 is plotted for each factor
x;, where o, is the year-to-year variability during JJA in the 10-year record (2006-
2017). This normalization is important to put the magnitude of perturbations of

each boundary condition into context; for example, a 5 K change in SST is not
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Figure 1.7: (a) Observed and (b) predicted cloud fraction climatology across the
North East Pacific region during JJA. Prediction from bulk model is the average
over approximately 100 randomly chosen days from the 10-year period 2006-2017.
For each day, the bulk model is driven with climatological boundary conditions of
SST, U, EIS, Dsqo, and RHsgp from ERAS reanalysis and run to steady-state. The
resulting cloud fraction is averaged to produce this mean climatology plot.

easily comparable to a 10% change in above-cloud relative humidity. Because
the normalization is based on the temporal variability of each boundary condition
parameter, not the spatial variability, the results do not correspond directly to the

sensitivities along the transect shown in Figure 1.6b.

In general, the results agree very well with Figure 1.5. The all-sky LWP is mostly
reflecting LWP.4 changes, except at the edges of the region where transitions
between cloud states may occur. We saw from the perturbation analysis before
that LWP is most sensitive to changes in subsidence and above-cloud humidity
(Figure 1.5). Stronger subsidence thins the boundary layer and reduces LWP, while
a more humid free-troposphere suppresses entrainment drying and increases LWP.
Sensitivity to SST, EIS, and CO; is quite weak, but positive for SST and EIS
and negative for CO,, agreeing with Fig. 1.5. The sensitivity of all-sky LWP to
surface wind speeds has the most complex spatial structure. In the center of the
stratocumulus region, there is almost no sensitivity to wind speed, but toward the
edges, stronger wind speeds result in more LWP due to increase LHF, until the
LHF becomes too large and results in decoupling, which then dramatically reduces

all-sky LWP (seen by sharp transition from red to blue colors at the edges).
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Figure 1.8: Change in all-sky LWP given a normalized perturbation of each CCF
at each location across the NEP region (in JJA). Regions with mean CF < 0.5 are
shaded in grey. The sensitivities to each CCF vary in space depending on the initial
state of the cloud, highlighting the nonlinear response. LWP increases with SST and
above-cloud humidity everywhere, decreases with subsidence and CO, everywhere,
while the sign of response to surface wind speed and EIS varies in space.

1.5 Discussion

Our bulk model is able to capture key features of the stratocumulus-cumulus tran-
sition (SCT) and highlights the key mechanisms that drive the breakup of stratocu-
mulus clouds along these westward transects. However, the model makes many
assumptions that cannot represent the full complexity of the atmospheric boundary
layer. Here we present a short discussion of some key limitations and imperfections

of this model, some of which may be interesting avenues of future research.

First, the model has a limited representation of the effect of decoupling on the vertical
structure of the boundary layer. In the derivation in Section 1.2, we introduce our

bulk model in the more general form, not as a mixed-layer model, highlighting the
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flexibility of this approach to include more nuanced representations of the vertical
structure. However, in the end we did make the well-mixed assumption in how
we specified the form of the surface fluxes. And we included a somewhat artificial
ventilation term, wyen, Which represents extra mixing by positively buoyant thermals
that overshoot the inversion. Future work could look into extending this model by
including a non-well-mixed vertical structure throughout, or only after decoupling,
along the lines of what was done by Schalkwijk et al., 2013 or Salazar and Tziperman,
2023.

Second, this bulk model represents a single column of the atmosphere and neglects
advection, or the Lagrangian history of the air parcels, which is known to be impor-
tant (Sandu, Stevens, and Pincus, 2010). Previous work has found that temperature
advection can be an important cloud controlling factor (e.g., Scott et al., 2020),
but based on Figure 1.6, in the monthly-mean sense, we are able to reproduce the
salient features of the observed SCT without this. Including temperature advection
into the bulk model can be done trivially by including an additional source term on

Equation 1.3b, and could be explored in future work.

Third, the bulk model assumes that cloud emissivity (in Equation 1.8) is independent
of LWP. We explored making the emissivity dependent on LWP following Stephens,

1978 as
e.=1- e—LWP/LWPO’

where LWP, = 7 g m~2. We chose not to use this option for this study as it proved
not to be critical for the qualitative results, and it introduced an additional positive
feedback in the system that made interpretations more difficult. As with most choices
made while developing this model, the goal was a minimal representation of the

important physics, while retaining as simple a model as possible.

In this vein, the fourth major limitation is the lack of temporal variability. The
bulk model is used to make steady-state predictions, and given the timescales of the
problem, the system takes O(10 days) to equilibrate. However, the model neglects
the diurnal cycle, synoptic variability, and seasonal variability when solving for
these equilibrium solutions. Again, this is done to retain simplicity by keeping the

boundary conditions fixed, but it could be relaxed in future work if desired.

1.6 Conclusions
Stratocumulus clouds are a radiatively important feature of Earth’s climate because

they contribute to shortwave reflectance without compensating greenhouse warming.
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They appear in specific locations on Earth, predominantly over eastern subtropical
ocean basins due to their sensitive dependence on large-scale meteorological factors
(CCFs). These CCFs have been used many times previously as a basis for con-
straining stratocumulus response to climate change. However, these models rely
only on linear, statistical correlations between CCFs and cloudiness. In this work
we presented a nonlinear and physical, but still simple, bulk boundary layer model

for low cloudiness.

Our model is similar to traditional mixed-layer models for stratocumulus-topped
boundary layers, but we extended it to include a prognostic equation for cloud
fraction. Cloud fraction in our model depends on the strength of boundary layer
coupling as diagnosed by the decoupling parameter & = (LHF/pAR) - ((z; —
Zp)/zi)- The decoupling idea is based on Bretherton and Wyant (1997) and Chung
and Teixeira (2012). We included a simple representation of radiative transfer to
explicitly link the cloud-top radiative cooling to concentrations of greenhouse gases
(CO; and H;O) in the overlying free-troposphere. We showed how our bulk model
is sensitive to perturbations in various large-scale environmental conditions, CCFs
and CO,. We evaluated our bulk model by comparing predictions of cloud fraction
to observations from the CALIPSO and CloudSat satellites across the North East

Pacific stratocumulus-to-cumulus transition transect.

In some ways this model is overly simple, neglecting some important physical
processes, and it should not be viewed as a parameterization. However, because this
model is able to capture important features of the SCT, it is useful as a conceptual
tool. In a companion paper, we elaborate further on the mechanisms governing SCTs
in this model and use it to explore exotic climates with very high CO, concentration
(Singer and Schneider, 2023).
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1.7 Appendix A: Subsetting daily reanalysis data

On long time scales, e.g., over monthly means, the North East Pacific (NEP) is a
region of subsidence (see Fig. 1.4d). However, on daily timescales, there can be net
upward motion in any location. The bulk model assumes there is subsidence, and
from the equation of mass conservation (1.3a), the model will not reach steady state
if D is negative. Therefore, when forcing the bulk model with boundary conditions
from reanalysis observations, we only want to choose observations on days with

subsidence.

There are two logical ways to subset the data to exclude observations of D < 0.
They are both shown in Figure 1.9. 1) We can exclude only the locations of upward
motion on certain days (black dotted). The downside to this approach is that it will
result in unequal numbers of observations at different spatial locations. Or, 2) we
can exclude all locations on days with any upward motion along the whole transect
(red). The downside to this approach is that it more severely filters the data, and we

are left with fewer total observations.
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Figure 1.9: NEP transect of CCFs — sea surface temperature (SST), surface wind
speed (U), estimated inversion strength (EIS), 500 hPa horizontal divergence (D5qq),
and 500 hPa relative humidity (RHsog) — showing all days in JJA 2007-2016 (black
solid), only days with subsidence along the entire transect (red solid), and only
points with local subsidence (black dotted).
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However, we can see that both of these approaches have similar mean transect

profiles. The transects for all quantities except horizontal divergence (Dsgy) are

similar to the unfiltered data with all days (black solid). For simplicity, to keep

the number of total observations at each spatial point equal, and because we retain

enough data to reconstruct the climatological picture, we choose to keep only days

where there is subsidence everywhere along the transect (red).
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Chapter 2

CO,-DRIVEN STRATOCUMULUS CLOUD BREAKUP IN A
BULK BOUNDARY LAYER MODEL

[1] C. E. Singer and T. Schneider. “CO,-driven stratocumulus cloud breakup in
a bulk boundary layer model”. In: Journal of Climate (2023). In revision.

Abstract. Stratocumulus clouds cover 20% of subtropical oceans and strongly
cool the Earth by reflecting incoming shortwave radiation. Because of their small
dynamical scales and their sensitivity to changing meteorological conditions, the re-
sponse of stratocumulus clouds to climate change is one of the leading uncertainties
in climate modeling. Recent work has made significant progress constraining this
feedback using high-resolution large eddy simulations (LES) and satellite observa-
tions. Here we provide complementary constraints from a theoretical perspective,
using a bulk boundary layer model to calculate the response of stratocumulus clouds
to increasing CO,. We extend the bulk model presented in Singer and Schneider,
2023 by coupling it to a slab ocean to allow for feedbacks between cloud cover
and surface warming and use ensemble Kalman inversion to calibrate model pa-
rameters. We conduct climate change experiments, forcing the bulk model with
increasing CO,, and compare the cloud response to results from LES in Schneider,
Kaul, et al., 2019. Past a critical CO; value, the cloud layer decouples from the
surface, the clouds break up, and cloud fraction decreases to a shallow cumulus-
like state. Cloud fraction shows hysteresis behavior, where the system remains in
a low cloud fraction state even as CO; is decreased significantly past the breakup
threshold. The hysteresis behavior is robust, but the critical CO, value is sensitive
to parameters and assumptions of the bulk model. We show that surface warming
and water vapor feedback are two important aspects of the breakup; without them,

the critical CO; threshold for breakup is much larger.

Significance statement. The purpose of this study, and the companion paper
Singer and Schneider, 2023, is to develop a simple model to explain mechanisms
controlling stratocumulus-cumulus transitions. In this second paper, we describe the

extended bulk model coupled to a slab ocean that is forced only with a prescribed
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CO; concentration. We calibrate key parameters of this model based on high-
resolution simulations. The simple model, like the high-resolution simulations,
shows that stratocumulus clouds break up at very high CO, concentrations and that
the boundary layer exhibits hysteresis, remaining in a cumulus-like state until CO;
is reduced significantly past the breakup threshold. We conclude by showing a
series of mechanism-denial experiments that highlight the importance of surface

temperature and water vapor feedbacks on the stratocumulus breakup.

2.1 Introduction

The response of stratocumulus clouds to increasing CO; has been an outstanding
question in the field for the past several decades; it remains one of the largest
contributors to uncertainty in warming and equilibrium climate sensitivity (ECS)
(Sherwood et al., 2020; Zelinka et al., 2022). Global climate models (GCMs) exhibit
a large spread in predictions of changes in low clouds, which percolates into a large
spread in ECS. GCMs struggle to model low clouds, in particular stratocumulus,
because of the small dynamical scales relevant for cloud-scale turbulence (~ 10
m) compared to the coarse resolution of models (~ 100 km) (Schneider, Teixeira,
et al., 2017). The result is inaccurate simulation of the present-day climate, with
radiative biases on the order of 10 W m~2 and more in subtropical stratocumulus
regions, and a large spread of model responses to CO, perturbations (Nam et al.,
2012; Brient, Roehrig, et al., 2019). Increasing resolution of models, even into
convection-permitting regimes, can only help improve predictions of stratocumulus

clouds to a certain extent (Lee et al., 2022).

To get around this shortcoming of GCMs, some recent studies have taken the ap-
proach of using satellites to measure co-variability between clouds and meteorology
to observationally constrain cloud feedbacks and ECS (e.g., Brient and Schneider,
2016; Cesana and Del Genio, 2021; Myers et al., 2021; Ceppi and Nowack, 2021).
Other studies, such as the CGILS project (M. Zhang et al., 2012; Blossey et al.,
2013; Bretherton, Blossey, et al., 2013) and Tan et al. (2017), have explored low-
cloud responses to CO; in large-eddy simulations (LES), where the most energetic
small-scale motions are directly resolved. Bretherton (2015) summarizes results
from such LES studies.

However, given the shortcomings of GCMs in simulating clouds, and the difficulty of
interpreting LES without a clear and quantitative conceptual framework, advances

in theory are necessary for progress on the cloud problem. In this paper, we
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present a bulk boundary layer model for stratocumulus-topped boundary layers that
includes a very simple radiative transfer scheme and is coupled to a slab ocean
surface. We build on previous work by Deardorff, 1980, Lilly (1968), Bretherton
and Wyant (1997), Stevens (2006), Dal Gesso et al. (2014), and de Roode et al.
(2014). Our purpose is to provide a conceptual bridge between LES and GCMs
and a framework for understanding and interpreting both. Specifically, we build
a conceptual model to interpret the LES of Schneider, Kaul, et al., 2019. This
model is similar to, but developed independently from, Salazar and Tziperman,
2023, and comes to similar conclusions, which supports the robustness of both
results. Schneider, Kaul, et al., 2019 simulated a stratocumulus-topped boundary
layer under different CO, conditions. They concluded that eventually, at very high
CO,, the increased infrared opacity of the free troposphere will shut down the critical
cloud-top longwave cooling that drives the sustaining overturning circulation in the
boundary layer, leading to stratocumulus cloud breakup. The primary mechanism for
the stratocumulus breakup is the “direct effect” of CO, on the cloud-top radiative
cooling. CO, was only recently recognized as an important driver of this direct
reduction in cloud-top longwave cooling (Bretherton, Blossey, etal., 2013; Tan et al.,
2017; Schneider, Kaul, et al., 2019; Schneider, Kaul, et al., 2020), but other radiative
drivers such as high clouds and water vapor, which both alter the downwelling
longwave radiation at cloud-top have been noted previously (Christensen et al.,
2013). The direct effect of CO;, on cloudiness has also been recently noted as
an important mechanism to explain the observed TOA energy imbalance in the
historical satellite record (Raghuraman et al., 2021). Our bulk model provides a
conceptual basis for quantitative analysis and interpretation of this direct effect,

among other factors affecting cloud cover.

The paper is organized as follows: Section 2.2 describes the bulk boundary layer
model coupled to a slab ocean. Section 2.3 discusses calibration of bulk model
parameters. Section 2.4 discusses stratocumulus breakup mechanisms, presenting
results from the bulk model and comparing them to LES from Schneider, Kaul,
et al., 2019, and explores sensitivities of the results to the calibrated parameters.

Section 2.5 summarizes the conclusions.

2.2 Bulk boundary layer model with interactive SSTs
Singer and Schneider, 2023 describe the derivation of the bulk boundary layer
model with prescribed boundary conditions. The following section describes a

further extension. First we couple the atmospheric boundary layer to a slab ocean
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by adding a prognostic equation for sea surface temperature (SST), and we add an
analytical radiative transfer formulation. Then we embed the stratocumulus “box”
into a two-column framework (Pierrehumbert, 1995; Miller, 1997) and parameterize

the coupling between the subtropics and tropics.

Specifying top and bottom thermodynamic boundary conditions

With a goal to study stratocumulus cloud feedbacks, we need to build a model where
the boundary conditions are consistently solved for based on a prescribed value for
CO,. We couple the atmospheric boundary layer to a slab ocean through a surface
energy balance to consistently represent surface warming due to increasing CO, and

to include the positive feedback between cloud thinning and surface warming.

The bulk model is then defined by the following system of five coupled ordinary

differential equations:

dz;

E =Wwe — Dz; + Wyen, (2.1a)

ds 1
— = —[V(s0—5) + we(sy —5) — AR] + Sexp, (2.1b)

dt Zi

d 1
= = V(@ = )+ welges = 0] + desp @.1¢)

l

dCF CF,;-CF
_—d , (2.1d)
dt TCF
dSST

Equations (2.1a) — (2.1d) are the same as Singer and Schneider, 2023. The cloud-top
radiative cooling, AR, is a function of the CO, and H,O above the cloud (Singer
and Schneider (2023), their Egs. 8 and 9). The cloud fraction is parameterized as a
relaxation to the diagnosed state CF; which depends on the decoupling parameter
2 = (LHF/pAR) - ((zi — z)/zi):

CFmax - CFmin

CF; = CFpax — .
¢ B %exp(—m(@ -9.))

For this application, to be consistent with the Schneider, Kaul, et al. (2019) LES,
we set CFpax = 100% and CFpi, = 20%.

Equation (2.1e) is the standard surface energy budget equation for SST. On the
left-hand side, C = p,,c,, H,, is a heat capacity per unit area, where p,, and c,, are
the density and specific heat capacity of water and H,, is the depth of the slab ocean.

The value of H,, is arbitrary: it affects the equilibration time, but not the equilibrium
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results, which are the object of interest here. We choose H,, = 1 m, which gives
an equilibration timescale of 7ssT & 50 days. On the right-hand side are the source
terms from shortwave and longwave radiation, latent and sensible heat fluxes, and

ocean heat uptake (OHU), respectively.

Closed surface energy budget: parameterized surface radiation

The net surface shortwave radiation is simplified to be linear in cloud fraction,
SWhet = asw + bsw (CFpax — CF), (2.2)

with coefficients asw = 120 W m™2 and bsw = 140 W m~2. The net longwave
radiation is taken to be a constant LWy, = —30 W m~2, consistent with LES results
from (Schneider, Kaul, et al., 2019).

The ocean heat uptake (OHU) is determined as the residual from a steady-state
simulation with 400 ppmv CO» in which the SST is fixed to 290 K. The OHU is kept

fixed across the range of CO; concentrations considered (OHU = —12 W m™2).

Large-scale circulations: parameterized above-cloud temperature

Reduction of subtropical cloud cover will increase TOA radiative imbalance locally
and lead to energy export to the rest of the globe. Some of this energy will be
exported to the tropics, warm the tropical free troposphere, and because of weak
temperature gradients, feed back and warm the subtropical free-troposphere above
the cloud layer (Figure 2.1). Simplifying the procedure of Schneider, Kaul, et al.,
2019, we parameterize the effect of subtropical albedo changes on above-cloud
temperatures by considering how both the direct warming from CO, as well as the
additional warming from increased subtropical energy export change the strength of
the temperature inversion in the subtropics. The inversion strength (IS) is modeled
as

CO
AT = ar + brlog, (Wé

where ar = 8 K is the IS in the base climate, b7 = 1.5 K describes the relative

) — ¢7(CFpax — CF), (2.3)

warming in the tropics versus subtropics per doubling of CO;, and ¢ = 10 K
measures the strength of the energy export into the tropics from subtropical cloud

thinning.
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Figure 2.1: Schematic of coupling between subtropical domain and tropical domain.
Energy is assumed to be exported from the tropics globally when cloud cover
decreases; this warms the tropics, and in turn, warms the overlying free-troposphere
above the subtropical clouds. This is parameterized by Equation 2.3.

2.3 Ensemble Kalman inversion for parameter calibration

The bulk model as described in Section 2.2 includes three principal free parameters:
The surface exchange velocity V = C,U, the coefficient of ventilation mixing
strength ayen (Singer and Schneider (2023), their Eq. 7), and the surface SW cloud
radiative feedback strength bgw. Other free parameters, such as asw and ar, are
not included in the calibration, and are instead determined independently from the
Schneider, Kaul, et al. (2019) LES results. We calibrate the parameters to minimize
mismatch between the bulk model results and the LES from Schneider, Kaul, et al.,
2019. The quantitative results of the model are sensitive to these exact parameter

values; this is explored in detail in at the end of Section 2.4.

The values of these parameters have physical meaning and are constrained (by the
assumed priors) to take on physically reasonable values based on external constraints
(such as positivity or order-of-magnitude estimates for maximum ventilation veloc-
ities) or previous measurements/studies (order of magnitude for surface exchange

velocity). Our parameter priors are Gaussian (Table 2.1).

We use Ensemble Kalman inversion (EKI), a flexible gradient-free optimization
method (Schillings and Stuart, 2017), to calibrate these parameters. EKI is an adap-

tation for parameter estimation of the ensemble Kalman filter, which has been widely
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Parameter [units] \ Prior \ Optimal value
V [ms™T] N(8,2) x 1073 7.9%x 1073
et [Ms™'] N(1.2,0.3)x 1073 | 1.69 x 1073
bsw [W m™2] N (150, 40) 140

Table 2.1: Table of parameters calibrated, their assumed prior ranges, and the
optimal value to which the Ensemble Kalman inversion converges.

used in the atmospheric sciences for state estimation (Houtekamer and F. Zhang,
2016). EKI is robust to noisy data or models with sharp or discontinuous gradients
(Lopez-Gomez et al., 2022). We use the EnsembleKalmanProcesses. jl Julia
implementation of EKI (Dunbar et al., 2022).

Our data in the loss function are domain-mean, time-mean SSTs and LHFs from LES
in statistical steady states across a range of CO; concentrations both with increasing
and decreasing CO, from (Schneider, Kaul, et al., 2019). The data covariance
matrix is taken to be diagonal, assigning 10% error to each data point, with error
reduced to 0.5% for the two endpoints of the up- and down-steps at 1600 ppmv
and 200 ppmv, respectively, to put 20x greater weight and ensure the optimization
converges on a solution that retains the hysteresis behavior, even at the expense of
possible better quantitative accuracy at intermediate CO, concentrations. Our loss
function is the Lr-norm of the SST and LHF mismatch, both normalized by the
mean and standard deviation across the LES simulations.

To calibrate the three parameters, we choose an ensemble size of 90 particles and
iterate 15 times until convergence (Figure 2.2). One evaluation of the forward
model consists of evaluating the steady-state result in the bulk model at 17 CO,
levels, increasing from 200 ppmv to 1600 ppmv and then back down to 200 ppmv.

With each successive iteration, the collection of particles collapses toward the

Error

Iterations
Figure 2.2: Error from EKI loss function for each iteration of the parameter opti-
mization. As the particle ensemble collapses towards the optimal values the error
decreases. Convergence happens after about 8 iterations.
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optimal parameter values (Figure 2.3). The scatter plots show particles in each
2-dimensional space, and the histograms show the distribution of particles along
each parameter dimension separately, with the initialized ensemble (sample from
prior) in grey and the final ensemble in red.
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Figure 2.3: Plots of initialized (grey) and converged (red) particle ensembles. Scatter
plots in the lower left of the figure show the distribution of particles in each 2-
dimensional parameter space. Histograms on the diagonal show the distribution of
particles in each parameter-dimension individually. Covariance between parameters
i1s weak as indicated by the spread in red points mostly horizontal or vertical,
not diagonal. The ventilation mixing strength parameter ayen; shows the largest
variability in the final ensemble compared to the prior range.

The optimal parameter values (mean of all particles at final iteration) are given in
Table 2.1. The predicted SSTs and LHFs from the bulk model using the optimal
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calibrated parameters is shown compared to the LES results in Figure 2.4. Some
particles in the final ensemble have clouds break up at values above or below
1300 ppmv (not shown). Similarly for the re-formation of stratocumulus at lower
values of CO,, some particles in the ensemble, despite having very similar parameter
values, show clouds not reforming, while most show clouds reforming at 400 ppmv.

This sensitivity to parameter choices is discussed further in Section 2.4.

2.4 Results

Stratocumulus breakup mechanisms

As was identified in the LES experiments from Schneider, Kaul, et al., 2019, at very
high concentrations of CO», the stratocumulus clouds become unstable and break
up into cumulus-like state with low cloud fraction. In our simplified bulk model,

we reproduce this behavior (Figure 2.4).

We conduct the same experiment as presented in Schneider, Kaul, et al., 2019.
The bulk model is sequentially run to equilibrium at various CO, concentrations,
starting from 200 ppmv, increasing to 1800 ppmyv, and then decreasing back to
200 ppmv. Each sequential simulation is initialized from the steady-state condition
at the previous CO; level. In Figure 2.4, the red points indicate simulations where
CO, was increased from the previous steady-state solution, and blue points indicate
simulations where CO;, was decreased. Following the red points, we see that the
cloud deck remains stable up until 1200 ppmv CO,, but when CO, is increased to
1300 ppmv, the stratocumulus deck dissipates (Figure 2.4d). Coincident is a rapid
warming of sea surface temperatures (Figure 2.4b). As CO; is decreased from the
maximum value simulated (1800 ppmv), the blue points indicate that the clouds
remain in a cumulus-like state until CO; is lowered back to 400 ppmv. This strong

hysteresis behavior is seen in both the LES and the bulk model.

To examine the cloud breakup and hysteresis further, we present two mechanism-
denial experiments. First, shown in Figure 2.5, is a test for the influence of surface
warming on cloud breakup. This experiment follows the same protocol of sequen-
tially increasing and then decreasing CO, concentration, but this time with SST and
IS fixed to their 400 ppmv baseline values of 290 K and 8 K, respectively. In this
experiment, the clouds do not break up even at CO, concentrations of 8000 ppmv.
The radiative cooling continues to decrease, but so does the LHF as the boundary
layer shallows and warms. This keeps the clouds relatively stable, with & only

increasing up to around 0.4 at these very high CO; concentrations.



44

a) b)
100
310 |
X LES

T 8orf @ Bulk model 305 -
€ | v
< 60 =
S 300 ¢
g 40 r : 9 205

N - 200 |

400 800 1200 1600 400 800 1200 1600

250 106
~ 200 |
E § 75
= 150 = 5
w (]
L 100 - 25

50 . . . . 0 . . . .

400 800 1200 1600 400 800 1200 1600
CO:z [ppmv] COz [ppmv]

Figure 2.4: Steady-state solutions from the bulk model and LES for an experiment
of sequentially increasing and then decreasing CO; concentrations. Simulations
initialized from a lower CO, steady-state condition (increasing CO;) are shown in
red, and those initialized from a higher CO, state (decreasing) are shown in blue.
Panels show (a) the cloud-top radiative cooling, AR, (b) sea surface temperature,
SST, (c) surface latent heat flux, LHF, and (d) cloud fraction, CF. Results from the
bulk model are shown in circles (solid lines) with results from the Schneider, Kaul,
et al., 2019 LES shown in crosses (dotted lines).

The second experiment, shown in Figure 2.6, tests the impact of the water vapor
feedback on cloud breakup. This experiment is the same as the original, but now with
the above-cloud water vapor concentrations seen by the radiation fixed at 2 g kg™'.
The above-cloud water vapor entrained into the cloud is still interactive and increases
with SST. Because water vapor is a greenhouse gas and absorbs outgoing longwave
radiation from the cloud tops, keeping it fixed mutes the effect of increasing CO; and
stabilizes the stratocumulus deck. Ultimately, the increasing CO, concentrations
alone damp the cloud-top radiative cooling sufficiently to produce cloud breakup, but
not until a concentration of 2800 ppmv is reached; this is nearly twice as much CO,
as is required when the water vapor feedback is enabled. The hysteresis behavior is
still seen, though the stratocumulus clouds do not reform until below 200 ppmv CO,.
The effect of radiative water vapor feedback thus is to shift the breakup threshold

and broaden the hysteresis loop.

The mechanisms discussed are summarized in the schematic in Figure 2.7. In our

setup, CO, is the external control on the system and all other changes in large-



45

100 310
— 80 305
e —
§ 60 ’ X 300
= 40 205
o n
< 20 b L, 290
0 . | . | 285 . | . |
0 2000 4000 6000 8000 0 2000 4000 6000 8000
c) d)
250 100..’..‘.....'
~ 200 80
£ T o0
= 150 =
" &40
E 100 20 eoocs0e
50 . . . . 0 | | . |
0 2000 4000 6000 8000 0 2000 4000 6000 8000
CO:z [ppmv] COz [ppmv]

Figure 2.5: Same as Figure 2.4, but with SST and inversion strength (IS) fixed
at the 400 ppmv baseline values of 290 K and 8 K. Results from the fixed SST/IS
experiment shown in large circles, with results from the slab ocean setup (Figure 2.4)
shown by the small circles and thin lines. In the fixed SST/IS case, the CO; is varied
from 200 ppmv to 8000 ppmv. Due to the stabilizing effect of fixing the SST,
despite the suppression of cloud-top radiative cooling via the direct effect of CO,,
the stratocumulus clouds remain stable up to the extreme value of 8000 ppmv.

scale conditions are parameterized. When CO; is increased, it directly reduces
the cloud-top radiative cooling, AR. Smaller AR means the boundary layer is in
a more decoupled state (2 is around 3.5 after cloud breakup, or about 10x larger
than at 400 ppmv). The cloud fraction is parameterized as a function of decoupling,
so this decreases cloud cover. The first positive feedback, inherent to the system,
is that cloud-top cooling is proportional to cloud cover, AR = CF - f(CO,, H;0)
(Singer and Schneider, 2023, their Eq. 8). This feedback is why the breakup is
so rapid in CO»-space, as demonstrated, for example, in Figure 2.4 and along the

stratocumulus-cumulus transition transect discussed in Singer and Schneider, 2023.

The two mechanism-denial experiments above show the importance of the SST
feedback and the radiative water vapor feedback. First, as cloud cover decreases,
the ocean surface is exposed to more sunlight and warms up. This increases SSTs
and increases latent heat fluxes, which also contributes to stronger decoupling of
the boundary layer. Second, as SSTs increase, the amount of water vapor in the

free troposphere above the clouds also increases (water vapor feedback). Since
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Figure 2.6: Same as Figure 2.4, but with above-cloud water vapor concentrations
shown to the radiation fixed at 2 g kg=!. Above-cloud water vapor seen in the
entrainment mixing remains interactive and increases with warming. Results from
the fixed water vapor experiment shown in large circles, with results from the
interactive setup (Figure 2.4) shown by the small circles and thin lines. In the fixed
water vapor case, the CO; is varied from 200 ppmv to 4000 ppmv. The critical CO,
threshold for cloud breakup is at 2800 ppmv.

water vapor is a greenhouse gas, like CO,, more water vapor inhibits cloud-top
radiative cooling, which decreases cloud cover further. As we saw above, the SST
coupling is crucial in this bulk model for exhibiting stratocumulus breakup at any
CO; concentration below 8000 ppmv; the water vapor feedback also contributes
strongly to the stratocumulus breakup, reducing the critical CO, threshold from

2800 ppmv to 1300 ppmv.

However, neither this bulk model nor the LES from Schneider, Kaul, et al., 2019 can
give robust quantitative information about the exact value of this critical CO, breakup
threshold. Both models are sensitive to various parameter values and choices about
how to couple the single stratocumulus box with the rest of the globe—e.g., how
large-scale circulations and atmospheric stability might change with CO,—which

is necessarily parameterized in these setups.

Sensitivity of CO; breakup threshold to model parameters
Figure 2.8 shows the critical CO; stratocumulus breakup threshold as a function

of the three parameters calibrated with EKI. The critical CO, concentration is
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Figure 2.7: Sketch showing important physical processes and positive feedbacks that
contribute to stratocumulus breakup mechanisms. (Left) Low CO, stratocumulus
state. Low CO; results in less downwelling radiation at the cloud top and strong
cloud-top cooling. SSTs are lower because the high cloud cover blocks incoming
shortwave radiation from reaching the surface and results in weak LHF and weak
in-cloud turbulence. The combination of strong cloud-top cooling and weak LHF
both contribute to strong coupling (2 small). (Right) High CO; cumulus state.
More CO, creates more downwelling radiation at cloud-top and weaker cloud-top
cooling. This results in stronger decoupling, which reduces cloud fraction. Less
cloud cover means more sunlight can reach the surface and warm it. Higher SSTs
mean stronger LHF, which results in stronger turbulence in the cloud layer and
further enhances decoupling. Higher temperatures also result in more above-cloud
moisture, which further increases downwelling longwave radiation at cloud-top and
weakens cloud-top cooling. The SST and water vapor feedbacks both act as positive
feedbacks on the system.

calculated as the lowest CO, concentration for which the steady-state cloud fraction
is less than 50% in a simulation of increasing CO,. With the optimal parameter
configuration shown in earlier results, the critical CO; threshold is at 1350 ppmv.
For all three calibrated parameters, increasing parameter values results in a smaller
critical CO; concentration. The critical value for cloud breakup is most sensitive to
the surface exchange velocity, V, changing from 1900 ppmv to 750 ppmv for an 7%
increase in V. For a large surface exchange velocity, the surface fluxes are larger
for a given SST, meaning LHF will become untenably large at a lower SST and

lead to cloud breakup. The ventilation coefficient (ayepn) dictates how much extra
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Figure 2.8: Critical CO, threshold for stratocumulus breakup given different values
of calibrated parameters: (a) V surface exchange velocity, (b) @yene entrainment
ventilation mixing strength, and (c) bsw shortwave cloud feedback strength. Optimal
parameter values shown in red.

entrainment mixing results from cumulus updrafts in the decoupled state. As cloud
fraction decreases and cumulus ventilation begins, stronger ventilation exacerbates
decoupling by leading to clouds that occupy a smaller fraction of the boundary
layer (2 o (z; — zp)/zi)- Therefore, stronger ventilation results in more rapid cloud
breakup. Finally, the linearized surface shortwave cloud feedback is encoded in the
bsw term. When this radiation coefficient is larger, the surface heating resulting
from cloud breakup is larger; hence, this also accelerates breakup and leads to a

smaller critical CO, value.

Sensitivity of CO; breakup threshold to initial conditions

In addition to parameter sensitivity, the breakup threshold is also sensitive to the
initial conditions. This sensitivity to initial conditions is manifest in the real world
as spatial variability in the breakup threshold. Simply, some locations are closer
to the decoupling threshold in the present climate state, and therefore will see

stratocumulus cloud breakup at lower CO, concentrations than other regions.

Figure 2.9 shows the critical CO, concentration given different initial SST conditions
at 400 ppmv CO; (only the SST initial condition is varied). The critical CO,
concentration is calculated the same way as before. For this example, the initial
condition SST ranges from 288 K to 294 K (the default is 290 K). For the coldest
initial condition, where the boundary layer is in a more tightly coupled state at
400 ppmv, the critical CO; concentration is 2350 ppmv. While, for the warmest

initial condition, the boundary layer is already decoupled at 400 ppmv.

We can extrapolate from Figure 2.9 to infer the cloud breakup behavior over an
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Figure 2.9: Critical CO; threshold for stratocumulus breakup given different initial
conditions of SST (at 400 ppmv). The critical CO, concentration across the range
of tested conditions varies from 400 ppmv to 2350 ppmv. Default initial condition
SST (290 K) shown in red.

entire region with variable present-day SSTs. This is illustrated in Figure 2.10,
which shows a map of contours of the critical CO, concentration in the North East
Pacific stratocumulus region given observed values for the SST in the present climate
as the 400 ppmv initial condition. The contours show the breakup threshold as a
propagating front, where stratocumulus cloud decks retreat from their current spatial
extent in eastern subtropical ocean basins to occupy smaller regions, more tightly
confined to the coast where SSTs are coldest, until CO;, concentrations are high
enough to eliminate the clouds altogether. In a regional-mean sense, the breakup

will be smooth, not sharp, because of the variability in initial conditions.

Figure 2.10 is a simplification of the full picture. Of course not just the SST varies
spatially, also the climatological inversion strength, subsidence strength, surface
wind speeds, and free-tropospheric relative humidity will factor into the critical
CO; concentration. Furthermore, seasonal variability (and other timescales) will

modulate and smooth this summer-time mean signal.

2.5 Conclusions
In this paper, we have highlighted the direct effect of CO; on stratocumulus clouds.
These clouds, which are substantial contributors to the globally-averaged shortwave
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Figure 2.10: Colored contours of critical CO, threshold (in ppmv) for stratocumulus
breakup over the North East Pacific stratocumulus region. Grey shading shows the
climatological cloud fraction predicted by the bulk model (Figure 1.7b from Singer
and Schneider, 2023).

reflectance, are dynamically driven by cloud-top longwave radiative cooling. The
radiative cooling creates negatively buoyant air at the cloud top, which sinks towards
the surface, generates a convective overturning circulation, and resupplies the cloud
layer with moisture. CO; (or infrared absorbers more generally, including water
vapor and higher-altitude clouds) above the boundary layer reduce this radiative
cooling and, at high enough concentrations, can decouple this overturning circulation
from the moisture supply at the surface. This ultimately leads to the breakup of the

cloud layer.

We have explored this mechanism of stratocumulus breakup with a conceptual
bulk boundary layer model. Our model is forced by an externally prescribed CO;
concentration and parameterizes all feedbacks (local surface warming and remote
warming of the free troposphere) to predict the boundary layer thermodynamic
and cloud properties. We have calibrated unconstrained parameters of the model
such that it realistically reproduces behavior seen in LES from Schneider, Kaul,
et al., 2019. With the bulk model, we can easily explore the importance of the
local surface warming feedback and the water vapor feedback, which is linked

to the remote warming in the tropics that controls free-tropospheric temperatures
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and water vapor concentrations. Because both local and remote surface warming,
and hence water vapor concentrations in the free troposphere, increase with cloud
cover reduction, there is strong hysteresis in the system: once the stratocumulus
clouds break up, they will not reform again until CO, is lowered past the critical
threshold at which they first broke up. The local surface warming will amplify the
decoupling by increasing latent heat fluxes. And the remote surface warming and
subsequent above-cloud water vapor increase will amplify decoupling by further

reducing cloud-top cooling.

We have discussed the quantitative limitations of this model with regard to pre-
dicting the critical threshold of CO; for stratocumulus breakup. These limitations
stem both from the simplicity of the representation of the subtropical cloud-topped
boundary layer, as well as the simple representations of coupling between clouds
and circulation. The threshold value is sensitive to parameter choices in our model,
but the breakup and hysteresis behavior are robust and rooted in well understood

physical principles.

The CO, direct effect, whereby cloud-top cooling is a mechanism for turbulence
generation in the boundary layer, is included in some GCM parameterizations, but
not in all (Qu et al., 2014). This neglect has implications for how GCMs respond
to extreme CQO, concentrations. These extreme concentrations are not relevant
for 21st century climate change, but may be relevant for past climates; indeed,
several studies suggest cloud feedbacks as a mechanism for enhanced warming in
past climates (e.g., Zhu et al., 2019; Tierney et al., 2022). Furthermore, the direct
effect of CO; on stratocumulus clouds introduces asymmetries and nonlinearities for
deeper-time paleoclimate (Goldblatt et al., 2021) or future geoengineering scenarios
(Schneider, Kaul, et al., 2020), where global cooling was, or could be, induced by

solar dimming.
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Chapter 3

CO,-INDUCED STRATOCUMULUS CLOUD BREAKUP IN A
GLOBAL CLIMATE MODEL

Abstract. Recent work has shown that there is possible tipping-point behavior of
stratocumulus cloud cover reduction under very high CO; conditions. In particular,
these papers hypothesize that under very high CO, scenarios, the longwave cloud-
top radiative cooling could be sufficiently reduced as to prevent the formation of
stratocumulus clouds by decoupling the boundary layer. Once the clouds disappear,
the positive feedbacks from surface warming (through enhanced surface shortwave
absorption) and warming aloft with subsequent humidification, lead to hysteresis
behavior, where the clouds will not reform until CO, is decreased to a much lower
value than the breakup threshold. One limitation of these previous papers is their
idealized representation of how the subtropical stratocumulus regions couple with
the rest of the tropical atmosphere. In this work, we explore how realistic represen-
tations of the large-scale circulations and thermodynamic state impact the trajectory
of stratocumulus breakup in a global model. Using CESM2 (The Community Earth
System Model version 2), we replace the default cloud cover parameterization with a
highly simplified cloud cover diagnosed from the state of boundary layer decoupling,
as introduced in previous works. We conduct experiments with increasing concen-
trations of atmospheric CO, and show cloud adjustments and feedbacks to this
forcing. We discuss the implications of these results for nonlinear cloud feedbacks

and direct cloud adjustments.

3.1 Introduction

Stratocumulus clouds cover about 20% of tropical oceans in the annual-mean (Wood,
2012; Cesanaetal., 2019). Their large areal coverage makes them an important regu-
lator of Earth’s radiative energy balance, cooling Earth by an estimated 8 K (Randall
et al., 1984; Schneider et al., 2019). Stratocumulus cloud decks are especially com-
mon over eastern subtropical ocean basins, where sea surface temperatures (SSTs)
are low, subsidence is strong, and there exists a strong temperature inversion (Klein
et al., 1993; Myers and Norris, 2013; Bretherton, 2015). Uniquely among clouds,
stratocumulus clouds are sustained by an upside-down convective circulation that is

driven by cloud-top radiative cooling (CTRC), arising because stratocumulus clouds,
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despite their geometric thinness, are relatively opaque to longwave radiation (Lilly,
1968; Bretherton and Wyant, 1997; Stevens, 2006). These clouds exist in a delicate
balance between radiative cooling at the cloud tops and warming/drying by turbulent
entrainment. Additionally, subsidence above the clouds works against the deepening
of the cloud layer that otherwise results from entrainment of free-tropospheric air

into the cloud layer.

Stratocumulus clouds are sensitive to climate changes like surface warming and
circulation changes, but their dependence on CTRC also makes them directly respond
to changes in CO; concentration, or other longwave absorbers like water vapor,
high clouds, or aerosols (Bretherton, 2015; Christensen et al., 2013; Brient and
Schneider, 2016; Petters et al., 2012). This direct CO, dependence constitutes
a cloud “adjustment” rather than a “feedback,” as it is not mediated by surface
warming, though stratocumulus clouds are also sensitive to SST warming, and will

respond indirectly to CO, increases as well.

Studying this direct effect of CO; in global climate models (GCMs), however, is
challenging because many parameterizations of boundary layer clouds and turbu-
lence do not directly account for the CTRC (J.-L. Lin et al., 2014; Qu et al., 2014).
Furthermore, many studies of stratocumulus clouds in GCMs are complicated by
the fact that the coarse resolution of GCMs and the imperfect parameterizations fails
to faithfully represent these clouds in the current climate, which partly undermines
our trust in their response to climate change (Lauer et al., 2010; Nam et al., 2012).
However, Qu et al., 2014 found that models which do account for CTRC tend to
have better representations of stratocumulus cloud cover in their base state.

Recent studies of the direct effect of CO, on stratocumulus clouds have concluded
that in an idealized scenario, there exists a tipping point of CO; concentrations,
past which the clouds are no longer stable (Schneider et al., 2019; Schneider et
al., 2020; Singer and Schneider, 2023a; Salazar and Tziperman, 2023). These
studies, using high-resolution large-eddy simulations (LES), and low resolution
mixed-layer models (MLM), were idealized in their representations of spatial and
temporal heterogeneity. Concretely, the experimental setup consisted of modeling
one idealized patch of stratocumulus clouds and considered only the steady-state
result of abrupt CO; increase and neglected variability (from diurnal to seasonal
to interannual timescales). The LES and MLM both parameterized interactions
of the subtropical stratocumulus region with the global atmosphere in an idealized

way: assuming no changes in the circulation (dynamic) and coupling to an idealized
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“tropical column” to represent global warming (thermodynamic), inspired by ideas
from Pierrehumbert, 1995.

We know from the extensive literature on cloud controlling factors how important
adjustments in the deep tropics are for stratocumulus clouds, both dynamically
through changing subsidence rates (Myers and Norris, 2013), and thermodynami-
cally through changing inversion strength (Klein et al., 1993; Wood and Bretherton,
2006). However, both of these important properties were necessarily parameterized
by the previous studies that focused on running and explaining high-resolution mod-
els. In other previous work, which has explored stratocumulus feedbacks, important
links have been found between low cloud regions and regions of deep convec-
tion, both thermodynamcially and dynamically, that further motivate exploring this

question in a global model (Schiro et al., 2022).

Building from these previous works, in this paper we explore the idea of CO,-induced
stratocumulus breakup in a setting that better captures the large-scale interactions
of the subtropical stratocumulus regions with the rest of the atmosphere. To do this,
we take the ideas from Singer and Schneider, 2023b; Singer and Schneider, 2023a
of boundary layer decoupling induced stratocumulus breakup, and write a new
heuristic parameterization of low cloud cover. We implement this parameterization,
overriding the default CLUBB scheme (Cloud Layers Unified by Binormals) in the
Community Atmosphere Model version 6 (CAM6). Then we test the response of
the clouds to abrupt increases in CO; concentration in a configuration of CESM
(Community Earth System Model) that uses a slab ocean model with prescribed
heat flux. This simple coupled configuration allows us to include important SST
feedbacks to changing cloud cover without the need for centennial-scale simulations
with a full dynamic ocean model (Tan et al., 2017; Schneider et al., 2019; Singer
and Schneider, 2023a). Furthermore, by using a realistic AGCM, we can resolve
questions of how spatiotemporal variability (seasonal, synoptic, and diurnal) imprint

onto the idealized notion of “sudden” breakup of the stratocumulus deck.

In this paper, Section 3.2 reviews the ideas of boundary layer decoupling, discusses
the implementation of our idealized decoupling-based parameterization into CAM6,
and describes the model configuration and experiments run. The main results are
in Section 3.3, where we show changes in decoupling, cloud cover, and climate

feedbacks in increasing CO, experiments.
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3.2 Methodology

Theory of decoupling-induced stratocumulus breakup

To review, the overturning circulations in stratocumulus cloud decks are driven by
cloud-top cooling, rather than surface heating. This makes these clouds directly sen-
sitive to changes in longwave absorbers (CO; or water vapor) in the free-atmosphere
above the cloud decks. Recent work has found that this direct effect of CO, has the
potential to induce a tipping point in the stratocumulus clouds, forcing the boundary
layer into a low cloud cover, high SST state (Schneider et al., 2019; Singer and
Schneider, 2023a). Due to the strong positive feedback between surface tempera-
ture and cloud cover, there is bistability in the system which drives strong hysteresis
behavior. This means that once the stratocumulus clouds are lost, and surface
temperatures are warmed, the clouds will not reform immediately when CO; is

decreased back to the pre-tipping point concentration.

The decoupling-driven transition from stratocumulus to cumulus regime was param-
eterized in Singer and Schneider, 2023b; Singer and Schneider, 2023a as a function
of the decoupling parameter, first introduced in Bretherton and Wyant, 1997:

_ (LHF) (zi = zp
o 1) (23] o

The decoupling parameter & describes the competition between the circulation
driven by longwave radiative cooling AR and the inhibition of mixing from strati-
fication which is related to the surface latent heat flux LHF; this ratio is multiplied
by the fraction of the boundary layer occupied by clouds (where z; is the cloud top
altitude and z;, is the cloud base altitude).

The diagnostic cloud fraction (CF,) was given by the following expression, describ-
ing a smooth transition between some maximum value CF,x and minimum value
CFpin over a scale m,

CFmax - CFmin

CF; = CFax — .
¢ s éexp(—m(@ - D)

(3.2)

The cloud fraction parameterization is constructed such that CF is 90% depleted at
the critical value of the decoupling parameter &, = 1. In Singer and Schnei-
der, 2023b, the maximum/minimum cloud fraction values (CF,x = 0.8 and
CFnax = 0.1) and scale parameter m = 8 are chosen based on monthly-mean satellite
observations; these values are necessarily resolution dependent, as the maximum
cloud fraction will never reach 1 when averaged over a large enough area and/or

time period. We use these same values in this work.
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Implementation in CESM2

The CESM?2 model uses the CLUBB scheme (Cloud Layers Unified by Binormals)
to parameterize boundary layer turbulence and shallow convection (Bogenschutz,
Gettelman, Morrison, Larson, Schanen, et al., 2012; Bogenschutz, Gettelman, Mor-
rison, Larson, Craig, et al., 2013; Guo et al., 2015; Thayer-Calder et al., 2015). We
take a simple and heavy-handed approach, inspired by the cloud-locking literature
to introduce our decoupling-based cloud fraction parameterization (Voigt et al.,
2020). We let CLUBB run as normal, but introduce a second synonymous cloud
fraction variable that is passed to the radiation code instead of the default output
from CLUBB. This means that the thermodynamics, microphysics, etc. all see the
unaltered cloud properties, but the heating/cooling rates calculated by the radiation

code are altered based on the modified cloud properties.

We use a simplified decoupling criteria with the fractional cloud thickness term
assumed constant (z; — z,)/z; = 0.4. We only override the CLUBB cloud fraction

at low levels, between cloud base and cloud top pressure levels:

CBP =900 hPa 3.3)
CFd - CI::min
CFmax - Cl:min

CTP =700+ 100 ( ) hPa. (3.4)

The cloud base pressure is taken to be constant for simplicity and due to the very
coarse vertical resolution. Cloud top pressure varies between 700 and 800 hPa based
on cloud fraction with lower cloud top in high cloud fraction stratocumulus regimes,
and deeper clouds in lower cloud fraction, more convective regimes. Stated pressure
levels are interpreted as the nearest level, without interpolation. It is worth noting
that CAM6 uses a Lagrangian coordinate in the vertical (S.-J. Lin, 2004), so the

pressure levels are not exactly uniform, though the variations are not significant.

Additionally, we only apply the cloud fraction modification under the following

conditions:

1. Over ocean regions,
2. When there is subsidence at 500 hPa,

3. And at low latitudes.
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These criteria are specified in terms of a weighting function () of latitude (¢) and
longtidue (1),

0 LANDFRAC(¢, 1) > 0.1
Y(p, ) =4 0 wspp(p, 1) <0
3 (tanh (5 (¢ + £)) —tanh (5 (¢ — 7))) else

(3.5)

The modified cloud fraction (CF,,) is the weighted sum of the default CLUBB cloud
fraction (CFcLygp) and the decoupling cloud fraction (CFy):

CF, = (1 —v) -CFcrLuss + 7 - CF,. (3.6)

The default CLUBB cloud fraction is retained in all circumstances where y = 0 and

outside of the specified pressure levels for the modification (Figure 3.1).

(a) (b) Default CLUBB (c) Modified

— Default CLUBB
0 === Modified

Pressure [hPa]
Latitude
Latitude

850 hPa Cloud cover

1000

0.0 0.1 0.2 0.3 0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
Cloud cover (30°S - 30°N) Longitude Longitude

Figure 3.1: 1xCO2 climatological cloud cover (a) vertical profiles of tropical-mean
(30°S — 30°N) default and modified cloud cover. (b) Cloud cover at 850 hPa
predicted by the default CLUBB scheme compared to (c) the modified cloud cover
that is shown to the radiation scheme. Climatologies are calculated as the mean over
10 years after spin-up. White contour shows 40% low cloud cover.

Figure 3.1 shows the low cloud climatology in the 1xCO?2 experiment, both with
the default CLUBB scheme and with the modification based on the boundary layer
decoupling parameter. The decoupling modification generally about doubles the
low cloud cover in the tropics from 15% to 30%, predominantly in the low cloud
regions in eastern subtropical ocean basins. The cloud cover modification is only
seen in regions where vy > 0, over ocean, in regions of climatological subsidence in

the tropics, and at low levels.

The modification of low cloud cover has a small effect on global climate (Figure 3.2).

The increase shortwave reflectance creates an initial top-of-model (TOM) negative
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net energy flux of Ntom = —1.5 W m~2 (Fig. 3.2b), which is compensated for by
global cooling of about 0.6 K (Fig. 3.2a). The 1xCO2 experiment is run for 20 years
in total and the last 10 years, once the model has equilibrated, are used as the 1xCO2

climatology.

1xCO2 equilibration

287.5 1
287.4 1
287.3 1

T 287.2 1

~ 287.14
287.01

286.9 1

286.81
(b)

Nrom [W m~2]

T T T T T T T T T
0.0 2.5 5.0 7.5 10.0 125 15.0 17.5 20.0
Year

Figure 3.2: Annual-mean time series of (a) global-mean surface temperature and
(b) top-of-model net energy imbalance (Ntom) in the 1xCO2 experiment. Open
diamond marker and dashed lines show the initial condition in year zero, from a
simulation without modified cloud cover. The dotted lines (and grey shading) show
the mean (and 1o standard deviation) over the last 10 years of the simulation.

Experiment configuration

Experiments are run with CESM version 2.1.3, using a customized configuration
(“compset” in CESM parlance). We use the full atmosphere model (CAMG60), with
described cloud cover modification. The atmosphere is coupled to a diagnostic
slab ocean (DOCN%SOM), with g-fluxes prescribed from the default CESM2 pre-
industrial control run. The land model is run in prognostic mode with satellite
phenology (CLM50%SP). The sea ice (CICE) and river components (MOSART)
are also run in prognostic mode. The glacier and wave components are in stub mode
(SGLC and SWAV).

We used the £09_g17 grid in CESM2 with displaced pole over Greenland. The
atmospheric component uses a nominal 1° (1.25° in longitude and 0.9° in latitude)

horizontal resolution with 32 vertical levels. The land component shares the hor-
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izontal resolution of the atmosphere. The slab ocean component has horizontal
resolution in the zonal direction of uniform 1.125° and in the meridional direction it
varies with the finest resolution of 0.27° at the equator. The sea ice component uses
the same horizontal grid as the ocean, with 8 levels in the vertical. The prescribed
g-fluxes for the slab ocean model come from a previous fully coupled experiment
with CESM that has spatially and seasonally varying mixed layer depth and heat

flux.

Simulations with CO, concentrations of 285 ppm and other pre-industrial forcing
(“1xCO2”) serve as the baseline climate (Figs. 3.1 and 3.2). Figure 3.3 shows the
1xCO2 climatology of surface temperature, 500 hPa vertical velocity, and shortwave

radiative fluxes at the surface and top-of-atmosphere (TOA).
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Figure 3.3: 1xCO2 climatologies of (a) surface temperature (TS), (b) 500 hPa
vertical velocity (OMEGAS00), (c) surface shortwave radiation (FSDS), and (d)
TOA shortwave radiation (FSUTOA). Climatologies are calculated as the mean
over 10 years after spin-up.

Increased CO, experiments are run with abrupt CO; forcing (in the radiation, but
not seen by the land component, e.g. only co2vmr_rad is modified), but all other
forcing agents are kept at pre-industrial levels. Simulations are run to equilibrium
and then for 10 more years to accumulate statistics. Equilibrium is diagnosed based
on the top-of-model energy imbalance (Ntom = FSNT — FLNT) reaching zero (as

in Bacmeister et al., 2020). Figure 3.4 shows Ntom scattered against global mean
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surface temperature change after CO, quadrupling. Initially, the energy imbalance
is 7 W m™2, and the equilibrium warming is ~11 K. This is quite similar to the
default CESM2 response to 4xCO2, where the energy imbalance is around 8 W m™=2
and equilibrium warming is around 12 K (Bacmeister et al., 2020 their Figures 1
and 14).
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Figure 3.4: Gregory regression plot of Ntom scattered against global mean surface
temperature change A7y in the abrupt 4xCO2 experiment. Marker colors show
the year. The last 10 years of the simulation are used to compute the equilibrium
climatology.

3.3 Preliminary results: Response to CO, quadrupling

Figure 3.5 shows the modified low cloud cover and decoupling parameter changes
between the 4xCO2 and 1xCO2 experiments. The decoupling parameter & cli-
matology is calculated as a weighted mean of the decoupling parameter, where the
weights are the frequency the decoupling cloud fraction is applied at each grid point.
The left column shows the climatology in the 1xCO?2 control experiment, the center
column shows the 4xCO2 climatology, and the right column shows the change with
quadrupling CO,.

As expected, the decoupling parameter is less than the critical value (2 < 1, white
contour) in the subtropical stratocumulus regions (Fig. 3.5d). Under 4xCO2, the
areas that are well-coupled, shrink further east towards the continents (Fig. 3.5¢)
and the magnitude of the decoupling parameter increases throughout the entire
well-coupled region (Fig. 3.5f).

The cloud cover shows similar patterns, decreasing almost everywhere equatorward
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Figure 3.5: Top row: 850 hPa modified cloud cover climatology in (a) 1xCO2, (b)
4xC0O2, and (c) the difference 4xCO2-1xCO2. Bottom row: Decoupling parameter
climatology in (d) 1xCO2, (e) 4xCO2, and (f) the difference 4xCO2-1xCO2. White
contours enclose the 40% cloud cover and & = 1 regions, respectively, to highlight
the shrinkage of the well-coupled low cloud regions with increased CO;,. Clima-
tologies are calculated as the mean over the last 10 years of the simulations.

of 50°, though also with decreases in the storm track regions that are independent
of the decoupling parameter. For the most part, the weighted decoupling parameter
is very large in regions of deep convection because the weighting is very small,
indicating that the modified cloud cover is almost never used in place of the default
CLUBB or deep convection schemes of CAM6. And the decoupling parameter
is not shown over land or poleward of about 40° because the weighting there is

negligible y = 0.

Figure 3.6 shows differences in surface temperature, 500 hPa vertical velocity,
and shortwave radiative fluxes between the 4xCO2 and 1xCO2 experiments. The
changes in low cloud cover also imprint clearly on the shortwave radiative fluxes
(Fig. 3.6¢,d). Under 4xCO2, the downwelling shortwave flux at the surface is larger
by about 30 W m~2 and the upwelling shortwave flux at the top-of-model is smaller

by a similar amount over the stratocumulus regions that also stand out in Figure 3.5.

Figure 3.6a shows the global-mean temperature increase, which is due in part to the
reduction of outgoing longwave radiation (the Planck feedback), but also from cloud
adjustments and feedbacks which reduce the global albedo. Figure 3.7 shows the

transient behavior as the climate requilibrates after the abrupt 4xCO2 forcing. As
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Figure 3.6: Difference of 4xCO2-1xCO2 climatologies of (a) surface temperature
(TS), (b) 500 hPa vertical velocity (OMEGAS500), (c¢) surface shortwave radiation
(FSDS), and (d) TOA shortwave radiation (FSUT). Climatologies are calculated as
the mean over 10 years after spin-up.

the model slowly returns towards Ntom = SWhet toM —LWhet Tom = 0, this new state
is achieved through adjustments in both the shortwave and longwave components
(Fig. 3.7b,c). Surface temperatures rise to increase outgoing longwave radiation
(Fig. 3.7c,e), while cloud cover decreases in response to CO; and surface warming,

which also increases the net shortwave (Fig. 3.7b,d).

Also of interest is the fast adjustment in the first year after abrupt CO, quadrupling.
In the initial year, the low cloud cover decreases by nearly 2.3%, compared to a rate
of decrease of < 1% per year in the next two years (Fig. 3.7d). The net shortwave
flux SWhet Tom, similarly has twice as large an increase in the first year compared to
subsequent years (Fig. 3.7c). However, surface temperature does not show an initial
increase in the same way, with AT} in the first year being the same as in the second,
because it is moderated by the timescale of the slab ocean adjustment (7 = 4 years
for an median ocean mixed-layer depth of 30 m) (Fig. 3.7¢). The fast adjustment
of low cloud cover is largest in regions that are climatologically well-coupled: the
initial decrease in cloud cover for the global mean is 2.3% (as above), for a tropical
mean (30°S — 30°N) it is 2.6%, and for a conditional mean over regions with & < 1

in the 1xCO2 climatology the initial decrease is 3.9%.
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Figure 3.7: Transient behavior of 4xCO2 experiment as it approaches equilibrium,
shown relative to 1xCO2 climatology. Global mean (a) Net top-of-model radiative
fluxes (Ntom), (b) Shortwave net fluxes (FSNT), (¢) 850 hPa modified cloud cover,
(d) Longwave net fluxes (FLNT), and (e) Surface temperature (TS). Grey lines show
monthly mean and black points show annual-mean.

Looking in more detail at specific locations, Figure 3.8 shows local changes in
850 hPa modified cloud cover at various points along the stratocumulus-cumulus
transect in the Southeast Pacific. We see the same trend of large decreases in low
cloud cover in the initial year after CO, quadrupling. The diamonds indicate the
1xCO2 climatology of low cloud cover at the six locations, and dotted lines show

the initial decrease during the first year.

Overall, there a 15-20% decrease in cloud cover at all locations along the transect
in the equilibrium state. Locations with higher cloud cover under 1xCO2 show
larger decreases, and thus the range of cloud cover values across this spatial transect
narrows under the 4xCO?2 forcing. There is also substantial interannual variability,
especially for sites 3-5, located equatorward of 20°S. This may be due to interan-
nual variations in ITCZ position and climate modes such as the El Nifio Southern
Oscillation (ENSO). In particular, years 25, 33, and 52 show large spatially coherent

positive deviations in low cloud cover (Fig. 3.8a).
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Figure 3.8: Time series of low cloud cover at 850 hPa in 4xCO2 experiment from
various sites along the Southeast Pacific stratocumulus-cumulus transect (a), with
locations shown on the 1xCO2 climatological 850 hPa low cloud cover (b). Open
diamond symbols show the mean cloud cover values from the 1xCO2 experiment,
and dotted lines indicate the decrease in cloud cover in the first year after CO,
quadrupling.

3.4 Future work

Further analysis of the existing 1xCO2 and 4xCO2 experiments may include the
following. First, an examination of changes to the seasonal cycle of low cloud cover.
Additionally, we hope to conduct an analysis similar to the cloud controlling factor
study in Lauer et al., 2010. There they showed that correlations between low cloud
cover and various meteorological variables in a present-day climate were different in
magnitude, and sometimes in sign, from the correlations under climate change. In
particular, they found that between El Nifio and neutral ENSO years, cloud cover and
lower tropospheric stability (LTS) were positively correlated, but between global

warming and present-day years, cloud cover and LTS were negatively correlated.

Next steps on this project also include evaluating cloud changes under different forc-
ing scenarios. We will run a series of experiments testing different magnitudes of
abrupt CO; increase, including 2xCO2 and 8xCO2. With these additional simula-
tions we will be able to test whether or not the cloud response is linear per doubling
of CO,. We also plan to run simulations with abrupt decreases of CO, concen-
tration. By starting in the equilibrated state of NxCO2 and abruptly decreasing
concentrations back to 1xCO2, we will test for any hysteresis in the system. Finally,
it may be interesting to run experiments with fixed SST under different CO, forcing

scenarios.
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Chapter 4

STRATOCUMULUS CLOUD SENSITIVITY TO AEROSOL
HYGROSCOPICITY

Abstract. The role of aerosols acting as cloud condensation nuclei in warm clouds
remains one of the largest sources of uncertainty in climate projections. This uncer-
tainty stems, in large part, from a problem of scales: the microphysical processes of
cloud droplet activation cannot be directly resolved in global models or even high-
resolution large-eddy simulations (LES). Moment-based microphysics schemes used
in models assume the shape of the cloud droplet size distribution and ignore the
details about the underlying aerosol populations upon which these droplets form. In
this study we use the University of Warsaw Lagrangian Cloud Model with particle-
based microphysics scheme which explicitly represents a statistical sample of the
aerosols, cloud droplets, and rain particles. This scheme can resolve changes to the
shapes of the cloud droplet size distribution due to condensation/evaporation and
collisions. We simulate stratocumulus clouds with a broad range of initial aerosol
populations, covering the full parameter space of size, number concentration, and
hygroscopicity. We find that the stratocumulus clouds are sensitive to the aerosol
radius and number concentration, as well as to the aerosol hygroscopicity. Under
conditions with small aerosol sizes, the liquid water path or cloud droplet number
concentration can vary up to 25% or 40%, respectively, just from changes in aerosol
hygroscopicity. Comparing the results from the particle-based scheme to a classic
two-moment bulk scheme shows that the bulk scheme is sometimes able to capture
the hygroscopicity susceptibility of cloud liquid water path, but in cases of small

aerosol sizes is significantly oversensitive.

4.1 Introduction

In Earth’s atmosphere, aerosols act as cloud condensation nuclei (CCN), forming the
nucleation site for every cloud droplet and ice crystal, and limiting supersaturations
from ever exceeding more than a few percent. Aerosol activation controls cloud
droplet number concentrations, which affects the radiative properties of clouds
as well as precipitation. In climate projections the aerosol indirect effect (the
radiative forcing from aerosol-cloud interactions) remains one of the largest sources
of uncertainty (e.g. Myhre et al., 2013; Seinfeld et al., 2016; Rosenfeld et al., 2019;
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Sato and Suzuki, 2019; Toll et al., 2019).

In the atmosphere, number of cloud droplets is primarily controlled by the number
of aerosols. However, the efficacy of an aerosol as a CCN depends on its size
and chemical composition. This is described by x-Kohler theory, which can be
conveniently written in terms of the critical supersaturation at which a given aerosol

particle will activate into a cloud droplet:

r —7’2 20M,,
o(r) = ) 4.1
Se(r) (r3 —(1- K)rz) °xp (Rprr) “.D

In this equation, r is the radius of the droplet, r; is the radius of the dry aerosol
particle, « is the hygroscopicity parameter, o is the surface tension of the droplet,
M,, and p,, are the molecular weight and density of water, R is the universal gas
constant, and 7 is the temperature. The first term in this equation represents the
solute effect and is sometimes replaced by a,,, the water activity, and describes the
effect of the aerosol chemical composition on the droplet growth. The second term,
in the exponential, represents the Kelvin, or curvature, effect and describes the effect

of droplet size on droplet growth.

Due to the scale separation, the microphysical processes including cloud droplet ac-
tivation have to be parameterized in global models (GCMs) and even high-resolution
large-eddy simulation (LES). In global models, due to computational limitations,
aerosol and cloud distributions are represented by a fixed number of moments
(usually one or two). In these schemes, usually called moment or bulk schemes,
assumptions are made about the shape of the size distributions and many processes
including cloud droplet activation. Additionally, aerosols are categorized into a
finite number of types representing their composition (e.g., sulfate, dust, black car-
bon), which ignores the complexity of mixing state, liquid-liquid phase partitioning,
and more. However, even in more complex spectral or bin schemes which discretize
the aerosol and droplet size distributions into a finite number of bins, assumptions
are made about process rates. These schemes also can suffer from numerical dif-
fusion (e.g., Grabowski, Morrison, et al., 2019; Bulatovic et al., 2019). Moreover,
both bulk and bin microphysics schemes are traditionally limited computationally
by problems of dimensionality to representing only finite classes of particles, either

in terms of aerosol chemical composition, or ice crystal shape.

A newer class of Lagrangian particle-based microphysics schemes avoids these

assumptions about size distributions, artificial process rates that convert between
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aerosol, cloud, and rain categories, simplifications to finite classes of aerosol chem-
ical composition, and numerical diffusion (Shima et al., 2009; Andrejczuk et al.,
2010; Hoffmann, Raasch, et al., 2015; Grabowski, Dziekan, et al., 2018; Hill et
al., 2023). These schemes get around all these problems by tracking a statistical
sample of aerosol, cloud, and rain particles. These Lagrangian schemes are some-
times referred to colloquially as “superdroplet” schemes due to a common method
of numerically dealing with collisions between particles (Shima et al., 2009). By
tracking individual tracers, which can have an arbitrary number of attributes, it
becomes trivial, and computationally tractable, to include more details about the
particle composition. However, even these Lagrangian particle-based microphysics
schemes tend to dramatically simplify the aerosol representation compared to e.g.,
Zaveri et al., 2008; Riemer et al., 2009; Tian et al., 2014; Zuend, Marcolli, Luo,
et al., 2008; Zuend, Marcolli, Booth, et al., 2011; they track only a few aerosol at-
tributes beyond size, sometimes the hygroscopicity (as in this work), surface tension
(Jong et al., 2023), or concentration of a few ion species (Jaruga and Pawlowska,
2018).

In this study, we consider the effects of aerosols size, number concentration, and
chemical composition on marine stratocumulus clouds. Stratocumulus clouds are
low-level marine boundary layer clouds that occur primarily in eastern subtropical
ocean basins due to climatological subsidence and cold sea surface temperatures due
to ocean upwelling (Wood, 2012). Where they occur, they have high cloud fraction,
near 100%, therefore they reflect much of the incoming shortwave radiation, leading
to a large net cooling effect. Furthermore, because of their high prevalence, covering
up to 20% of tropical oceans in the annual mean, they have an overall large effect
on global climate, estimated to cool the planet by approximately 8 K (Randall et al.,
1984; Schneider et al., 2019).

When in the non-precipitating regime, stratocumulus clouds are brightened by
aerosols because liquid water is partitioned amongst more aerosols into smaller
cloud droplets which more efficiently scatter sunlight (Twomey, 1974; Twomey,
1977). And when they are near a precipitating transition, often characterized by a
change in morphology from closed- to open-cells, the clouds have the potential to
be brightened by aerosols via precipitation suppression or liquid water path adjust-
ments (Wood, Bretherton, et al., 2011; Wood, Leon, et al., 2012; Kazil et al., 2017,
Glassmeier and Feingold, 2017; Glassmeier, Hoffmann, et al., 2019). Background

aerosols in the marine environment are multimodal, coming from natural and an-
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thropogenic sources. Sulfate is prevalent, usually in the size range of 10 — 100 pm
radius particles (Ackerman, VanZanten, et al., 2009, and Figure 4.2). There is some
evidence of the importance of giant CCN sea spray aerosol in these conditions, too
(Dziekan, Jensen, et al., 2021; Kuba and Murakami, 2010; Houghton, 1938; Jensen
and Nugent, 2017). Highly localized anthropogenic sources of sulfate particles
from shipping emissions have been studied for many years and form the basis of
much of what we understand about marine stratocumulus susceptibility (Ackerman,
Toon, et al., 2000; Y.-C. Chen et al., 2012; Gryspeerdt et al., 2020; Christensen and
Stephens, 2011; Blossey et al., 2018), as well as serving as much of the motivation
for climate intervention strategies like marine cloud brightening (MCB) (Latham
et al., 2012; Hoffmann and Feingold, 2021; Diamond et al., 2022; Prabhakaran
et al., 2023).

In this study, we use the University of Warsaw Lagrangian Cloud Model (UWLCM)
with [libcloudph++ microphysics library (Dziekan, Waruszewski, et al., 2019;
Arabas et al., 2015; Jaruga and Pawlowska, 2018) to examine the sensitivity of
stratocumulus clouds to aerosol size, number concentration, and chemical compo-
sition. We run large-eddy simulations with UWLCM to simulate marine stratocu-
mulus (DYCOMS-II RF02) (Ackerman, VanZanten, et al., 2009). We parameterize
aerosol composition using x-Kohler theory, where « is the hygroscopicity parameter
(Petters and Kreidenweis, 2007). Aerosol hygroscopicity effects have been inves-
tigated before in parcel models (Feingold, 2003; Reutter et al., 2009; Kuba and
Murakami, 2010; J. Chen et al., 2016; Pohlker et al., 2021), but not rigorously
quantified in an LES framework. In this work, where we use Lagrangian particle-
based microphysics coupled to an LES, we are able to explore the feedback from
the aerosol activation on the dynamics and downstream microphysical processes
like collision-coalescence. Finally, we compare results from simulations using su-
perdroplets to those from a two-moment bulk scheme to understand to what extent
a bulk scheme can capture the pattern and magnitude of cloud sensitivity to the

underlying aerosol distribution.

We report results from simulations covering a wide range of aerosol property pa-
rameter space. We find that the stratocumulus clouds are highly sensitive to « in the
regime of small aerosol sizes. For instance, the liquid water path, cloud cover, and
cumulative precipitation can vary up to 50% just from changes in x. The maximum
supersaturation inside the cloud is highest for the least hygroscopic aerosol because

they are less likely to activate and take water out of the vapor phase. Higher supersat-
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urations mean that activated droplets grow larger faster through condensation which
leads to more precipitation and ultimately less liquid water in the cloud. Compar-
isons show that the 2-moment bulk scheme is able to capture the relative influence
of aerosol number, size, and composition only in certain cases, while in other cases
the sensitivities of the two schemes are quite different, and often the magnitude of

response varies substantially between the superdroplets and bulk schemes.

4.2 Methods

We use the University of Warsaw Lagrangian Cloud Model (UWLCM) (Dziekan,
Waruszewski, et al., 2019; Dziekan and Zmijewski, 2022). UWLCM relies on the
libcloudph++ and libmpdata++ libraries for microphysical processes and advection.
In this study, we use both the Lagrangian particle microphysics (“lgrngn”) based on
the superdroplet method (Shima et al., 2009) and the double-moment bulk method
(“blk2m”) based on (Morrison and Grabowski, 2007). The libcloudph++ software
is described in Arabas et al., 2015.

For the double-moment scheme, the droplet size distribution is represented by two
moments, the number concentration N, and the water mixing ratio g,. The size
distribution is divided arbitrarily into two categories, for cloud and rain, so four
prognostic variables are advected in the Eulerian coordinate system: N, g¢, N, and
qr. The scheme assumes the shape of the size distributions as lognormal, gamma,
and exponential, for interstitial aerosol, cloud droplets, and rain, respectively. Cloud
droplets are created by activation of aerosol, as predicted by x-Kohler theory, with
an assumed initial size of 1 pm. Rain formation by autoconversion and accretion
is parameterized according to Khairoutdinov and Kogan, 2000, with drizzle drops
formed by autoconversion given an initial size of 25 pm. Unlike the superdroplet
scheme, only rain water, not cloud water sedimentation, is included in the two-
moment scheme, which leads to much smaller estimates of the precipitation flux
(see Figure 4.1f). The inclusion of cloud water sedimentation has been discussed
numerous times in the literature previously (Feingold et al., 1998; Bretherton et al.,
2007; Ackerman, VanZanten, et al., 2009), but was neglected in the Morrison and
Grabowski, 2007 scheme development upon which this model is based. Future work
to include a parameterization of cloud water sedimentation, for example following
Morrison, Curry, et al., 2005, would be interesting to explore. This double-moment
scheme is described in Morrison and Grabowski, 2007 (c.f. Section 2) and the

implementation is described in Arabas et al., 2015 (c.f. Section 4).
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Figure 4.1: Profiles (from left to right) of liquid-water potential temperature 6,
total water mixing ratio ¢, liquid water mixing ratio g,, cloud droplet number
concentration N, rain water mixing ratio g,, and precipitation flux comparing LES
from the Ackerman, VanZanten, et al., 2009 intercomparison paper (black) and
in-situ observations (markers) to UWLCM run with Lagrangian particle (red) and
double-moment bulk (blue) microphysics schemes. Solid lines and shading for
UWLCM experiments indicate the mean and standard deviation across an ensemble
of ten members each. Solid black lines show the LES models from Ackerman,
VanZanten, et al., 2009 that included cloud water sedimentation, dashed lines show
models that did not. In-situ observations from closed-cell stratocumulus, open-cell,
and mixed are shown by filled circles, open circles, and star markers, respectively.
Profiles are averaged over the last two hours of the six hour simulations.

For the superdroplet simulations, potential temperature (6) and water vapor mixing
ratio (g,) are advected in the Eulerian coordinate system, while the Lagrangian
component tracks the computational superdroplets. Because it is too burdensome to
simulate each individual particle, particles with similar properties are grouped to-
gether into a single “superdroplet” and the multiplicity stands for the number of real
particles each superdroplet represents. In addition to the multiplicity, each compu-
tational superdroplet has attributes of the particle location (x, y, z), dry radius cubed
(rz’l), wet radius cubed (7)), and aerosol hygroscopicity (k). The explicit droplet size
distribution is represented, without artificial separation between interstitial aerosol,
cloud droplets, and drizzle droplets. Details about the implementation are described
in (Arabas et al., 2015).

UWLCM is run for the DYCOMS-II RF02 case study (Ackerman, VanZanten, et
al., 2009) in the two-dimensional large-eddy simulation (LES) configuration in the
x-z plane, to save on computational expense. Dziekan, Waruszewski, et al., 2019
showed that this approach is valid for the DYCOMS case when averaged over multi-
ple realizations; we use ensembles of 5 simulations with random initial conditions.
We use the standard DYCOMS-II RF02 dynamical setup (according to Ackerman,

Toon, et al., 2000) with perturbed initial aerosol conditions. The initial liquid-water
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potential temperature and total water mixing ratio profiles are prescribed as constant
up to the inversion height, which is initialized at z; = 795 m, and then increasing
linearly and decaying exponentially, respectively. Large-scale forcings from hori-
zontal divergence (subsidence) and radiation are prescribed. Surface sensible and
latent heat fluxes are prescribed as constant, 16 and 93 Wm™2, respectively, and
horizontal winds are prescribed. Simulations are run for the prescribed 6 hours,
with one hour of spinup during which precipitation formation is disabled. All plots
of domain-averaged profiles shown throughout the manuscript are averaged over the

last two hours of the simulation unless otherwise stated.

Figure 4.1 shows profiles of environmental, cloud, and precipitation variables from
a standard DYCOMS-II RF02 simulation. Results from the UWLCM simulations
with Lagrangian particle-based microphysics (red) and 2-moment bulk microphysics
(blue) are shown compared to simulations from the Ackerman, VanZanten, et al.,
2009 LES intercomparison paper (black) and aircraft observations from the flight
campaign (symbols). In general, both microphysics schemes produce realistic re-
sults, in agreement with the few observations and with what other LES models
produce. Differences between the two schemes are most notable in the rain statis-
tics: the rain water mixing ratio, ¢, is about 7x larger in the Lagrangian scheme
than the bulk scheme; and the precipitation flux is about 13x larger. It is expected
that the precipitation flux is larger, because the 2-moment bulk scheme does not
include sedimentation of cloud water, whereas the Lagrangian scheme does. This
difference between models was also noted in the Ackerman, VanZanten, et al., 2009
paper, and they divided the set of LES models into those which include cloud water
sedimentation (solid lines) and those which do not (dashed lines). As seen in Fig-
ure 4.1f, amongst the other LES, the inclusion of cloud water sedimentation tended
to increase the precipitation flux by about 5x. Although, the UWLCM 2-moment
bulk scheme still is on the low end of the range for models that do not include cloud

water sedimentation.

In the Ackerman, VanZanten, et al., 2009 LES description, the initial aerosol distri-
bution is prescribed based on measurements made during the flights, as a bimodal
distribution composed of ammonium sulfate with modes centered at r, = 11 and
60 nm, with concentrations of N, = 125 and 65 cm™>, respectively (see black
curve in Figure 4.2). In this study, we use an idealized single-mode aerosol initial
distribution. This is done in part as an idealization, but also because by ignoring

complications like multiple modes, giant CCN, size-dependent hygroscopicity, and
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more, this situation is the most likely for a bulk scheme to be able to replicate. The
prescribed aerosol distribution is varied between simulations by changing the num-
ber concentration, mean aerosol radius, and hygroscopicity. For each simulation, a
single mode with fixed width (geometric standard deviation o = 1.2) is used. This
setup is quite idealized with a single narrow mode, which precludes any micro-
physical buffering (Feingold, 2003; McFiggans et al., 2006; Stevens and Feingold,
2009), and likely affects the results at least quantitatively; further studies are nec-
essary to determine the extent to which this buffering may mute the hygroscopicity

susceptibility.

In total, 54 experiments were performed, 27 with superdroplets and 27 with 2-
moment bulk microphysics. The 27 experiments cover the parameter space of
aerosol number concentration (N,), mean aerosol radius (r,), and aerosol hygro-
scopicity (k). Number concentrations range from N, = 50, 100, 200 cm™>; mean

radii range from r, = 10, 50, 100 nm; hygroscopicities range from « = 0.1,0.7, 1.3.

r;=11 nm DYCOMS-II RF02
250 N;=125cm™3 Ex. experiment
o=1.2
ra=50 nm
2001 N, =100 cm™3
c o=12
=150
<
©
2 100
©
50+
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10 100 500
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Figure 4.2: Aerosol distributions from DYCOMS-II RFO2 measurements (black) and
an example from experiment 11x in green. The measured aerosol is bimodal, while
the prescribed idealized experimental aerosol is unimodal. Across the experiments,
the mean radius, number concentration, and hygroscopicity of the single mode are
varied, but the width of the aerosol distribution is fixed at o = 1.2.

These idealized aerosol configurations were chosen to probe the full space of pos-

sibilities from very clean, to more polluted marine environments. However, they
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are not necessarily very realistic. Of course, in the real atmosphere, one expects
composition to be correlated with size in many cases due to the emissions sources
of these particles: for instance, primary emission of sea salt aerosols from sea spray
are both large in size and very hygroscopic. And very polluted marine conditions,
with large N,, might be preferential due to e.g. anthropogenic shipping emissions,
which will then be predominantly sulfate aerosols with moderate hygroscopicity.
However, these idealized experiments are still useful and interesting by allowing us
to untangle these three factors: concentration, size, and composition, and explore

the dynamics of the idealized aerosol-cloud system.

4.3 Results from simulations with particle-based microphysics

An illustrative example

To begin with an expected result, we first present an illustrative example of how cloud
properties and precipitation vary as aerosol number concentration (N,) is increased.
Figure 4.3 shows profiles of cloud and precipitation metrics from experiments
with N, = 50, 100, and 200 cm™ and mean aerosol radius and hygroscopicity

of intermediate values r, = 50 nm and « = 0.7.
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Figure 4.3: Profiles averaged over the last two hours of a six hour simulation from
three experiments with the same aerosol mean radius (r, = 50 nm) and same aerosol
composition (¢ = 0.7), but varying aerosol number concentration (N, = 50, 100,
200 cm™3). Subplots show a) liquid water mixing ratio ¢, b) cloud droplet number
concentration (N, ), ¢) maximum supersaturation S,,,,, d) rain water mixing ratio g,
e) rain droplet number concentration (N, ), and f) precipitation flux. Solid lines and
shading indicate the mean and standard deviation from ensembles of five members
each.

Across these three experiments, the cloud droplet number concentration (N,) in-
creases with N, (Figure 4.3b), indicating that these cases fall into an aerosol-limited
regime (Reutter et al., 2009). The cloud liquid water mixing ratio g, increases with

N,, but saturates due to thermodynamic constraints for N, = 200 cm™3 (Figure 4.3a).
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Especially in the case of N, = 50 cm™3, the paucity of aerosols is not sufficient to
drive down supersaturations, which can be up to 2% in the cloud (Figure 4.3c).
Furthermore, fewer total aerosols means there are especially fewer large aerosols
in the tail of the distribution; but since large aerosols have a dominant effect on
reducing supersaturations by forming drizzle embryos, this can further emphasize
the difference in experiments with varying N,. This causes rapid droplet growth and
rain formation, leading to more precipitation in the experiments with fewer aerosols
(Figure 4.3d).

Overview of the parameter space
Liquid water path, LWP

We now present an overview of the 27 experiments spanning a large range of

parameter space for aerosol number concentration, size, and chemical composition.

Figure 4.4 shows time series plots of liquid water path (LWP) for all 27 experiments.
The experiments are arranged in a 3x3 table with N, sorted by rows, r, sorted
by columns, and k shown by the different colored lines. From these figures, we
can see that all but the experiments h and i have reached a quasi steady-state after
4 hours. Experiments h and i with relatively large, but few aerosols, which very
efficiently precipitate and lose liquid water without reaching an equilibrium. We
see that experiments with very small and relatively fewer aerosols (d, g) also have
larger precipitation loss of liquid water, but do reach a new equilibrium in a state

with a thinner cloud.

From all the experiments, we can tell that there is more variability between ex-
periments with different N, and r, than hygroscopicity (note that the y-axes vary
between subplots). In general, the LWP is largest for experiments with large r, and

moderate N, (e, f), compared to experiments with large r, and N, (b, ¢).

The LWP dependence on aerosol parameter values is summarized in Figure 4.5.
Each subplot shows steady-state LWP for fixed hygroscopicity across the range of
aerosol size and number concentration. First, we can notice that the shapes of
the LWP contour surfaces are very similar for aerosols of varying composition.
Similarly, we see that the liquid water path range is about the same, from 50 gm™>2
to 160 gm‘z, with the minima occurring for the smallest, fewest aerosols, and the
maximum occurring for moderately sized and moderate concentrations. In all cases,
the liquid water path stays very constant when mean aerosol radius is varied between

50 to 100 nm (horizontal contours in Figure 4.5abc).
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Figure 4.4: Time series of liquid water path from all 27 experiments with Lagrangian
microphysics. Columns show experiments with fixed aerosol mean radius (left:
rq = 10 nm, center: r, = 50 nm, right: r, = 100 nm). Rows show experiments with
fixed aerosol number concentration (top: N, = 200 cm~3, middle: N, = 100 cm™3,
bottom: N, = 50 cm™3). Colored lines indicate experiments with different aerosol
composition (blue: x = 0.1, orange: « = 0.7, green: « = 1.3). Solid lines and
shading indicate the mean and standard deviation from ensembles of five members
each. Grey shaded region shows spinup period during the first hour of the simulation
where precipitation is disabled.

The subtle differences however between aerosol compositions are also interesting.
For one, the most hygroscopic aerosols, x = 1.3, show the most pronounced max-
imum in LWP, peaked sharply at moderate r, and N,, while the least hygroscopic
aerosols, k = 0.1, show a broader maximum, with equivalent LWP for moderate
to large r,. Another interesting point is to look at the gradient of LWP for small
aerosol sizes. We see that for k = 0.1 the contours are nearly vertical, indicating
that for very small aerosols r, = 10 nm the LWP hardly depends on the number
concentration. But for more hygroscopic aerosol, k = 0.7 and 1.3, the contours are
less vertical, indicating that there is some sensitivity to number concentration in

these regimes.
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Figure 4.5: Liquid water path for each aerosol mean radius and aerosol number
concentration. Scatter points are colored and sized according to the liquid water
path. Contours are added for additional interpretability. Experiments with different
hygroscopicity are shown in each subplot: a) x = 0.1, b) k = 0.7, ¢) k = 1.3. Liquid
water path is time-averaged over the last 2 (of 6) hours of each simulation.

Cloud droplet number concentration, N,

Figure 4.6 shows time-averaged profiles of N, for all 27 simulations. The x-axes are
scaled to be the same for each row of experiments with constant N,; this highlights
cases where N, ~ N, (aerosol-limited regime) compared to cases where N, < N,
(updraft-limited regime). In all experiments, N, max increases with «, within the
noise (indicated by variation between ensemble members as 1o~ shading). All
experiments except f, h, and 1 show visible differences in N. between x = 0.1 and

larger «.

In experiments with moderate to large aerosols and moderate to high number con-
centrations (b,c,e,f), the maximum droplet concentrations N, indicating a very high
activated fraction, or aerosol-limited regime. But for smaller aerosols (r, < 50 nm),
and for N, = 50 cm™3, N, is significantly less than N,. For the case of the smallest
aerosol loading, this can be attributed to precipitation. But for experiments a and d,
this 1s simply due to these clouds being in an updraft-limited regime, where the ver-
tical velocity is not strong enough to produce supersaturations necessary to activate
these smaller aerosols. In the canonical framework of aerosol- vs. updraft-limited
regimes introduced by Reutter et al., 2009, this space is characterized by only two-
dimensions, not explicitly considering the aerosol size or composition. But here,
we see that both of these additional properties can matter, and shift the transition
zone between regimes. For example, in experiments b and e, the reduction of « to

0.1 also shifts the cloud out of the aerosol-limited regime, into the updraft-limited
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Figure 4.6: Profiles of cloud droplet number concentration (N.) from all 27 simu-
lations. Like Figure 4.4, columns show experiments with fixed aerosol mean radius
(left: r, = 10 nm, center: r, = 50 nm, right: r, = 100 nm). Rows show ex-
periments with fixed aerosol number concentration (top: N, = 200 cm™3, middle:
N, = 100 cm™3, bottom: N, = 50 cm™>). Note that the x-axis scale is consistent for
each row, but varied between rows, to highlight difference is N, due to r,, but allow
for expected differences between experiments of varying N, (as N, cannot be larger
than N,). Colored lines indicate experiments with different aerosol composition
(blue: « = 0.1, orange: « = 0.7, green: k = 1.3). Profiles are averaged over the
last 2 (of 6) hours of the simulation. Solid lines and shading indicate the mean and
standard deviation from ensembles of five members each.

regime.

Experiments with N, = 50 cm™ (g, h, i) show vertical profiles with more gradual
transitions in N, and very low cloud base, indicative of the broken stratocumulus
clouds. In these experiments, the clouds are precipitating and significantly depleted
of liquid water. Additionally, as shown in Figure 4.4, experiments h and i are not

in steady-state, with the LWP continually declining in the last two hours of the
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simulation. The shape of the N, profiles changes from having a well-defined cloud

base and “U” shape, to a “V”” shape due to precipitation.

Figure 4.7 summarizes these results, showing the vertically mass-weighted mean
droplet number concentration (mean N,) for different r, and N,. Like Figure 4.5,
the three subplots showing the N, surface for different « values look very similar.
Droplet concentrations range from 0 cm™ for very few, small aerosols, to almost
150 cm™3 for many, larger aerosols. For k = 0.1 (Figure 4.7a), the maximum N, is

lower, only around 110 cm™.
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Figure 4.7: Like Figure 4.5, but for cloud droplet number concentration (N.). Mean
N, is mass-weighted in the vertical.

Across the range of « values, N, is hardly sensitive to increases of r, past 50 nm,
shown by the nearly horizontal contours on the right side of each subplot. But for
smaller aerosols, the droplet number concentration will increase (by up to 325%
for a 5x increase in r,) for fixed N,. The sloped contours on these plots further
demonstrate how aerosol radius can act as another dimension in the aerosol- vs.
updraft-limited regime space, whereby an aerosol-limited regime can become more

updraft-limited if the aerosols are smaller, and vice versa.

Hygroscopicity susceptibility

Both LWP and N, are most sensitive to aerosol hygroscopicity in the regime of small
aerosols, especially at moderate number concentrations (Figure 4.8). The LWP can
increase up to 25% per unit change in « in this regime, and the N, can increase up

to 45%. We define a hygroscopicity susceptibility,
Sy =0dInx/0k, 4.2)

defined as the percentage change in x for unit change in « (here x is either LWP or N,).

This susceptibility is mostly positive for N, across the parameter space, excluding
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a small regime of very few, larger aerosols (Figure 4.8b, bottom center). However,
LWP exhibits negative susceptibility for all experiments when r, > 50 nm. A
positive susceptibility indicates that increases in aerosol hygroscopicity will increase
the LWP or N,, which is expected, because more hygroscopic aerosols are more
easily activated. A negative susceptibility means that more easily activated aerosols

counter-intuitively lead to few droplets or less cloud water.
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Figure 4.8: Contours of a) LWP susceptibility (Spwp, the percentage change in LWP
for unit change in «) and b) N, susceptibility (Sy,) for each aerosol mean radius
and aerosol number concentration. White contour lines indicate the zero line to
highlight regimes of negative susceptibility.

Negative susceptibilities arise here because the more hygroscopic aerosols lead to
cloud droplets that grow faster from condensation and collisions which results in
enhanced precipitation efficiency, and ultimately less cloud liquid and fewer cloud
droplets. Spwp is positive for small r, because these small particles are difficult
to activate, and increasing their hygroscopicity will help them activate and form
thicker clouds; Spwp becomes negative for larger r, because these sized aerosols are
already easily activatable, and increasing their hygroscopicity helps them grow “too

quickly” one might say, because then the clouds rain out.
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4.4 Comparison with 2-moment bulk scheme

Figure 4.9 shows timeseries of the difference in liquid water path between the
2-moment bulk simulations and the Lagrangian particle simulations. For all equi-
librated experiments (all but h and i), the LWP is smaller in the bulk simulation

compared to the Lagrangian.
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Figure 4.9: Like Figure 4.4, but showing difference in liquid water path between
2-moment bulk simulations and Lagrangian particle simulations. Dashed lines and
shading indicate the mean and combined standard deviation from ensembles of five
members each. Spinup period (first hour) is not shown for brevity.

For all experiments with r, > 50 nm, the bulk simulations do not reach equilibrium,
but evolve relatively slowly, with LWP declining from around 150 to 100 gm~2
over the 6 hours (see Figure 4.12). In experiments h and i, where the Lagrangian
simulations do not reach steady-state and have continually declining LWPs over the
6 hour simulation, the bulk LWP is declining more slowly, and thus the difference
shifts from negative to positive around hour 3. In general, for this regime of moderate
to large r,, the LWP between the two schemes is similar, and the sensitivity to aerosol

properties is consistent.

For experiments with r, = 10 nm, the differences between the two schemes are
much larger, and most notable for experiment a with many, small aerosols. The time

evolution of LWP between the schemes is quite different: the Lagrangian simulations
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evolve slowly reaching steady-state around hour 4, while the bulk simulations evolve
quickly and reach a steady-state by hour 2 (also seen in Figure 4.12). For these
experiments, with the Lagrangian scheme, the LWP tends to be very similar for all
values of k, but depends strongly on the aerosol number concentration N,. While
for the 2-moment bulk scheme, the opposite is true, where the LWP depends more
strongly on « than it does on N,. However, despite these large differences, the sign
of sensitivity (to N,, 4, and k) is the same between the two schemes (see Figure 4.13

for a summary).

Figure 4.10 shows profiles of cloud droplet number concentration N, from the
2-moment bulk simulations, overlaid on the Lagrangian simulations. For better
comparison between the two schemes, the profiles are plotted in a normalized
height coordinate, z/z;, where the cloud tops are aligned (cloud top is defined as
the maximum altitude with N. > N, max/2); the two schemes show slightly offset
cloud top altitudes, which is likely due again to the difference in that they do or do
not include cloud water sedimentation. Unlike Figure 4.6, the scale on the x-axes
are all different, to highlight differences between experiments with different « and

between the two schemes.

First, we can compare the experiments where the two schemes perform similarly:
b, c, e, and f. These experiments, with moderate to large aerosols (r, > 50 nm)
and moderate to high number concentrations (N, > 100 cm™3), show very similar
values of cloud droplet number concentration in both magnitude and sensitivity to .
Specifically, experiments ¢ and f with r, = 100 nm show very little sensitivity to «,
and N. = N,, indicating they are in the aerosol-limited regime. Experiments b and
e with r, = 50 nm show smaller N, for x = 0.1, but no sensitivity between « = 0.7
and 1.3; this demonstrates again how hygroscopicity changes have the ability to shift

a cloud between the aerosol- and updraft-limited regimes.

For the experiments where the two schemes disagree substantially, we can focus
first on h and i, where the Lagrangian scheme has significant precipitation, while
the bulk scheme does not (see also Figures 4.9 and 4.12). In the bulk results, the

N, response for N, = 50 cm™3

is very similar to the response for larger N, (h is
similar to b and e, and i is similar to ¢ and f); but in the Lagrangian results, N, is

very depleted (<« N,) in both experiments and there is no sensitivity to «.

The experiments with r, = 10 nm (a, d, g) are also very different between the two
schemes, specifically in the sensitivity of the N, to k. However, both schemes show

that these experiments with very small aerosols are always in an updraft-limited
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Figure 4.10: Like Figure 4.6, but showing 2-moment bulk simulations (solid)
overlaid on Lagrangian particle simulations (dotted). Note that the x-axis varies for
each subplot to best showcase differences between the schemes and for varying «.
All profiles are averaged over the last 2 (of 6) hours of the simulation. Lines and

shading indicate the mean and standard deviation from ensembles of five members
each.

regime (N, < N,), regardless of N, or . For the Lagrangian simulations, we see
that there is sensitivity to x = 0.1, but little difference between « = 0.7 and 1.3, for
all N,. For the bulk simulations however, we see very strong sensitivity to « for all
values of « and for all N,. And for r, = 10 nm and « = 0.1 in the 2-moment bulk
simulations, N, ~ 1 cm™3. See Figure 4.14 for a summary of N, response to N, and
r, in the 2-moment bulk scheme.
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Comparison: Hygroscopicity susceptibility

The patterns of hygroscopicity susceptibilities shown in Figure 4.8 are very inter-
esting, particularly the region of negative LWP susceptibility, where LWP decreases
with increasing «. In this section, we will explore how the 2-moment bulk scheme
can resolve these hygroscopicity susceptibilities. As we have seen already in Fig-
ures 4.9 and 4.10, the absolute value of LWP or N, between the schemes can be quite
different, or the magnitude of response to changing aerosol properties can be quite
different, which makes these comparisons sometimes challenging. To overcome this
challenge, in addition to comparisons of the response magnitudes, we will focus on

the patterns of response, which is a more fair comparison between schemes.

Figure 4.11 shows the same hygroscopicity susceptibilities Spwp and Sy, as Fig-
ure 4.8, but for the 2-moment bulk scheme. The first very notable difference is the
magnitude of Sy, indicated by the colorbar scales, which is substantially larger than
for the Lagrangian simulations. The huge values here are seen in the experiments
with 7, = 10 nm, where the cloud is nearly depleted and LWP and N, are both near
0.
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Figure 4.11: Like Figure 4.8, but for 2-moment bulk scheme.

The second notable difference is that the contours here are almost entirely vertical
(Sx does not depend on N,), compared to Figure 4.8, where there was variation of

Stwp and Sy, in experiments with the same r,, but different N,.
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However, one key similarity is that the region of negative (or very small) Spwp for
ro > 50 nm seen in the Lagrangian experiments is retained in the 2-moment bulk
experiments. This very interesting feature came about from experiments where
changing « had a notable effect on hygroscopic growth, leading to enhanced pre-
cipitation and depleted cloud water. That this feature is seen by both schemes is
reassuring and indicative that the physical mechanism is robust to varied resolution

of the size spectrum and microphysical processes.

4.5 Conclusions

Stratocumulus cloud brightness, which exerts strong control on global climate
through the clouds’ shortwave radiative effects, is modulated by aerosol proper-
ties. It has been noted for over 50 years that the number concentration of aerosol
particles is a key element in determining cloud albedo through its control on cloud
droplet size and precipitation. In this study, we highlight the importance also of

aerosol size and chemical composition on the macrophysical cloud properties.

We first presented results from the University of Warsaw Lagrangian Cloud Model
(UWLCM) using a Lagrangian particle-based representation of the microphysics.
With the Lagrangian scheme, we saw that variations hygroscopicity have the ability
to change liquid water path (LWP) and cloud droplet number concentration (N,) by
up to 25% and 40%, respectively, with the largest changes occurring in the regime
of very small aerosols. Furthermore, even when changes were smaller magnitude,
variations in aerosol hygroscopicity still contributed to shifts of the cloud from an

aerosol- to updraft-limited regime.

Our comparison between the particle-based microphysics scheme and a classic two-
moment bulk scheme revealed distinct differences in their ability to capture the
effects of aerosol hygroscopicity. Overall, the Lagrangian and bulk schemes had
many differences in the magnitude of LWP or precipitation predicted for various
aerosol conditions. Some of these discrepancies may be from structural differ-
ences in the models (their representation of the size distributions, inclusion of
sedimentation of cloud droplets, and more), while other differences surely stem
from differences in assumed rates (e.g., accretion rates in the bulk scheme are not
tuned to match the collision kernel assumed in the Lagrangian scheme). But in
terms of relative sensitivity to variations in aerosol properties, the bulk scheme was
often in agreement with the Lagrangian scheme. In particular, it was able to capture

the region of negative LWP susceptibility to hygroscopicity found for larger aerosol
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sizes. However, it proved to be significantly oversensitive in cases involving small
aerosol sizes. This disparity underscores the limitations of traditional schemes in

accurately representing the intricate interplay between aerosols and cloud dynamics.

Code and data availability. The UWLCM, libmpdata++, and libcloudph++ source
codes are available at https://github.com/igfuw.
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Chapter 5

TOP-OF-ATMOSPHERE ALBEDO BIAS FROM NEGLECTING
THREE-DIMENSIONAL CLOUD RADIATIVE EFFECTS

[1] C.E. Singer et al. “Top-of-Atmosphere Albedo Bias from Neglecting Three-
Dimensional Cloud Radiative Effects”. In: Journal of the Atmospheric Sci-
ences 78.12 (2021), pp. 4053—-4069. por: 10.1175/JAS-D-21-0032. 1.

© American Meteorological Society. Used with permission.

Abstract. Clouds cover on average nearly 70% of Earth’s surface and regulate the
global albedo. The magnitude of the shortwave reflection by clouds depends on their
location, optical properties, and three-dimensional (3D) structure. Due to computa-
tional limitations, Earth system models are unable to perform 3D radiative transfer
calculations. Instead they make assumptions, including the independent column
approximation (ICA), that neglect effects of 3D cloud morphology on albedo. We
show how the resulting radiative flux bias (ICA-3D) depends on cloud morphology
and solar zenith angle. We use high-resolution (20-100 m horizontal resolution)
large-eddy simulations to produce realistic 3D cloud fields covering three dominant
regimes of low-latitude clouds: shallow cumulus, marine stratocumulus, and deep
convective cumulonimbus. A Monte Carlo code is used to run 3D and ICA broad-
band radiative transfer calculations; we calculate the top-of-atmosphere (TOA)
reflected flux and surface irradiance biases as functions of solar zenith angle for
these three cloud regimes. Finally, we use satellite observations of cloud water path
(CWP) climatology, and the robust correlation between CWP and TOA flux bias in
our LES sample, to roughly estimate the impact of neglecting 3D cloud radiative
effects on a global scale. We find that the flux bias is largest at small zenith angles
and for deeper clouds, while the albedo bias is most prominent for large zenith
angles. In the tropics, the annual-mean shortwave radiative flux bias is estimated to

be3.1+1.6 Wm2, reaching as much as 6.5 W m~2 locally.

Significance Statement. Clouds cool the Earth by reflecting sunlight back to
space. The amount of reflection is determined by their location, details of their

3D structure, and the droplets or ice crystals they are composed of. Global models
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cannot simulate the 3D structure of clouds because computational power is limited,
so they approximate that clouds only scatter sunlight in a 1D vertical column. In
this study, we use local models to directly simulate how clouds scatter sunlight in
3D and compare with a 1D approximation. We find the largest bias for overhead
sun and for deeper clouds. Using satellite observations of bulk cloud properties, we
estimate the tropical annual-mean bias introduced by the 1D approximation to be
31+1.6 Wm™.

5.1 Introduction

Earth’s average albedo is roughly 29%, with clouds accounting for about half of
the solar radiative energy fluxes reflected back to space (Stephens et al., 2015).
Accurately simulating clouds is crucial for modeling Earth’s albedo. However, Earth
system models (ESMs) struggle to accurately represent the albedo’s magnitude,
spatial patterns, and seasonal variability (Bender et al., 2006; Voigt et al., 2013;
Engstrom et al., 2015). Simulating clouds is difficult for several reasons, but one
major factor is their wide range of spatial scales. Clouds have complex three-
dimensional (3D) morphologies created by turbulent motions at length scales down
to tens of meters or smaller. However, the typical resolution of an ESM is around
only 10-100 km in the horizontal and 100-200 m in the vertical in the lower
troposphere (Schneider et al., 2017). This discrepancy means that clouds are not
explicitly resolved in ESMs. Instead, they are represented by parameterizations and,
for purposes of radiative transfer (RT) calculations, are approximated as broken
plane-parallel structures within grid cells (Marshak and Davis, 2005).

The plane-parallel approximation (PPA) leads to important biases in RT calculations
(R. Cahalan and Wiscombe, 1992). Over the past 20 years, RT solvers have made
significant progress in reducing some of these biases, either by making use of
semi-empirical deterministic parameterizations of cloud heterogeneity (J. K. Shonk
and Hogan, 2008) or through stochastic sampling of plane-parallel cloudy columns
based on assumed distributions and characteristics of cloud structural properties
(Pincus et al., 2003). These approximate solvers are likely to become even more
accurate in the future, as dynamical parameterizations provide increasingly detailed
cloud statistics (e.g., Cohen et al., 2020). Moreover, the PPA bias may be reduced
in ESMs by using embedded cloud-resolving models (Cole, Barker, Randall, et al.,
2005; Kooperman et al., 2016), albeit at great additional computational expense,
in an approach known as cloud superparameterization (Khairoutdinov and Randall,
2001).
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This progress has led to a renewed interest in another source of bias that was,
until recently, overshadowed by biases due to the PPA: the treatment of horizontal
radiative fluxes in ESMs (R. F. Cahalan et al., 1994; Schifer et al., 2016; Hogan,
Fielding, et al., 2019). ESMs make the independent column approximation (ICA)
when performing RT calculations. This approximation neglects horizontal radiative
fluxes, decoupling the RT calculation between atmospheric columns to make the
problem computationally tractable. 3D radiative transfer will remain too expensive
to run in ESMs in the foreseeable future, making the ICA a necessary simplification
(Hogan and Bozzo, 2018). For this reason, it is important to quantify and document
biases due to the ICA.

In this context, the effect of cloud structure on horizontal radiative transfer has
gained attention, enabled by advances in computation that make 3D RT feasible at
high spectral resolution (Mayer and Kylling, 2005; Emde et al., 2016; Villefranque
et al., 2019; Gristey et al., 2019; Veerman et al., 2020). The structural differences
between ICA and a full 3D RT calculation have been documented before (Marshak,
Davis, Wiscombe, and Titov, 1995; O’Hirok and Gautier, 1998; O’Hirok and
Gautier, 2005; Barker, Stephens, et al., 2003; Barker, Kato, et al., 2012), and many
alternatives to ICA have been proposed to minimize their mismatch (e.g., Marshak,
Davis, Wiscombe, and R. Cahalan, 1995; Varnai and Davies, 1999; Frame et al.,
2009; Hogan and J. K. P. Shonk, 2013; Wissmeier et al., 2013; Okata et al., 2017;
Oreopoulos and Barker, 1999; Klinger and Mayer, 2016; Klinger and Mayer, 2020;
Hogan, Fielding, et al., 2019).

Nevertheless, most studies have been focused on theoretical cases, small spatial
and temporal domains, or improving satellite retrieval algorithms. Some notable
exceptions are Cole, Barker, O’Hirok, et al. (2005), who calculate the ICA bias from
two-dimensional (2D) RT in a superparameterized cloud resolving model at 4 km
horizontal resolution; and Barker, Cole, Li, Yi, et al. (2015) and Barker, Cole, Li,
and Salzen (2016), who calculate the ICA bias using 2D cloud fields retrieved from
CloudSat and CALIPSO.

Here we discuss the magnitude of the bias that results from neglecting the 3D
cloud radiative effects by making the ICA. We use large-eddy simulations (LES)
to generate 3D cloud fields representing three canonical cloud regimes: shallow
cumulus convection, stratocumulus, and deep convection. These cloud regimes
are representative of the clouds typically found in the tropics. Previous studies that

quantify 3D cloud radiative effects globally have used 2D cloud fields retrieved from
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satellites or superparameterized models, or inferred 3D fields using some stochastic
generator (O’Hirok and Gautier, 1998; O’Hirok and Gautier, 2005; Barker, Cole,
Li, Yi, et al., 2015; Barker, Cole, Li, and Salzen, 2016). These approaches can
better represent the spatial distribution of cloud types but are restricted to the coarse
resolution of satellite footprints or rely on assumptions to generate 3D fields. We
instead use high-fidelity models to generate realistic 3D cloud fields at very high
resolution, sacrificing some ability to generalize beyond the tropics from our limited
number of LES cases. All of these methods present different challenges, either
in generalizing to global scales, or in representing the details of small scales, but
the simplifications are necessary because 3D cloud retrievals from satellite are not
yet available. However, recent progress in stereoscopic observations is bringing
us closer to having global high-resolution observations of 3D cloud structure (e.g.,
Romps and Oktem, 2018; Castro et al., 2020).

We calculate the bias between the true reflected flux and the flux approximated by
ICA using a Monte Carlo RT code. The shortwave radiative flux bias is shown
to vary with solar zenith angle and cloud type. Because the solar zenith angle
varies with the diurnal and seasonal cycle, we quantify the effect of the 3D bias on
these timescales. Finally, using global satellite observations of cloud climatology,
we estimate the spatiotemporal bias that would result in global models that resolve
clouds but still make the ICA. As stated earlier, most ESMs make the ICA and
use some cloud heterogeneity parameterization to reduce the PPA bias, so the bias
associated with only the ICA is an underestimate of the total bias. Because of the
diversity of assumptions made by global models to account for phenomena such as
cloud overlap, and the fundamental resolution dependence of cloud heterogeneity
emulators, in this study we focus on the bias resulting from RT using only the ICA

on fully resolved 3D cloud structures from LES.

5.2 Methods

Large-eddy simulations of clouds

We generate three-dimensional cloud fields from high-resolution LES using the
anelastic solver PyCLES (Pressel, Kaul, et al., 2015; Pressel, Mishra, et al., 2017).
The LES are run in three dynamical regimes to simulate shallow cumulus (ShCu),
stratocumulus (Sc), and deep-convective cumulonimbus clouds (Cb). Figure 5.1
shows volume renderings of each cloud regime alongside profiles of cloud frac-
tion; key properties of the different cloud regime simulations can be found in

Table 5.1 with more details in appendix A. In general, LES are capable of reproduc-
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ing observed cloud characteristics (e.g., cloud cover, liquid water path, cloud depth)

including aspects of 3D structures (Griewank et al., 2020).

ShCu clouds are convective clouds with typical cloud cover of 10-20% and cloud
top height (CTH) around 2 km. They occur frequently over tropical oceans, on
average covering 20% but up to 40% of their surface (Cesana et al., 2019). In
this study, ShCu are represented by two LES case studies, BOMEX and RICO,
which represent non-precipitating and precipitating shallow convection over tropical
oceans, respectively (Siebesma et al., 2003; vanZanten et al., 2011). Sc clouds are
shallower, with CTH only around 1 km. They have near 100% cloud cover and
typically blanket subtropical oceans off the west coast of continents (Cesana et
al., 2019). Sc are represented by the DYCOMS-II RFO1 LES case of a Sc deck
off the coast of California (Stevens et al., 2005). Cb clouds are deep convective
thunderstorm clouds that occur frequently over mid-latitude continents in summer
and in the tropics, e.g., in the intertropical convergence zone (ITCZ). Their CTH can
reach up to 15 km or higher, they often contain ice, and anvils at the top contribute to
a cloud cover around 30%. Cb clouds are represented in this paper by the TRMM-
LBA LES case, based on measurements of convection over land in the Amazon
(Grabowski et al., 2006).

An ensemble of snapshots is used to estimate the mean and variance of the bias for
each cloud type. The snapshots are chosen to be at least one convective turnover
time apart (1 hour for BOMEX and RICO, 30 minutes for DYCOMS-II RFO1, and
90 minutes for TRMM-LBA). For ShCu and Sc, we take snapshots evenly spaced in
time starting once the simulation has reached a statistically quasi-steady state, after
an initial spin-up period. For the Cb case we take snapshots from an initial-condition
ensemble at several time points representative of transient and fully-developed deep
convection at 4, 5.5, and 7 hours into the simulation (10:00, 11:30, and 13:00 local
time). We also analyze the effect of convective aggregation in Cb (Jeevanjee and
Romps, 2013; Wing et al., 2017; Patrizio and Randall, 2019) by analyzing snapshots
from an initial-condition ensemble run over a larger domain ((40 km)?, compared to
the original (20 km)?). In both cases, we use only the snapshots at 13:00 local time of
fully-developed deep convection, characterized by stable liquid and ice water paths,
for the cloud-type specific calculations. The rest of the snapshots are used in our
estimate of the tropical shortwave flux bias. We choose ensemble sizes that capture
the natural variability of morphology in each LES case: 20 for ShCu (10 each of
BOMEX and RICO) and 5 for Sc; for Cb we take 15 snapshots from each time
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Figure 5.1: Snapshots of LES clouds, showing liquid water specific humidity (gray
to white, low to high) and ice water specific humidity (red to white, low to high).
Subplots to the right show vertical profiles of cloud fraction for each case. The
thick line shows the profile for the specific snapshot in the 3D rendering, the thin
lines show all other snapshots, and the shading shows the range. (a) and (b) Shallow
convective clouds. (c¢) Stratocumulus clouds. (d) Deep convective clouds. Note that
the domain sizes vary between the cases.

point (45 in total) from the (20 km)> TRMM-LBA simulations and 5 snapshots of
fully-developed, more aggregated deep convection from the (40 km)> TRMM-LBA
aggregated (agg.) simulations. The smaller ensemble is determined to sufficiently

capture the dynamical variability for the larger domain.

The increase in convective aggregation for the larger domain Cb simulations can be
seen in typical measures such as the variance of the column relative humidity or
total precipitable water (Wing et al., 2017) (see appendix A, Fig. A1). The domain-
mean cloud cover, cloud top height, and cloud water path from the two sets of Cb
simulations are similar, indicating that the difference in radiative flux bias is being
driven by a change in the aggregation or domain size. Larger domains may lead to
even more aggregation (Patrizio and Randall, 2019); however, synoptic noise may
become important and disrupt the self-aggregation of convection on large scales
in reality (Bretherton, 2015). The Sc and ShCu results are unchanged for larger
domain sizes (not shown), but we do see an expected reduction in variance across
the ShCu ensemble (N gs = 10) due to the larger dynamical variability captured in

each snapshot of the larger domain.
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Radiative transfer computations

The RT calculations were done using the libRadtran software package with the
MYSTIC Monte Carlo solver (Mayer and Kylling, 2005; Mayer, 2009; Emde et al.,
2016). Details of the set-up can be found in appendix B. The MYSTIC solver
requires 3D fields of liquid and ice water content and particle effective radius as
input. We use MYSTIC to do the full 3D RT and ICA calculations. The LES uses
simple microphysics schemes that do not explicitly compute the effective radius.
To compute the effective radius, we follow the parameterization from Ackerman
et al. (2009) and Blossey et al. (2013) for liquid and Wyser (1998) for ice (appendix
B). For the RT calculation, MYSTIC finds the scattering phase function from pre-
computed lookup tables. In the case of liquid droplets, which are assumed spherical,
the full Mie phase function is used. For the case of ice clouds, a parameterization
of the habit-dependent scattering must be used. We use the hey parameterization
with “general habit mixture” (Yang et al., 2013; Emde et al., 2016). The results are
insensitive to the choice of ice parameterization (Fig. B1) because the reflected flux

signal is dominated by the liquid droplets for the clouds we simulated.

Observations of cloud climatology

The LES cloud fields allow for precise calculation of the 3D cloud radiative effect
on small domains. To estimate the global impact of the 3D cloud radiative effect,
we use the results from LES along with satellite observations of cloud climatology
and surface albedo to scale up from these few cases to a global picture. We find
that in-cloud cloud water path (CWP), defined as the domain-mean cloud water path
divided by cloud cover, is a simple but robust predictor of the flux bias (will be
shown in Section 5). We use the International Satellite Cloud Climatology Project
(ISCCP) D2 dataset of CWP (W. B. Rossow et al., 1999; W. Rossow and Duenas,
2004; Marchand et al., 2010; C. Stubenrauch et al., 2012; C. J. Stubenrauch et al.,
2013). The ISCCP D2 cloud product is a monthly climatological mean with spatial
resolution of 1° X 1° constructed from measurements during the period 1984-2007.
These data are collected by a suite of weather satellites that are combined into a
3-hourly global gridded product at the D1 level and are averaged, including a mean

diurnal cycle, into the D2 product we use.

We also account for the observed surface albedo that varies seasonally and spatially
and affects the flux bias. We use observations of surface albedo from the Global
Energy and Water Exchanges Project’s surface radiation budget product version 3.0,

which is aggregated to a monthly mean climatology for the period 1984-2007 and
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gridded to 1° x 1°.

5.3 Radiative flux bias dependence on zenith angle

Top-of-atmosphere

The top-of-atmosphere (TOA) radiative flux bias is measured (in W m~2) as the
difference in reflected irradiance between the ICA and 3D RT calculations averaged
over the full domain. A positive bias means that, under the ICA, clouds reflect more
energy back to space than in reality (i.e., 3D), implying that the Earth’s surface is
artificially dimmed (cooled) in a model that uses the ICA. The albedo bias (A«) is
computed as the flux bias (AF = Fica — F3p) divided by the total incoming solar
flux (Fin),

AF
Aa = — x 100%. (5.1)

mn

Fig. 5.2 shows the flux and albedo biases (ICA—3D) for the five cases of ShCu,
Sc, and Cb clouds. The solid lines show the ensemble mean bias, and the shading
denotes one standard deviation (¢-). The combined variance (0-?) is computed as,

NLEs
2 1

Z [(O'z%ICA + 0-23D) + (AF; — (AF))® (5.2)
i=1

7" NrLEs
where Npgs 1s the number of ensemble members, 0 1ca and o5 3p are the standard
deviations from the MYSTIC solver photon tracing, AF; is the TOA flux bias of each
ensemble member, and (-) denotes a mean over the LES ensemble. This variance
includes both the statistical noise from the Monte Carlo RT and the dynamical
variability of the cloud field (which are assumed to be uncorrelated). The Monte
Carlo noise is proportional to 1/+4/n where n = 10* is the number of photons used
for the RT simulation, and is in fact ~ 0.7% for these calculations. The variance
between cloud scenes is much larger than the Monte Carlo error, by more than an

order of magnitude.

Sc show negligible deviation between ICA and 3D reflected fluxes. For convective
clouds (ShCu and Cb), the bias from the ICA is positive, except for ShCu at very
large solar zenith angles. At large zenith angles, ShCu show a large negative flux
and albedo bias for ICA. ShCu scatter far fewer photons than Cb due to the low cloud
cover and their smaller optical thickness, corresponding to small vertical extent. Cb
exhibit the largest reflected irradiance and also the largest bias between the ICA
and 3D RT calculations. While the mean flux bias is similar, the structure of the
bias with zenith angle is markedly different for the two domain sizes (Fig. 5.2).

For the small-domain simulations with a lesser degree of aggregation, the bias is
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Figure 5.2: Bias (ICA-3D) in (a) TOA reflected flux and (b) albedo as a function
of zenith angle for ShCu (BOMEX and RICO), Sc (DYCOMS-II RFO01), and Cb
(TRMM-LBA and TRMM-LBA agg.). For each cloud type, average fluxes (with
shaded 1o error bars) are computed over the individual snapshots. Positive bias
means the ICA approximation is reflecting more incoming flux than in the 3D RT
calculation.

approximately linear with zenith angle (as seen by Barker, Cole, Li, Yi, et al. (2015)
and Barker, Cole, Li, and Salzen (2016)). For the more aggregated case, the flux
bias is nearly uniform up until a solar zenith angle of 60° and then decreases rapidly
towards zero; this translates to an albedo bias that peaks at large zenith angles
(around 70°).

The convective clouds show much more variation than the stratiform clouds between
snapshots due to the variability in cloud cover even in a statistically steady state.
The less aggregated Cb clouds have the largest variability, which is expected since
the domain size is small relative to the scale of the clouds, i.e., in each snapshot
we capture only approximately one deep convective cloud, compared to many small
cumulus clouds; therefore, we are effectively averaging over fewer realizations even
though we take our ensemble size to be larger. Similarly, for the more aggregated
Cb clouds, since we use a four times larger domain, a smaller ensemble (N gs = 5

compared to 15) is large enough to capture the variability.

In the ICA, the horizontal photon fluxes between neighboring columns are ignored.
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For the Sc clouds that uniformly cover the whole domain (Fig. 5.1c¢), this assumption
has little effect: the flux bias is near zero for all zenith angles. However, for cumulus
clouds, making the ICA has two effects that are described in detail by Hogan,
Fielding, et al. (2019).

1. The long-recognized “cloud-side illumination” effect in 3D radiative transfer.
This describes how horizontally propagating photons can encounter the side
of a cloud and can be scattered by it, rather than being restricted to hit the
top of a cloud in the ICA. Side-illumination happens when photons travel
across columns at slant angles, brightening the cloud sides and enhancing
cloud reflectance; it also creates larger shadows, or larger effective cloud
cover. This effect acts to enhance reflectance in 3D, and thus would appear as

a negative ICA flux bias in our terminology.

2. The newer “entrapment” effect that Hogan, Fielding, et al. (2019) presented.
This mechanism is similar to the “upward trapping” mechanism discussed by
Vérnai and Davies (1999). It describes how in 3D a scattered photon may be
intercepted by another cloud, or the same cloud, in a different column higher
in the domain and scattered back down to the surface. In the ICA by contrast,
when a photon travels through clear-sky and is scattered by a cloud, it will
necessarily travel back through the same column of clear-sky to the TOA. The
entrapment mechanism acts to decrease cloud reflectance in 3D, i.e., it creates

a positive flux bias.

The calculated 3D effects we show in Fig. 5.2 are a combination of these competing
mechanisms. At large solar zenith angles, cloud shadowing, by which clouds can
shade each other, clear-sky regions, and the surface when photons are coming in
at slant angles, can be important for surface irradiance and surface fluxes (Frame
et al., 2009; Veerman et al., 2020).

For small zenith angles, when the sun is overhead, the convective clouds (ShCu
and Cb) produce a positive flux bias because entrapment is dominant over cloud-
side illumination. For large zenith angles, the flux and albedo bias from ShCu is
negative because cloud-side illumination becomes the dominant effect. In the mean,
the solar zenith angle at which the flux bias becomes negative is around 70°, but
for the individual ensemble members this ranges from around 45° to 75°. This
has been seen before for ShCu by Barker, Cole, Li, Yi, et al. (2015) and Barker,
Cole, Li, and Salzen (2016) and Hogan, Fielding, et al. (2019). For Cb clouds,
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however, even at large zenith angles, the flux and albedo biases remain positive,
indicating that the entrapment mechanism continues to dominate over cloud-side
illumination. This is not the case for every scene in the Cb ensemble, but it is true
in the mean, in agreement with the results from Hogan, Fielding, et al. (2019). This
difference between ShCu and Cb is related to the aspect ratio of the clouds; the
cloud-side illumination mechanism can only become dominant if the aspect ratio is
small (clouds are not too deep). Furthermore, in the case of the more aggregated
Cb clouds, a greater degree of aggregation decreases the surface area to volume
ratio of the clouds, or what Schifer et al. (2016) call the length of cloud edge, or
cloud perimeter. A smaller cloud perimeter will decrease the cloud side illumination
as well as the entrapment efficiency of the cloud (Hogan, Fielding, et al., 2019).
The uncertainty in flux bias due to the degree of aggregation of deep convection
is much larger than the spread across the LES ensemble and represents a structural

uncertainty, which is more challenging to quantify.

These 3D cloud effects can be understood from Fig. 5.1, which shows illustrations of
the clouds from the four LES cases. The scattered cumulus in the BOMEX and RICO
cases are shallow and spaced apart, which allows for cloud-side illumination at large
zenith angles to dominate over the entrapment mechanism. The DYCOMS-II RFO1
stratocumulus clouds are quite horizontally homogeneous over this small domain,
therefore, ICA biases are small. As discussed in Hogan, Fielding, et al. (2019),
when in-cloud heterogeneity is larger, e.g., for open-celled marine stratocumulus,
the entrapment effect is larger. Finally, for the deep TRMM-LBA clouds, the
entrapment mechanism remains dominant even for large zenith angles because the
clouds at higher levels can intercept and trap outgoing photons that are able to escape
to TOA in the ICA.

In addition to the LES ensembles described previously, we run one additional set of
tests to quantify the dependence of the flux bias calculations on the LES resolution
(Fig. 5.3). We take the original LES simulations and systematically coarse-grain
the 3D fields to lower resolution. Doing so ensures that we do not change the
dynamics of the clouds so that we can test the effect of resolution on only the
radiative transfer. We are not able to bridge the gap all the way to ESM scales (10—
100 km horizontal resolutions) due to computational limits on running the LES,
but we show results across a range of horizontal scales. When coarse-graining, we
keep the vertical resolution fixed to better represent the very large aspect ratio grid

boxes found in ESMs compared to the relatively isotropic grid boxes in LES. The
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Figure 5.3: Mean TOA reflected flux bias across all solar zenith angles computed
for different resolutions of the same cloud fields. The horizontal axis shows the
horizontal resolution; the vertical resolution is kept fixed. The four cases of ShCu,
Sc, and Cb are shown in the same colors as Fig. 5.2. For each case, three snapshots
from the original ensemble are used and the spread is shown by the shading.

mean TOA flux bias is nearly constant across resolutions for the shallow clouds (Sc
and ShCu). For Cb, the mean TOA flux bias decreases with larger grid spacing, as
expected, from around 17 W m~2 at the original resolution and down to 6 W m~2 for
2 km horizontal resolution. Since the bias does not asymptote as we move towards
smaller horizontal grid spacing, we expect that if the LES were run at even higher
resolutions, we would find an even larger larger bias between the ICA and 3D. We

conclude that our estimated bias is a lower bound in this regard.

Surface

Using the same radiative transfer calculations, we also quantify the bias in down-
welling surface irradiance. This bias as a function of solar zenith angle is shown for
each cloud type in Fig. 5.4. The total bias (Fig. 5.4a) is the sum of a direct component
and diffuse component, shown in Fig. 5.4b and c, respectively. These components
largely offset each other, as has been found in previous studies (Gristey et al., 2019).
The direct surface irradiance bias is always positive and the diffuse always negative,
resulting from side-illumination (shadowing) and entrapment, respectively. Note

that these two mechanisms have opposite effects in the surface irradiance bias and
the TOA reflected flux bias.

For the total surface irradiance bias (Fig. 5.4), we observe a similar pattern to the
TOA bias (Fig. 5.2), except with the opposite sign. This has been noted before
(Barker, Cole, Li, Yi, et al., 2015), and is to be expected given that when the ICA
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Figure 5.4: Surface irradiance bias (ICA-3D) as function of zenith angle for ShCu
(BOMEX and RICO), Sc (DYCOMS-II RF01), and Cb (TRMM-LBA). The total
surface irradiance bias (a) is split into the direct (b) and diffuse (c) components,
which largely compensate each other, especially at larger zenith angles. For each
cloud type, average fluxes (with shaded 1o error bars) are computed over the indi-
vidual snapshots. Positive bias means the ICA approximation has more downwelling
radiation at the surface than the 3D calculation.

produces anomalous extra TOA reflectance, it simultaneously decreases the surface
irradiance with respect to the 3D calculation. We can quantify this by considering
in a simple way how the TOA reflected flux and surface irradiance depend on the
incoming flux, surface albedo (ay), cloud albedo (a.), and cloud cover (f.). The
total scene albedo stems from scattering by the clouds and scattering by the surface.

Considering up to two scattering events, we can write

= feae+ (1= fo)ag+2f(1 - fo)(1 - ac)ay.

The first term comes from reflection directly from the clouds, the second from

reflection directly from the surface, and the third from reflection of diffuse radiation
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from the surface. The albedo bias is therefore
Aa = fAa (1 = 2a,(1 - 1)), (5.3)

where Aa = ajca —a3p. From Eq. 5.3 we see that the albedo bias will decrease with
surface albedo because when the surface accounts for a larger fraction of the total
albedo the cloud bias is less pronounced. For the downwelling surface irradiance

(1), we can do the same and consider up to two scattering events,

I=[(1-f)+fe(l —ac)+ fo(1 = fo)acas] Fi,

where the first term comes from direct irradiance, the second from forward scattering
through the cloud, and the third from multiple scattering first off the surface and then
back down off the cloud. To first order the surface irradiance does not depend on the
surface albedo, but including higher order terms we see that the surface irradiance
increases with surface albedo. The surface irradiance bias (Al = Ijca — I3p) can be
written as

Al = —fAa (1 — as(1 = f.))Fin. (5.4)

Finally, with these approximations, and noting that AF = AaFj,, we can relate the

surface irradiance bias to the TOA reflected flux bias by

1 —a,(1 _fc)
I- 2a's(1 - fc)) .

Al = —AF ( (5.5)

Fig. 5.5 shows the calculated surface irradiance bias compared to the predicted bias
calculated from the TOA bias via Eq. 5.5. The relation between surface irradiance
bias and TOA reflected flux bias is robust and predictable, with an > = 0.92.
Eq. 5.5 considers up to two-scattering events, but considering only one scattering
event, which simplifies the equation to Al = —AF, does not significantly change the

quality of the prediction (+*> = 0.91 in this case).

While the surface irradiance bias is critically important for surface fluxes, which may
have dynamical feedbacks on the clouds, or for impacts on vegetation and carbon
uptake (Veerman et al., 2020), the relevant quantity for the overall climate system
energetics is the TOA energy balance. The remainder of this paper is devoted to
analyzing the TOA reflected flux bias and the relevance of 3D cloud radiative effects

for climate.
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Figure 5.5: Bias (ICA-3D) in surface irradiance as predicted by bias in TOA reflected
flux via Eq. 5.5 compared to the computed surface irradiance bias. Cloud type and
zenith angle are indicated by marker shape and color, respectively. The 1:1 line is
shown for reference.

5.4 Seasonal cycle of radiative flux bias

The solar zenith angle varies over the course of the day from sunrise to sunset, and
therefore the dependence of the bias on zenith angle manifests itself as a diurnally
varying bias. But the zenith angle also varies on seasonal timescales for different

latitudes.

To assess the climate impact of the ICA bias, we consider the flux and albedo bias
for each cloud type as a function of day of year and latitude. This calculation is
done by assuming that the LES-generated cloud field is present at any given latitude
circle on any given day of the year. This exercise is done without a claim to be
realistic, but to demonstrate the impact each cloud type might have on Earth given
the spatiotemporal variations of solar zenith angle. For any location and time,
including a diurnal cycle, the solar zenith angle is calculated and the flux bias is
estimated based on the results presented in Fig. 5.2. The flux and albedo biases are

computed hourly and averaged to show the daily-mean bias.

Fig. 5.6 shows the annual mean and seasonal cycle of TOA flux and albedo biases for
each cloud type. To estimate the uncertainties of the annual-mean bias, we calculate
the LES ensemble spread as follows. For each hour in the year and each latitude, the
solar zenith angle is calculated, and we interpolate between integer zenith angles in
the flux bias calculations to find the mean flux bias. This is done individually for
each LES cloud scene in the ensemble. The ensemble mean for each latitude and
day of the year is shown (colored contour plots in Fig. 5.6), as well as the annual

mean of the ensemble (black lines on Fig. 5.6). The spread across the ensemble in
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Figure 5.6: Daily mean bias (ICA-3D) as a function of latitude and day of year assum-
ing the globe is covered by (a-d) ShCu (BOMEX and RICO), (e-f) Sc (DYCOMS-II
RFO1), (g-h) Cb (TRMM-LBA), and (i-j) more aggregated Cb (TRMM-LBA agg.).
Left column shows flux bias, and right columns shows albedo bias. Note the color
scales vary between LES cases. Inset panels on the left show annual average biases
with shaded error bars that denote the spread across the LES ensembles as described
in the text. Only latitudes from 60°S to 60°N are shown because the simulated clouds
are not representative of the high-latitude regions.
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the annual mean is shown as one standard deviation (gray shading on Fig. 5.6).

Both ShCu cases show similar patterns of flux bias with latitude and time (Fig. 5.6a
and ¢). As seenin Fig. 5.2, these cases both have a small positive bias for small solar
zenith angles, transitioning to a small negative bias for larger zenith angles, which is
manifest here as a positive bias at low latitudes, transitioning to a negative bias only in
mid-latitude winters. The albedo bias for both ShCu cases is near zero in the tropics
and becomes more negative at higher latitudes. Sc show a very small flux (and
albedo) bias for all solar zenith angles due to their high cloud cover and horizontal
homogeneity, but they do exhibit a small positive flux bias (~ 0.2 W m~2) during
winter in mid-latitudes (Fig. 5.6e). For Cb, the flux bias is comparatively large and
always positive (Fig. 5.2). In the less aggregated state, the flux bias is nearly linear
in zenith angle, which gives rise to a bias pattern that roughly mimics the insolation
pattern with latitude and day of year (Fig. 5.6g). In the more aggregated state, the flux
bias is roughly constant in the tropics and overall larger than in the less aggregated
case (Fig. 5.61). The albedo bias for Cb is largest and positive during summer,
though seasonal variations are less pronounced for aggregated convection (Fig. 5.6h
and j). In particular, deep convective clouds are frequently found in the ITCZ,
which migrates with the insolation maxima and therefore results in a tropical TOA
reflected flux bias that peaks in each hemisphere during their respective summers

and is smallest during the shoulder seasons (Fig. 5.6g and 1).

5.5 Implications for Climate Models

To make an assessment of the effect that the 3D radiative transfer through cloud
fields has on climate simulated with ESMs, we must account for the climatological
occurrence of different cloud types in space and time. A simple parameter that
can account for much of the flux bias variability in our calculations is in-cloud
cloud water path (CWP), defined as domain-mean cloud water path divided by
cloud cover. By regressing the flux bias against CWP for integer solar zenith angles
between 0° and 90°, constraining the regression lines to pass through the origin
because there is no flux bias in clear-sky conditions (CWP = 0), we observe a robust
positive correlation between CWP and flux bias (Fig. 5.7). The best fit line and
confidence intervals are estimated with Gaussian process regression; we use a dot
product kernel, with the intercept constrained to zero. We apply regularization by
specifying the “nugget” (the values added to the diagonal of the correlation matrix)
as the empirically calculated variance scaled by a constant factor. The variance is

calculated as the sample variance in a 100 g m~> CWP interval around each point.
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Figure 5.7: Scatter plot of in-cloud cloud water path (CWP) from LES domain
against flux bias at zenith angles (a) 20°, (b) 40°, (c) 60°, and (d) 80°. LES
ensemble members are plotted with the same color convention as in Fig. 5.2. The
grey lines show the regression fit constrained to go through the origin. The gray
shaded areas show the 68% and 95% confidence intervals. The rms error of the
regression is indicated at the top.

The positive correlation between CWP and flux bias, though not perfect, allows us
to approximate TOA flux biases using CWP on the global scale. We choose CWP
as our proxy for flux bias because it is robustly observed by satellite and, among the
other cloud properties we explored (e.g., cloud top height), the best predictor for
flux bias (Fig. C1). Despite the fact that the radiative flux bias certainly depends on

more than just CWP, we use it here as a first approximation to model the flux bias.

Using this relationship between CWP and flux bias for a series of zenith angles, we
can use the observed climatological CWPs from ISCCP to infer the resulting flux
bias that would be associated with using the ICA for RT calculations in place of
3D RT. The monthly temporal resolution is not inherently an issue for this analysis

given that we use a linear relationship between CWP and flux bias.

Additionally, we may account for the variations in surface albedo. In the RT
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Figure 5.8: Predicted albedo bias from Eq. 5.6 compared to the computed albedo
bias for convective cloud scenes (BOMEX, RICO, and TRMM-LBA) with different
surface albedos. The predicted surface albedo is calculated from the simulations
using a surface albedo of @p = 0.06 corresponding to an ocean surface. Each point
represents the albedo bias at integer solar zenith angle from 0° to 90° for 5 ensemble
members of each LES case. The colors denote the different cases and the symbol
shapes denote the surface albedo. The 1:1 line is shown for reference.

calculations previously shown, we assume a constant surface albedo of ap = 0.06,
corresponding to an ocean surface. The surface albedo affects the computed TOA
and surface flux biases as shown in Eqgs. 5.3 and 5.4. The albedo bias, written in
Eq. 5.3, scales with the factor (1 — 2a4(1 — f.)). We can therefore correct for the
effect of the surface albedo by multiplying our computed flux or albedo bias by the
ratio of the surface absorptions:

1 = 2a,(1 - fc)
1 - 2‘1'0(1 _fc)

Aal,, = ( ) Ay, - (5.6)
We run additional RT calculations for the convective cloud cases (BOMEX, RICO,
and TRMM-LBA) and vary the specified surface albedo from a; = 0.1 to 0.25
(spanning the range for sub-polar land surfaces). Fig. 5.8 shows the correlation
between the predicted TOA albedo bias using Eq. 5.6 and the explicitly calculated
TOA albedo bias. The prediction based on Eq. 5.6 is robust with an r* value of
0.94. For stratocumulus clouds, since the cloud cover is nearly 1, the albedo bias
depends very little on the surface albedo and is not shown. We use Eq. 5.6 globally
to account for variations in the observed surface albedo without the need to run

additional RT calculations and interpolate between discrete values.

To construct the annual-mean flux bias map shown in Fig. 5.9, we first calculated

the solar zenith angle for each location on Earth and each hour of the year. Then,
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Figure 5.9: Map of annual-mean flux bias inferred from ISCCP in-cloud CWP. Left
panel shows the zonally averaged flux bias in the black line and 1o error bars in
the grey shading that are derived from the linear regression in Fig. 5.7. Like in
Fig. 5.6, we show only 60°S to 60°N because the clouds we have modeled are not
representative of high-latitudes.

we obtained the flux bias given the observed CWP from the linear regression at the
given zenith angle (Fig. 5.7). Finally, we made a correction using Eq. 5.6, based on
the ratio of the observed surface absorption to the assumed ocean surface absorption
used in the MYSTIC RT calculations. The resulting flux bias is an estimate of the
bias that would be present in an ESM that is able to resolve the relevant dynamical
scales of clouds, but makes the ICA during radiative transfer. This bias is smaller
than the bias present in current ESMs, which also contains the biases due to PPA
and cloud parameterizations, given their very coarse horizontal resolution (Cole,
Barker, Randall, et al., 2005).

We focus on the tropics (30°S to 30°N, dotted box on Fig. 5.9), where our estimation
of flux bias based on the LES cases is most robust and relevant; for higher-latitudes,
we do not capture all the relevant cloud regimes with our sample of LES clouds,
and so our flux bias estimate needs to be interpreted with caution. Shown in the
left inset plot is the zonal-mean flux bias. The shading represents 1o~ error from the
regression of flux bias on CWP shown in Fig. 5.7 (as opposed to spatial or temporal

variability).

The largest bias occurs in the ITCZ region and the storm track regions, especially over
eastern Asia where the climatological CWP is maximal (Fig. 5.9). It corresponds to
locations where the tallest clouds on Earth exist and where the mean zenith angle is
smallest. The region of maximum bias migrates seasonally following the location
of the ITCZ (and maximum insolation). Seasonal variations in cloud cover and

cloud type are also manifest in the seasonal cycle of the 3D flux bias. In the annual
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mean, the zonal-mean tropical flux bias is estimated to be 3.1 + 1.6 W m~2, and the
maximum local flux bias in the annual mean is around 6.5 W m~2 (99th percentile).
The annual-mean, zonal-mean tropical albedo bias is 0.7 + 0.4% and is locally as
large as 1.5% (99th percentile).

Our results are of the same order as those reported in Cole, Barker, O’Hirok, et al.
(2005) and Barker, Cole, Li, Yi, etal. (2015) and Barker, Cole, Li, and Salzen (2016).
Cole, Barker, O’Hirok, et al. (2005) also found the largest flux bias occurring over
the ITCZ region, with a maximum bias of 5 W m~2 and tropical zonal-average bias
of 1.5 W m™2 during the boreal winter. The larger value reported here is likely
due to the fact that Fig. 5.9 averages over the shoulder seasons and the regression is

based on higher-resolution cloud scenes, as quantified in Figures 5.3 and 5.6.

5.6 Summary and conclusions

In this paper we estimated the TOA flux and albedo biases that result from ne-
glecting 3D radiative transfer through cloudy atmospheres. Although TOA short-
wave radiative flux biases in current ESMs are predominantly due to deficiencies
of subgrid-scale dynamical parameterizations that generate cloud cover biases, as
convection parameterizations improve and model resolution increases, the relative
contribution of 3D radiative effects to the total model error will increase. We have
quantified the radiative flux and albedo bias that results from making the ICA by us-
ing a 3D Monte Carlo radiative transfer scheme applied to LES-generated 3D cloud
fields. The flux and albedo biases were assessed across different cloud regimes
and solar zenith angles. We took our findings from four canonical LES cases and
applied them to observed climatological cloud occurrence to infer the spatially- and

temporally-resolved flux and albedo biases.

We find that the largest flux bias comes from deep convective clouds at small solar
zenith angles. The albedo bias is large and negative for shallow cumulus clouds at
large solar zenith angles. These results quantitatively agree with previous studies
using LES clouds to assess 3D effects (Hogan, Fielding, et al., 2019). There is
room for future work considering a larger ensemble of cloud morphologies, which
could be generated again by LES or alternatively could be retrieved from satellite
observations. Our inferred global flux bias is based on only four tropical/subtropical
LES cases and therefore does not represent the full diversity of extratropical cloud
morphologies. This methodology cannot fully capture the effects of mid-latitude

storms, for instance, which is why we do not emphasize our results outside of the
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tropics.

We use the observed positive correlation between CWP and TOA flux bias from
our LES ensemble to estimate the global spatiotemporal bias from neglecting 3D
radiative transfer in a high-resolution ESM. We choose a simple linear model to map
from satellite observations of climatological CWP to TOA flux bias. The deviations
in our regression fit suggest that there is potential for a more robust mapping from
cloud properties to radiative flux bias. Future work is necessary to explore this path

towards a parameterization of 3D radiative effects in ESMs.

The large flux bias for Cb clouds at small solar zenith angles translates into a
seasonal bias that peaks just off the equator in the summer hemisphere, tracking
the position of the ITCZ. We estimate the annual-mean tropical-mean flux bias to
be 3.1 + 1.6 W m~2. The flux bias computed here is small compared to the TOA
shortwave flux errors typical for CMIPS and CMIP6 models, which are on the order
of 10 W m~2 in the mean (Zhao et al., 2018; Hourdin et al., 2020) and can reach
50 W m~2 in stratocumulus regions (Brient et al., 2019). However, the 3D bias is still
comparable to the signal of anthropogenic greenhouse gas emissions for the coming
decades, which is on the order of 2.5-3.1 W m~2 (Myhre et al., 2013). These results
highlight the importance of considering the 3D radiative fluxes through clouds for
Earth’s radiation budget and Earth system modeling.
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5.7 Appendix A: LES model setup
LES are performed using the anelastic fluid solver PyCLES (Pressel, Kaul, et al.,
2015). Subgrid-scale fluxes are treated implicitly by the WENO scheme used in the

numerical discretization of the equations (Pressel, Mishra, et al., 2017).

For each case, the characteristic timescale of convection is evaluated and taken to be
representative of the dynamical decorrelation time 7. Snapshots are taken at least
one dynamical decorrelation time apart, so that the cloud samples can be treated as
independent in a statistical analysis of the flux biases. The decorrelation timescale
is calculated as

T= (5.7)

1/3
) is the Deardoff convective
S

where z; is the mixed-layer height, w* = (zbl w’b’
velocity, d. is the cloud depth, and w,, is the mean updraft velocity within the cloud.

Shallow cumulus (ShCu) convection, BOMEX

The BOMEX LES case study is described in Siebesma et al. (2003). Surface
boundary conditions, w’_q;| s and w’_Hgls are prescribed, resulting in sensible and
latent heat fluxes of about 10 and 130 W m~2, respectively. The atmospheric
column is forced by clear-sky longwave radiative cooling, neglecting radiative cloud
effects. A prescribed subsidence profile induces mean vertical advection of all
fields, and specific humidity is further forced by large-scale horizontal advective
drying in the lower 500 m. The liquid-water specific humidity is diagnosed through
a saturation adjustment procedure. For BOMEX, the characteristic timescale of
convection is 7 ~ 40 min, where z5; = 500 m, w* = 0.66 m s~ d. = 1300 m,
and w, = 0.85 m s~!, and snapshots are taken every 1 hour. The domain size is
set to 6.4 km in the horizontal and 3 km in the vertical. Results are reported for an

isotropic resolution of Ax; = 20 m.

Shallow cumulus (ShCu) convection, RICO

The RICO LES case study is described in vanZanten et al. (2011). The surface
sensible and latent heat fluxes are modeled using bulk aerodynamic formulae with
drag coeflicients as specified in vanZanten et al. (2011), resulting in fluxes of

around 6 and 145 W m™2, respectively. The atmospheric column is forced by
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prescribed profiles for subsidence and large-scale heat and moisture forcings that
are a combination of radiative and advective forcings. The two-moment cloud
microphysics scheme from Seifert and Beheng (2006) is used with cloud droplet

concentration set to Ny = 70 cm™>.

For RICO, the characteristic timescale of
convection is 7 ~ 50 min, where z;; ~ 500 m, w* ~ 0.62 m s~', d, = 2500 m,
and w, ~ 1.2 m s~!, and snapshots are taken every 1 hour. The domain size is set
to 12.8 km in the horizontal and 6 km in the vertical. Results are reported for an

isotropic resolution of Ax; = 40 m.

Stratocumulus-topped marine boundary layer (Sc), DYCOMS-II RF01

The simulation setup for DYCOMS-II RF01 follows the configuration of Stevens
etal. (2005). The initial state consists of a well-mixed layer topped by a strong inver-
sion in temperature and specific humidity, with Ag; = 8.5 Kand Agq; = -7.5 gkg!.
Surface latent and sensible heat fluxes are prescribed as 115 and 15 W m™2, respec-
tively. In addition, the humidity profile induces radiative cooling above cloud-top
and warming at cloud-base. As in BOMEX, the liquid-water specific humidity is
diagnosed through a saturation adjustment procedure. For the stratocumulus clouds,
without strong updrafts and a thin cloud layer, the characteristic convective timescale
is taken to be just the first term of Eq. (5.7), which evaluates to 7 ~ 20 min, with
75 = 850 m and w* = 0.8 m s~!. Snapshots taken every 30 minutes are used in
the analysis. The domain size is set to 3.36 km in the horizontal and 1.5 km in
the vertical. Results are reported for a resolution of Az = 5 m in the vertical and
Ax = Ay = 35 m in the horizontal.

Deep convection (Cb), TRMM-LBA

Deep convective clouds are generated using the TRMM-LBA configuration detailed
in Grabowski et al. (2006), based on observations of the diurnal cycle of convection
in the Amazon during the rainy season. The diurnal cycle is forced by the surface
fluxes, which are prescribed as a function of time. The magnitude of the fluxes
maximizes 5.25 hours after dawn, with a peak latent and sensible heat fluxes of 554
and 270 W m™2, respectively. The radiative cooling profile is also prescribed as
a function of time. We use the one-moment microphysics scheme based on Kaul
et al. (2015) with modifications described in Shen et al. (2020). Since this case
study is not configured to reach a steady state, the simulation is run up to t = 7
hours. Deep convection is considered to be fully developed after 5 hours, when the

liquid-water and ice-water paths stabilize (Grabowski et al., 2006). The ensemble
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Figure 5.10: Normalized histogram of total precipitable water from the TRMM-
LBA simulations in a 20 km domain vs. 40 km domain, which we use as a less
and more-aggregated case of deep convection. The variance across the ensemble,
shown by the width of the histogram, is representative of the degree of convective
aggregation.

of cloud snapshots is formed by sampling after t =4, 5.5, and 7 hours from a set of
simulations with different initial conditions. For the idealized case (Figs. 5.2 and

5.6) only the 15 snapshots from 7 = 7 hours are used. The characteristic convective
Zct

0

where z.; and w), are the cloud-top height and updraft vertical velocity averaged over

timescale is given by just the second term of Eq. (5.7), 7 = w,ldz ~ 80 min,
the last two hours, respectively. The random perturbations used in the initialization
ensure that all cloud snapshots in the ensemble are uncorrelated. The domain size
is set to 20 km in the horizontal and 22 km in the vertical. Results are reported for

a resolution of Az = 50 m in the vertical and Ax = Ay = 100 m in the horizontal.

For the large-domain simulations, we double the domain size to 40 km in the hori-
zontal and run a smaller ensemble of Njgs = 5 simulations. The mean cloud cover,
cloud top heights, and cloud water path in the large and small domain ensembles are
comparable at 0.30 and 0.32, 12.2 and 10.0 km, and 360 and 290 g m~2, respectively.
The large-domain simulations show a higher degree of aggregation as measured by
the variance in total precipitable water, 4.3 mm?, compared to 3.7 mm? in the orig-
inal 20 km domain. Fig. Al shows histograms of the total precipitable water for
each of the TRMM-LBA simulations at 7 hours (Nygs = 15 for the 20 km domain,
and Npgs = 5 for the 40 km domain). The wider histograms for the large-domain
simulations illustrate the larger variance in this field, which is indicative of a higher

degree of convective aggregation.
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5.8 Appendix B: Radiative transfer details

We use the libRadtran MYSTIC Monte Carlo solver for the 3D and ICA radiative
transfer calculations with no variation reduction techniques applied. The ICA is done
using the mc_ipa setting which horizontally averages the fluxes from the full 3D
calculation. The RT is done using n = 10* photons using the atlas_plus_modtran
solar spectrum. The atmospheric molecular absorption is done using the kato2
correlated-k parameterization (Kato et al., 1999; Mayer and Kylling, 2005). The
atmospheric profile (pressure, temperature, density, and specific humidity) defined
for the radiative transfer comes from the LES output and aerosols are neglected
in these calculations. Because we only consider the flux bias and not absolute
values, the LES are not embedded in a clear-sky atmosphere with a profile extension
to a fixed height, although this is typical for radiative transfer calculations. The
surface is treated as a Lambertian scatterer and the albedo was set to ay = 0.06
for all RT calculations. The observed surface albedo is accounted for through the
approximation described in Section 5. Both the LES and RT assume doubly-periodic
horizontal boundary conditions and the spatial resolution, which can be found in

Table 5.1 for each case, is the same.

The MYSTIC solver from libRadtran requires 3D fields of liquid and ice water
content and particle effective radius as input. The LES uses bulk microphysics
schemes and does not explicitly compute the effective radius. For liquid-only
clouds, the parameterization from Ackerman et al. (2009) and Blossey et al. (2013)
with assumed droplet number of Ny = 108 m™3 is used. The full Mie scattering
phase function is taken from the libRadtran lookup tables. Because the lookup
tables are only valid for droplets with radius greater than 1 yum, smaller calculated

effective radii were rounded to this minimum value.

For ice clouds, the parameterization from Wyser (1998) is used. The hey parame-
terization from Yang et al. (2013) and Emde et al. (2016) with habit type set to ghm
(general habit mixture) is used. The hey parameterization uses the complete scat-
tering phase function as calculated from single scattering models for ice crystals in
(Yang et al., 2013), rather than employing an approximation like Henyey-Greenstein
phase function, which has been shown to be another source of error in RT (Barker,
Cole, Li, Yi, et al., 2015). The results are not dependent on the exact choice for ice
crystal shape or roughness (Fig. B1). Note that the hey ice parameterization is only
valid for radii less than 90 um, and larger calculated effective radii were rounded to

this maximum value.
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Figure 5.11: TOA reflected bias across zenith angles for different ice parameteriza-
tions in one TRMM-LBA cloud snapshot.

Deep convective clouds, reaching upwards of 10 km, nearly always contain ice
crystals in addition to liquid water. Optical properties of ice crystals depend on their
size, shape (or habit), and surface smoothness. Two different parameterizations, with
three and four habit choices, respectively, were tested. The differences between these
parameterization variants are negligible; they are much smaller than the variability
stemming from the cloud dynamics (statistical spread between snapshots) and also

much smaller than the magnitude of the 3D effects (Fig. B1).

The hey parameterization with general habit mixture (ghm) is used in the main text
(Yang et al., 2013; Emde et al., 2016). This parameterization is valid for a spectral
range from 0.2 — Sum, and for ice effective radii from 5 — 90um. hey assumes
smooth crystals and allows for four choices of habit: ghm, solid column (col),

rough aggregate (agg), and plate.

The other parameterization tested was baum_v36 (Heymsfield et al., 2013; Yang
etal., 2013; Baum et al., 2014). This parameterization is valid over a wider spectral
range (0.2 —99um), but a narrower effective radius range (5 —60um). Particles with
effective radius outside of the accepted range were rounded to the maximum allowed
value. The baum_v36 parameterization assumes severely roughened particles. It

allows for three choices of habit: ghm, solid column (col), and rough-aggregate
(agg).

These seven variants are compared in Fig. B1 for one cloud snapshot from the
TRMM-LBA case and they show very similar results. Also shown in Fig. Bl is a
RT calculation done on the same cloud field, but only including the liquid droplets

and ignoring the ice particles. We use the full Mie scattering phase function without
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any parameterization for the liquid portion of the cloud in all cases. The difference
between the liquid-only and liquid and ice simulated absolute fluxes can be up to
20% depending on the parameterization used (not shown), but the flux bias (ICA -

3D) is very similar for the liquid-only and all ice parameterizations.

5.9 Appendix C: Cloud property proxy for flux bias

We explored several different cloud properties to use as a proxy for the flux bias.
Our limited study concluded that the in-cloud cloud water path (CWP) was the best
proxy because it shows a strong positive, linear correlation with flux bias. Other
cloud scene properties we examined included cloud top height (CTH), cloud cover
(cc), and the geometric mean of covered area and uncovered area, y/cc(1 — cc). The
linear regression fits are shown in Fig. C1. The rms error for CWP is the smallest.
Although CTH (or cloud depth) are also reasonable proxies, they are more difficult
to measure from satellite, and therefore we use CWP in this study. An important
extension to this work would be to allow for multiple cloud properties and a more
complex model than a linear fit to describe the flux bias. However, with our limited
data from only four LES cases in this present study, we do not feel justified to use a

more complex model.
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Appendix A

GENDER DISPARITIES IN GPS QUALIFYING EXAM
OUTCOMES

A.1 Remarks from the author
The following chapter details information on outcomes of the Caltech GPS quali-
fying exam that have been collected by myself and a collection of graduate student

colleagues. The chapter is broken into two sections:

1. The first section is based on a report I wrote for Heather Knutson’s Ge/Ay
117 course in Winter 2020. The analysis was updated in Spring 2021. Data
collection has been transferred to the GPS Division.

2. The survey, presented later in this chapter, originated as a response to the
statistical analysis of Part 1. The survey targeted the same cohort of students

(and recent alumni) who made up the years of analysis in the original report.

Myself and my collaborators on this work are indebted to the generation of graduate
students who came before us, who preserved these ideas through a whisper network,

and motivated the initial statistical study.

The following is the first ever compilation of GPS qualifying exam data. The
results are not surprising to those engaged with the issue, but are deeply troubling
nonetheless. I hope that this report inspires a recognition of the importance of
collecting meta-data about the exams. Without this multi-year dataset it is impossible
to discern any trends from small annual samples with lots of variability. However,
the numbers do add up over time and with only six (and now seven, or more) years,
these data are able to demonstrate stark discrepancies in exam outcomes. It is
necessary for the Division to keep a thorough record of exams and use that data to
help inform changes to the Qualifying Exams themselves, mentoring of graduate

students, and even admissions criteria.

This chapter is presented as a record of the efforts made by myself and my colleagues
during our time as Ph.D. students at Caltech with the hopes that it will preserve our

knowledge gained and the progress we have made through tireless advocacy.
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A.2 Part 1: Are there robust statistical differences in exam outcome between
men and women?

Summary

This project uses a statistical model to understand GPS qualifying exam outcomes.

I use a data set of exam outcomes from the past six years to inform my model. I

test the hypothesis that demographic information about the students can be used to

predict the outcome of the qualifying exam.

The previous literature addressing topics of bias in exam scores and outcomes is
very rich. A through review has not been conducted, but there are so many more
extensions and additions to this analysis that can, and should, be inspired by previous

work.

What is the exam?

In the Caltech Geological and Planetary Science Division (GPS), all graduate stu-
dents take a qualifying exam in September at the end of their first year of study. The
exam format consists of a written report (10 pages) and an oral defense (3 hours)
of the two proposition projects to a committee of historically five, and now four,

faculty members, including the two proposition advisors.

Data

These data have been compiled through interviews with individuals, scraped from
online CVs, and corroborated by friends and colleagues. These data only extend
back to 2014 due to limited time and resources for collecting them. Data for
additional individuals exists dating back 10 years, but only data from ‘“complete”
years (where every individual in a cohort has been accounted for) has been included

in this analysis to limit sampling bias.

The anonymized dataset consists of information for each of the 119 students who
have taken the GPS qualifying exam since 2014. The information collected includes:
(1) year exam was taken, (2) option within GPS, (3) (binary) gender of student, (4)
are they a native or non-native English speaker, (5) did they have a masters before

coming to Caltech, and (6) the outcome of the exam.

Figure A.1 shows the number of students who passed and failed the qualifying exam
in each of the six years. Figure A.2 shows the total number of students who passed

and failed the exam by option, gender, or English language status.

Additional information about whether a student who failed retook the exam and the
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Figure A.1: Number of students per year who passed or failed the exam. Labels are
total number of students and number who passed for each year.

40 80

36 . Pass 80 B Pass 1001 96 W Pass
35 70 e Fail e Fail
0 62 »n 80
030 € 60 €
€ 9] o]
g g 3
g2 250 2 60
220 5 40 5 46
e 3 2 40
215 €30 €
€ S S
3 2 20 =z
=10 20
10
5
0 0= n
0 Male Female Native lang.  Foreign lang.
ESE Geobio Geochem Geology Geophys Planetary Gender English Language Status

Figure A.2: Number of students per option (left), gender (center), or English lan-
guage status (right) who passed or failed the exam. Labels are total number of
students and number who passed for each category.

outcome of that retake has also been tracked, but is not included in the analysis.
For some individuals, there is data on whether they left the PhD program after
passing their exam but before completing the degree. Additional variables that are
of interest to the author based in previous literature include the student’s status as
a underrepresented minority or first-generation college student, bachelor’s GPA,
GRE score, and the faculty on the examining committee. These data have yet to be

collected.

For each additional variable included in the model, more individuals are needed to
constrain the uncertainties on the power of that predictor, which poses a challenge
to this analysis. For the present study only the students’ option, gender, and English
language status are included as predictors. These factors were determined as being
potentially predictive via a preliminary analysis of these data. Figure A.3 shows the
fraction of students per category who passed or failed the exam. It is very obvious

that being in the Geophysics option is a relevant predictor for exam success. Given
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that women and foreign speakers of English fail at higher rates than men and native
speakers (respectively), it is possible that these are also important predictors. While
having a masters degree appears to be less important (and also possibly correlated
with English language status given that a large number of international students

come with prior masters degrees).
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Figure A.3: Percentage of students per option (left), gender (center), or English
language status (right) who passed or failed the exam. Labels are percentage of
students who passed or failed for each category.

The goal of this study is to determine whether these patterns observed in the data are
statistically significant, and if so, how much being in one of these groups statistically

helps or hurts your probability of passing your qualifying exam.

Statistical Methods
Based on the preliminary analysis shown above, I consider the dependence of exam
outcome on three variables for my model: (1) option, (2) gender, and (3) English

language status. The statistical analysis is done in the following steps.

1. Because these variables are categorical, I first create dummy variables to use
in the model. For each variable, there must be n — 1 binary dummy variables
where 7 is the number of possible categories. This is to avoid the “dummy
variable trap.” So the total number of variables willbe N = 1 + Z?zl (n;—1).
When one variable for each category is thrown away I am implicitly creating

a “base state” against which all perturbations are compared against.

2. The exam outcome is a binary variable (pass or fail). For this reason I am

using a logistic model

o(t) = (A.1)

l+et’
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Here, ¢ is known as a “latent variable” because it is not observed. In this case,

I propose using
1= o+ P1x1+ Poxz + ... + BNXN + BN+1X1X2 + BNr2X1X3 + .., (A2)

a linear combination of the explanatory variables (X = {xi...xy}), includ-
ing interaction terms. These interaction terms quantify the importance of
intersectional identities. These can be included in extensions of the present

analysis, but were omitted due to time and data constraints.

For simplicity, I reduce this model to

t = Bo + Bix1 + Boxy + B3x3 + Baxs + P5xs, (A.3)

where (3 is the constant term representing the base case, ; represents the
effects of gender, 3, represents the effects of English language status, and
B3 — Bs represent the effect of option. It is possible/likely that some of these

[B; terms are zero within uncertainty.

. T use a Bayesian approach to calculate these coeflicients §; using these data.
I model the process of the qualifying exams as a Bernoulli process, where
the demographic factors will predict a certain probability of passing (px =
o (f(Xk))). The result, if a person actually passes or not, follows a binomial

distribution. Therefore, the likelihood can be calculated as
M
L=]]pra-po'e (A4)
k=1

. Finally, I use a standard Metropolis-Hastings Markov Chain Monte Carlo
MCMC) to fit g;. With the results of the MCMC, I calculate the probability
of passing p = o (X) and the odds e/ %) Furthermore, I calculate the odds
ratio. For example, the odds ratio for exam outcome for men vs. women,
given that the base state of x; = 0 is woman,

ol @n=1)

— =P
OR=—p = (A.5)

quantifies how many times more likely it is to pass given that you are a man

VS. womarn.
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Results
The MCMC was initialized by first doing optimal estimation of the parameters. This
led to very rapid convergence and the burn-in period was negligible. The MCMC

was run for 50,000 steps. The initial parameter values were
,Bﬁguess =[2.55,1.14,-0.14,-0.57,-1.96, -0.01]
and the parameters converged to

Bfinal = [2.70,1.23,-0.13,-0.37,-2.11,0.22].

Figure A.4 shows a corner plot of the six coeflicients fit in the model Sy — 85. The
probability of passing for the base state is

1 1

T+e P 1+e20 0937

Pbase =

The S; coefficients that are statistically different from zero (at the 10 level) are
B1 and B4 which correspond to the gender effect (x; = O for women and x; = 1
for men) and geophysics effect. Because (; is positive, this means that it is more
likely for men to pass the exam compared to women, and 4 being negative means
it is more likely for someone in geophysics to fail the exam compared to someone
in ESE (the base state).

Given that women and students who speak English as a foreign language were both
failing the exam at twice the rate of their peers (Figure A.3), why is gender but not
English language status a statistically significant predictor? This must be because
English language status is correlated with some other variable. This becomes evident
when looking at Figure A.5: gender is not highly correlated with option, but English

language status is.

While students who speak English as a foreign language fail at higher rates, it turns
out this is because most of these students are in the Geophysics or ESE options,
while very few of these students are in Geobiology, Geochemistry, or Geology. But,
Geophysics has by far the highest failure rate (20%) and Geochemistry and Geology

have a 0% failure rate (in the past six years).

On the other hand, for gender, there is no strong correlation between options.
All options except Geophysics have nearly equal proportions of male and female

students. But by looking at this breakdown by gender and option it is clear that
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Figure A.4: Corner plot of g; values from MCMC analysis. The solid lines show
Bi = 0 and the dashed lines show the mean and +10 error bars for each §;. (Note:
The null hypothesis does not correspond to By = 0, so this is not plotted.)

women in Geophysics are failing at a significantly higher rate than a) women in

other options and b) men in Geophysics.

To further study this effect, we can examine an abbreviated model with predictor
variables that are not statistically different from zero excluded. The new model is

1
1 + e~ (BotBix1+Paxs)

o () = (A.6)

The parameter best fit results with the new model are shown in Figure A.6 using
MCMC with only 10,000 steps.

The shorter MCMC run can be justified by calculating the autocorrelation length for
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Figure A.5: Number of students per option per gender (top left) or English language
status (top right) who passed or failed the exam. Labels are total number of students
and number who passed for each category. Bottom panels show percentage of
students who passed or failed the exam in each category (left for gender and right
for English language status).

the chain. The autocorrelation length was found to be ACL ~ 300, so, N = 10000
steps obeys the rule-of-thumb that ACL/N > 10. I obtain slightly different 3; values
from this abbreviated model, but they agree well within the 1o~ error bars. This is
shown in Table A.1.

full model abbreviated model
0.76 0.41
Bo 2.37J:O.57 2.19f0.37
0.72 0.68
Bi 1.57J:0_67 1.39t0.59
0.72 0.54
Bs —1.80t0_96 —1.49“:0.60

Table A.1: Table showing S; values calculated via MCMC using the full model with
all 5 predictors versus the abbreviated model with only two predictors. The results
agree.

Based on this model and the B; parameters fit with MCMC, I can calculate the
predicted probability of passing the GPS qualifying exam for the different demo-
graphic groups. In particular I am interested in the difference between male and

female and the difference between Geophysics and ESE (the base case). These mean
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Figure A.6: Corner plot of g; values from MCMC analysis. The solid lines show
Bi = 0 and the dashed lines show the mean and +10 error bars for each ;.

predicted values and one standard deviation are show in Table A.2. These values

were calculated as

o = 60’5 2 605 2 3(76 2 A7
o= (0_,30 ﬁo) +(6_ﬁl ,31X1) (6_,84 ,34x4) (A7)

The error bars on these passing probabilities are large, but the trends still clearly
stand out. To more confidently demonstrate these discrepancies across gender and
option categories, more years of data must be added to this analysis to increase the

sample size beyond N = 119 students.
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\ Women Men
ESE 90+4% 97 +2%

Geophysics | 67 £ 15% 89 = 9%

Table A.2: Probability of passing the GPS Qualifying Exam based on the logistic
model with MCMC fit best parameters.

Preliminary conclusions

These preliminary findings indicated that more years of data are needed, but also
more data on the student experience, beyond pass/fail rates, is needed to gain under-
standing of why students are failing, why the failure rates are so disproportionate
across options and across genders, and what changes could be implemented to rem-
edy these problems. To follow up, myself along with two other students, staff from
the Title IX office, and in coordination with the GPS Core Committee (the group
of faculty responsible for administering the exams) designed and conducted a sur-
vey of current students and recent alumni about their experiences surrounding the

qualifying exams. The details of the survey are discussed in the following sections.

A.3 Part 2: Why are there differences in exam outcome between men and
women?

Co-authors, listed alphabetically: Lilian A. Dove, Sara E. Murphy, Clare E. Singer

The survey

The survey was conducted in Summer 2021. The survey was written by Lily Dove,
Sara Murphy, and Clare Singer, with help from Allie Mclntosh (Equity & Title
IX Office), and after approval from Mike Brown, Ed Stolper, and Paul Wennberg
(GPS/ESE Core Committee! members). The survey was administered to all current
students who had taken the qualifying exam and to as many recent alumni as we
could contact. The survey results were collected and anonymized by the Caltech
Title IX office. The authors only ever had access to anonymized, aggregated, or

redacted results from the survey.

The Core Committee is the faculty committee responsible for administering the qualifying exams
each year. Every examining committee consists of at least one member of the Core Committee, often
two. The administration of the ESE exams is done by a separate ESE Core Committee, which
operates in parallel to the GPS Core Committee. Typically faculty on the Core Committee change
every year. One result of this analysis and the survey was to expand the scope of the Core Committee
slightly. They now claim some responsibility for the design of the exam, not just the implementation.
Furthermore, the chair of the Core Committee now has a three year, rather than one year, term so
that they may provide continuity and oversee changes on slightly longer timescales.
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Survey questions

1. Before quals:

a) How supported did you feel while preparing for your exam? (1-5)
b) How confident were you leading up to your exam? (1-5)

¢) How informed were you about the format of the exam? (1-5)

d) How prepared did you feel for your exam? (1-5)

e) When did you start your first (second) proposition? (Mult. choice)

f) How often did you meet with your first (second) advisor about your

proposition during your first year? (Mult. choice)
g) Was this frequent enough to meet your advising needs? (Yes/No)

h) What was your experience leading up to quals? (Open-ended)
E.g. Who gave you the most support? What was the messaging you
received from your advisor about the exam? Did you have adequate
information about what to expect and from whom did you get that infor-

mation?
2. During the exam:

a) Was the format of the exam as it was described to you? (1-5)

b) Do you feel that the qualifying exam allowed you to show your achieve-

ments and growth as a researcher over the course of the first year? (1-5)

¢) Were the questions asked during your exam relevant to your research?
(Yes/No)

d) Were the questions asked in a respectful manner? (Yes/No)

e) What was your experience on the day of quals? (Open-ended)
E.g. What did you feel the exam was testing? Were your committee
members attentive, engaged, respectful during the exam? Did the exam
challenge you in a positive way? — Please be as specific as you would
like. Your answers to all questions will be anonymized and/or aggregated

before shown to the faculty.
3. After the exam:

a) Did the qualifying exam make you aware of your weaknesses as a re-
searcher in a constructive way? (1-5)
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b) How helpful was the feedback from your committee members? (1-5)

¢) What 2-3 words best describe your feelings immediately after finishing

the exam?

d) What 2-3 words best describe your feelings 1 week after finishing the

exam?
e) Did you talk to your committee members after the exam? (Yes/No)
f) When did you talk to your committee members? (Mult. choice)

g) If you didn’t talk with your committee members after the exam, why
not? (Open-ended)

h) What was your experience after quals? (Open-ended)
E.g. From whom did you get feedback? How useful was that feedback?
Did you feel confident in your abilities as a scientist after the exam? Do
you feel like you know why you passed/failed? Did the feedback you
received help you identify your strengths and weaknesses? Did it help

you figure out how to improve on those weaknesses?
4. General questions:

a) In an ideal world, how would you restructure or change quals? (Open-
ended)

b) Are there events or activities during the first year, prior to the qualifying
exam, that would improve exam preparation? (Open-ended)

5. Demographic questions:

a) When did you take quals? (Mult. choice)

b) What was the outcome of your exam? (Pass/Fail/Other)
¢) Racial identity (Mult. choice)

d) Gender identity (Mult. choice)

e) Do you identify as LGBTQIA+? (Yes/No)

f) Do you identify as a first generation student? (Yes/No)
g) Do you identify as someone with a disability? (Yes/No)

h) Are you a native English speaker? (Yes/No)
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Email sent to students about survey
“Dear G2+ GPS students,

Consistent feedback from students across the GPS Division demonstrates that the
Qualifying Exam is an area that requires further reflection and discussion within the
division. With the assistance of the GPS/ESE Qualifying Exam Core Committees
and the Equity and Title IX Office, we have constructed a survey to assess the current
state of the qualifying exam. The goal of this form is to collect student experiences
from before, during, and after their qualifying exam, to help develop a clear picture
of where students feel supported, where there can be improvement, and where the
exam is meeting and/or falling short of its intended goals. Please take the survey
(link) before June 15.

While we have a number of 1-5 questions on the form, we would like to emphasize the
long-answer questions. Please take the time to fill them out, if you feel comfortable.
The purpose of this form is to collect stories and details, and this is the information
that will be most helpful. Below, you can see the long-form questions so you can

think about them ahead of time.

All questions on this survey are optional, and your responses will never be shared in
a way that may be identifying. The responses to this form will only be directly acces-
sible to Deputy Equity and Title IX Coordinator Allie McIntosh (allie @caltech.edu)
and Julie Lee who will further anonymize the stories/information before sharing

them with the faculty.

As an incentive, 4 survey respondents will receive $25 gift cards to their choice of
Urban Plates or Vroman’s Bookstore. You must enter your email in the secondary

google form after you complete the survey to be entered into the lottery.
If you have any questions or concerns, please reach out to us.

Best,

Sara Murphy, Clare Singer, Lily Dove (ESE G3s)

GPS Qualifying Exam Core Committee (Chair: Mike Brown)
ESE Qualifying Exam Core Committee (Chair: Paul Wennberg)”
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Overview of survey results
Who took the survey?

The survey was completed by 71 current and former Caltech GPS students, which
represented approximately an 65% completion rate (compared to an average of 110
total students in the Division). The demographics of students taking the survey
was commensurate with the demographics of the overall student body. Figure A.7
shows histograms of survey-taker demographics including English language status,
ability status, first-generation student status, year of exam, racial identity, and exam
outcome. For all questions, demographic and otherwise, survey participants were
allowed to opt out or not answer; these responses are labeled as “NoResponse”
throughout the results.

Are you a Native English speaker? Do you identify as someone with a disability? Do you identify as a first generation student?

Yes No NoResponse Yes No NoResponse Yes No NoResponse

When did you take quals? Racial Identity What was the outcome of your exam?

Passed first time Failed first time NoResponse

Figure A.7: Demographic information on survey participants for categories that
could not be dis-aggregated due to concerns of anonymity: a) Native English
speaker, b) ability status, c) first-generation student status, d) year of exam, e) racial
identity, and f) exam outcome.

General impressions

First, we can investigate the aggregated results from the survey to understand overall
student impressions of the exam. Figure A.8 shows responses to the eight numerical
survey questions asking about student experience before, during, and after the exam.
Overall, students felt most positively about their knowledge of the exam format and

most negatively about their experience receiving feedback on the exam.
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Figure A.8: Histograms of responses to questions with numerical answers (1—
5) asking students how a) supported, b) confident, c) informed, d) prepared they
felt before the exam, e) if the exam format was in fact as expected, f) whether
the exam format allowed them to demonstrate their achievements, g) if the exam
provided constructive criticisms, and h) how helpful the feedback was overall from
the committee. Students felt most negatively about the feedback that was provided
(gh).

To gather more qualitative data on student experience during the 3 hour exam, we
asked students to describe in 2-3 words how they felt when they finished. The word
cloud in Figure A.9 shows these responses. Words are sized by the number of times
they were written by students in answer to the survey. The most common feelings
were relieved, exhausted, disappointed, tired, happy, confused, relaxed, excited,

depressed, overwhelmed, demoralized, and so on.

The survey also asked open-ended questions to which students could respond with
long-format answers. Students were asked about their experience during each phase
of the first year (before, during, or after the exam). To summarize some of these

29 ¢

responses, the answers were coded as “overall positive,” “neutral/mixed,” or “overall
negative.” These results are shown in Figure A.10. Overall, the majority of students
felt mixed or neutral before the exam, equally split during the exam, and majority
negative after the exam. The time period when the most students felt overall positive

was on the day of the exam itself, and the least students felt this way after the exam.

From the long-format responses, a theme emerged of disrespect by the committee
towards the students. Students described situations of “hostile’”” questions, arguments
between committee members, and being laughed at during the exam. Overall, an
astounding number of students mentioned disrespectful behavior in their responses,

including:
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Figure A.9: Word cloud of responses to the following survey question: What 2-3
words best describe your feelings immediately after finishing the exam?

Leading up to quals Day of quals After quals

I Overall Positive
I Neutral/Mixed
W Overall Negative

Figure A.10: Pie charts summarizing students’ feelings leading up the exam (left),
on the day of the exam (center), and after the exam (right). Long form responses
were coded into categories of “overall positive” (blue), “neutral or mixed” (grey),
and “overall negative” (orange). Students felt most positive during the exam itself,
and most negative after the exam. Before the exam the majority of students had
neutral or mixed feelings.
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* 12% of respondents mentioned committee members falling asleep during the

exam,

* 12% of respondents said they were asked questions in a rude/disrespectful

manner, and

* 7% of respondents mentioned committee members arriving late or leaving

early.

Finally, long-format answers were coded with respect to how students described
their interactions with different groups of people. Figure A.11 shows how students
characterized their interactions with their faculty ‘“advisors” compared to other
student or postdoc “peers” in their experience leading up to the exam. When
responses mentioned interactions with either of these groups, the response was
ranked as either positive or negative. Overall, many more students wrote about
interactions with their faculty advisors compared to interactions with peers. About
20% more interactions with faculty were ranked as negative than positive, compared
to about 50% more of cited interactions with students or postdocs being ranked
positive than negative. Additionally, many responses described the power imbalance
between students and faculty and how difficulties with communication or other

interactions often arose from this inherent, but often ignored, power imbalance.

What was your experience leading up to quals?

100 Categorized into pos/neg interactions with different groups

Il Positive interactions

Negative interactions
80

60

40

20

Faculty Students/Postdocs

Figure A.11: Percentage of responses that described positive or negative interactions
with faculty or with other students and postdocs. Responses could indicate both
positive and negative interactions with either or both groups, so the total does not
sum to 100%. Overall, students described interacting more often with faculty than
other students/postdocs and these interactions were described as both positive and
negative at fairly comparable rates, but with more negative interactions described.
Fewer descriptions of interactions with students/postdocs existed, but these were
mostly described as positive.
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Gender discrepancies

For all of the questions asked, we can disaggregate the responses by the students’
gender identity. For other identity characteristics this was not always possible while
still retaining anonymity due to the small sample size. Similarly for gender only a
gender binary (men and women) is presented in these results because the number
of nonbinary respondents was too small to present anonymously. Therefore, this
analysis only focuses on gender discrepancies in exam experience. However, the
same questions asked here can and should be asked pertaining to other identity

characteristics like race, first-generation status, and more.

We focus here on the numerical questions about exam experience shown in Fig-
ure A.8. Figure A.12 shows the same results, but split by gender. The results here
are striking and show that across the whole timeline — before, during, and after
the exam — women are feeling less supported, less prepared, and receiving worse
feedback than their male peers.

1. For all questions except b (confidence) and d (preparedness), the mode answer

from women was less than the mode answer from men.

2. For all questions more women responded with numerical values 1 or 2 than

men, and fewer responded with 4 and 5.

3. For questions ¢ to e (information, preparedness, format knowledge), only

women responded with the lowest value.
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35

show your achievements and growth as a researcher Did the qualitying exam make you awere of your

Figure A.12: Histogram of scores for each of the eight questions with numerical
1-5 answers broken down by gender of respondent, normalized by total number of
respondents from each category.
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To help summarize these results, Figure A.13 shows the average score on each of the
eight questions separately for men and women, with 0.50 error bars. For all eight
questions, the average score from women was less than from men, though of course

with considerable spread (as evident from the full histograms in Figure A.12).
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for your exam? your exam? the exam? described to allowed you to of your committee
you? show your weaknesses as a members?
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Figure A.13: Average score for each of the eight questions with numerical 1-5
answers aggregated by gender of respondent. The first four questions ask about
experiences before the exam, the second three about the experience during the
exam, and the last question about the feedback received after the exam. For all eight
questions the average response from women was lower than from men. The error
bars show 0.50 to represent the spread in answers amongst respondents.

Recommendations to the Division
Based on the survey results, we recommended a number of improvements the
Division could make to the examination itself and the process surrounding first

year advising. These recommendations were discussed with the Core Committee in
Summer 2022.

1. Have committee members write down 3 exam successes and 3 areas for
improvement immediately after the exam in order to provide more actionable

and specific feedback.

2. Empower committee chairs to call out un-attentive, distracted, or sleeping

members during the exam.
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11.

12.

13.
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. Advertise Caltech Accessibility Student Services and consider making the

exam shorter or splitting into two sessions in order to provide students with

disabilities an equitable exam-taking experience.

. Openly discuss the possibility of failing and what happens with regard to

financial support, visa status, and academics in order to reduce undue stress

on first year students.

. Write and publish a statement describing the faculty goals for the qualifying

exam and what it is testing and how success is measured.

Require mandatory yearly faculty mentorship training and scheduled check-ins

between advisors and first years.

. Create a universal course for first years that covers presentation skills, writing

an abstract, and building mentorship circles.

. Organize communication between Gls and G2+s to learn about quals orga-

nized by option representatives.

. Offer oral finals instead of written finals in most GPS graduate classes.

Offer spring term sessions or a class where students can practice talking about

their research in a low-stakes environment.

Change the required paper to a poster that can be engaged with by the full

division and give student practice speaking about their work.
Consider more flexible scheduling (spread exams over a semester).

Maintain a database of the qualifying exam results by gender identity, race,

and other protected characteristics.

Recent progress

Continued conversations with the qualifying exam committee have extended until

the writing of this thesis. Some changes already implemented in the exam pro-

cess are documented here. The authors recognize the efforts of Professor Mike

Brown in working to improve the qualifying exam since 2022, some of which is

documented here: https://www.gps.caltech.edu/documents/4829/Core_
report_2022.pdf
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1. I-credit lunchtime seminar course for first year students that covers aspects
ranging from how to find an advisor, to how to conduct fieldwork safely and
ethically, to how to get involved in outreach, to where on campus to find

resources from scientific writing to gender harassment support.

2. Mandatory acknowledgement from students that their proposition advisors
have signed-off on their project abstracts when they are first submitted in
May.

3. Mid-summer (July) progress report to ensure that students and advisors are

communicating appropriately about expectations.

4. Annotated rubric provided to students before the exam that clearly explains

what each requirement means.

5. Examining committee meets one week prior to exam to decide upon a list of

topics to cover based on the submitted abstracts.

6. A record of the past topic/abstract pairs will be made publicly available for
students to read while preparing for their own exam.

7. Reduction of committee size from five to four members to reduce faculty burn
out during exam season and increase attentiveness from each faculty during

the examinations.

8. Detailed written feedback letter sent to students after the exam.2

2This does not yet apply to the ESE option.



