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ABSTRACT

Scientists and engineers alike have long looked to animals in their pursuit of under-
standing the natural world and how best to interact with it. While researchers have
looked across diverse classes, insects have been extensively studied for their rich
diversity of life histories and abilities to perform at spatial and temporal scales diffi-
cult for engineered systems. Within insects, the fruit fly, Drosophila melanogaster,
is a particularly well-studied organism because of its experimental tractability and
status as a genetic model organism, providing both detailed descriptions of a broad
suite of behaviors and access to and control over specific sets of tissue. In this work,
we make use of these tools to study two behaviors in Drosophila, local search, the
behavior in which walking flies will search the area around a food site in search of
other food sources nearby, and the optomotor response, wherein they will stabilize
in response to visual motion during flight. In these studies, we will use modern
techniques from both biology and engineering, to exhaustively characterize and
describe the observed behaviors and attempt to untangle the underlying algorithms

and their neuronal implementation.

First, we explore the algorithmic structure of local search in fruit flies. When flies
encounter a piece of food, they will often perform walking searches nearby; as food
tends to be patchy in natural settings, searches may allow flies to locate other food
sites in the area. We induce local search using optogenetic stimulation of sugar-
sensing neurons and constrain the flies to a dark, annular arena. These experimental
details result in a simplified behavior, as the fly has access to a limited sensory
environment, so that the search can be interpreted as an example of idiothetic path
integration, and the search itself is one-dimensionalized and therefore more easily
analyzed. Our experiments, in tandem with complementary modeling using a state
transition diagram formalization of the behaviors, generate two principle findings.
First, flies can integrate their location in two dimensions—after the optogenetic
activation is disabled and the flies can no longer receive the food stimulus, they will
continue to search over the former food site even after completing a full revolution
of the annular arena. Second, when multiple food sites are present, they search over
a center of the food sites, rather than over one distinct food site. These results both
provide insights into the algorithmic structure of local search and an experimental

and descriptive paradigm for further inquiries into the behavior.
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Second, we investigate the role of a population of neurons, the DNg02s, in the
optomotor response. In response to visual patterns of wide-field motion, such that
the entire world is moving in the fly-centric reference frame, the animal will attempt
to steer to cancel the visual motion, as the most parsimonious explanation of the
motion is that the fly itself is moving in the global reference frame. We demonstrate
that the DNg02 neurons are a required component in the neural circuitry underlying
the optomotor response, but that they are insufficient to induce steering behaviors.
We conclude with a set of models that fully recapitulate the collected dataset.
With current techniques, distinguishing between the two possible models of the
downstream connectivity from the DNg02s to the motor neurons associated with
wing motor output is not possible. However, as new datasets become available,
particularly complete connectomes of the Drosophila nervous system, the neuronal

pathways from the DNg02s to the motor systems may be elucidated.
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Chapter 1

INTRODUCTION

For centuries, if not millennia, engineers and scientists alike have turned to animals
in the hopes of advancing our understanding of the laws and mechanisms governing
our world and of applying that understanding to better interact with and manipulate
the world. This keen and sustaining passion has been shared by generations of
researchers across diverse fields, from the biohybrid robotics in development today
[33, 37], to the development of Velcro in the 1950s based on burrs clinging to a
dog’s fur [52], to Leonardo da Vinci’s observations of bird flight while designing
his ornithopter in the fifteenth century [18, 46l]. And even further back, we can
turn to legend to find examples of early efforts to take inspiration from biology for
engineered locomotion, with Icarus and Daedalus constructing wings from feathers

and beeswax before taking flight in the ancient Greek myth [§]].

Today, many researchers from diverse disciplines continue in this tradition to great
effect. While there has been exciting and novel work across plants and animals,
vertebrates and invertebrates, in the present work we focus on insects, and partic-
ularly on the fruit fly, Drosophila melanogaster. Insects generally and the fruit fly
in particular offer unique set of opportunities and challenges, distinct from other
classes. Insects operate at a spatial and temporal scales difficult for engineered
systems; whereas microdrones like the DelFly Micro, with a mass of O(0.1g),
can only sustain flights for tens of seconds [[17], migratory insects like the globe
skimmer dragonfly (Pantala flavescens, mass O(0.1 g)) have been demonstrated to
fly 150-400 km over the sea [13]], with energetic models suggesting they may have
the capacity stay aloft for 230-286 hours [21]. Furthermore, among animals with
centralized nervous systems (i.e., arthropods, cephalopods, and vertebrates), insects
have relatively small brains; whereas the human brain consists of around 100 billion
neurons, the fruit fly brain is composed of only around 100,000 neurons. This is
a distinct advantage in studying the control systems underlying animal behavior, as
identification of relevant neurons is commensurately easier in insect species. Fi-
nally, insects represent one of the most successful taxonomic classes in terms of
the enormous diversity of life histories observed, with over half of all identified

eukaryotic species classified as insects [S0]].
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Among insects, the fruit fly is a convenient model organism in a diverse suite of
scholarly pursuits, both for its status as genetic model organism and its experimental
tractability, and also for the rich array of behaviors it exhibits. As a genetic model
organism, we are afforded extensive access to and control over tissue, as described
below in Genetic tools in Drosophila. These tools, developed for the study of
developmental and cellular biology, now enable research into biomechanics and
neurobiology. Drosophila are also well-adapted for behavioral studies in the lab;
they fly well while tethered and require only small spaces for behavioral experiments,
and as crepuscular animals, they are adapted for the relatively low-light conditions
of laboratories.

Neuroscientist and physiologist David Marr’s Tri-level hypothesis provides a con-
venient scaffold for the studies presented in this work, positing that three comple-
mentary levels of analysis enable understanding of information processing systems
[35,144]

* Computational level: What does the system do? Why does it do these things?
(In this work, what behaviors are the fly performing? Why does it perform
those behaviors?)

* Algorithmic level: How does the system do what it does? (Here, what are the

algorithms underlying the fly’s behaviors?)

* Implementation or physical level: How are the algorithms physically realized?
(What are the neuronal circuits or biomechanical structures underlying the
algorithms?)

In this thesis, we describe the algorithmic basis of locomotory behaviors in Drosophila
and efforts to elucidate the neural implementation of those algorithms—the algo-
rithmic and implementation levels. Our efforts to untangle the algorithms and
implementations underlying behaviors are again aided by our choice in experimen-
tal organism; decades of psychophysics experiments provide clear descriptions of
the behaviors we will focus on in the present work and, at least with respect to flight
behaviors in Chapters III and IV, the algorithms underlying these behaviors. We en-
deavor to marry modern techniques from both neuroscience and engineering in our
attempt to elucidate the algorithms and neuronal pathways underlying our behaviors
of interest. To that end, in this chapter I will briefly discuss the genetic tools and
an overview of the sensory systems that are relevant to the studies described in this

thesis and therefore necessary background for the further chapters. Descriptions of
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the relevant motor systems and the tools we draw from control theory and aerody-
namics to formally describe Drosophila behavior and flight follow in Chapters II,
III, and IV as necessary. I will conclude this chapter with a summary of the work

presented in this thesis.

1.1 Genetic toolkit in Drosophila

The ability to introduce engineered segments of DNA to the Drosophila genome
has made fruit flies one of the most powerful model organisms in use today through
the ability to express genes of interest in the experimental animals [11]. Multiple
targeted gene expression systems enable the separation of gene expression into two
complementary problems: first, which genes to express, and second, in what tissue
to express those genes [12]]. This separation allows experimenters to take particular
effects in particular sets of tissue with great specificity and versatility, as any of an
array of effects can be taken in diverse sets of any tissue. In this section, I will
focus on the GAL4/upstream activating sequence (UAS) system, though there are
multiple targeted gene expression systems available in Drosophila that may be used

in tandem.

In the GAL4/UAS system, a transgenetic animal will be engineered through bio-
chemical processes with either the GAL4 gene under the control of a driver gene or a
reporter gene under the control of the UAS gene [12]. The driver gene only is active
in certain tissue (e.g., only in the muscles, only in certain neurons, etc.); when it is
active, the GAL4 gene is expressed, leading to the generation of the Gal4 protein.
In turn, the Gal4 protein binds to the UAS region and induces the expression of the
reporter gene, which specifies some effect [12, [16]. Geneticists have created vast
libraries of transgenetic variants on wild-type flies (i.e., flies you may find in nature,
without engineered genetic material) with either the driver gene-GAL4 gene pair
(GALA4 lines, Figure[[.T]A) or UAS gene-reporter gene pair (UAS lines, Figure[[.IB).
By mating animals from a GAL4 line to animals from a UAS line, the offspring will
have both pairs, and the effect specified by the reporter will take place in the tissue
specified by the driver (Figure [[.T[C).

In this work, we will primarily make use of three general classes of effectors enabling
experimental access to or control over neurons of interest: neuronal activation (ex-
citing the neurons), silencing (inhibiting neuronal function), or functional imaging
(indirectly imaging neuronal activity). These tools have many uses and can provide
complementary insights into neuronal function; in Chapters III and IV, for example,

we use silencing as a test for necessity (whether the neurons necessary for a given



A male from GAL4 line B  female virgin from UAS line
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Figure 1.1: GAL4/UAS system enables expression of genes in tissue of interest.

(A) Male parental fly from GAL4 line has GAL4 gene under the control of a driver gene. The GAL4 gene is
only expressed in tissue specified by the driver, such that the Gal4 protein is only generated in that tissue.

(B) Female virgin parental fly from UAS line has some effector gene under the control of a UAS gene. The
UAS gene is expressed only when the Gal4 protein is present; in this fly, no Gal4 proteins exist, so the effector
gene is not expressed.

(C) Offspring fly from mating flies from (A) and (B). In this fly, the Gal4 protein is generated in tissue specified
by the driver gene. In that tissue, the Gal4 protein binds to the UAS gene, leading to the expression of the
effector gene. Thus, in the tissue specified by the driver gene, the effect specified by the effector gene takes
place.

behavior) and activation as a test for sufficiency (whether the neurons alone are able
to induce the behavior). Here, I will briefly summarize these three classes and the

basics of their operation.

Optogenetic activation

Since their introduction in the late nineties, optogenetic techniques have become
one of the critical tools available to systems neuroscientists for the manipulation
of neuronal activity [38]]. Broadly, optogenetic techniques enable control over
neurons through the expression of light-sensitive proteins. Channelrhodopsins are
a ubiquitous and diverse class of light-gated ion channels, which can respond to
various wavelengths of light to either inhibit or excite the neurons in which they are
expressed [10, 132, 139]. These channels occur naturally in algal cells which are able

to move to find areas with suitable light levels; they enable the light-sensitivity which
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is critical for this navigational behavior [32]. We make particular use of the light-
sensitive channel CsChrimson, a variant on the general class of channelrhodopsins.
When the channel CsChrimson is excited by light, the channel opens, leading to a

depolarization of the membrane and excitation of the neuron.

Neuronal inhibition

Multiple genetic tools exist for neuronal inhibition, including the optogenetic tech-
niques noted previously. We make particular use of the inwardly rectifying potas-
sium channel Kir2.1, expression of which chronically hyperpolarizes cells and
thereby reduces the probability of the neuron firing action potentials or releasing
neurotransmitter both spontaneously and in response to neuronal input [3}26]. This
mechanism is distinct from genes that promote cell death (e.g., reaper, grim; [[1,157])
as the cells remain alive. As opposed to mechanisms utilizing cell death, techniques
which enable chronic hyperpolarization can sometimes have less intense effects on
the health of the animal as all neurons are still alive. However, with sufficiently
strong neuronal input, action potentials may still be fired and neurotransmitter may
still be released, so neuronal silencing can sometimes elicit a weaker behavioral
effect than complete neuronal ablation. Chronic silencing is also distinct from
the optogenetic tools mentioned previously or similar thermogenetic tools (which
makes use of thermosensitive channels [6,[29]), as these channels are activated with

temporal specificity.

Functional imaging

When neurons fire action potentials, calcium ions enter the cells; calcium sensors
therefore act as convenient proxies for neuronal activity. These sensors often come
in one of two forms: genetically encoded calcium indicators (GECIs) and calcium
sensitive dyes. Of the two, we focus on GECls, as they are chronic (i.e., always
present in the cells) and noninvasive [2]. In particular, we make use of GCaMP,
a GECI commonly used in Drosophila, not only for imaging neuronal activity, but
also activity in the muscles (which is also associated with increased calcium levels).
There are multiple variants of GCaMP sensors, and new variants continue to be
developed by researchers, in the hopes of improving the sensitivity and temporal
dynamics of the sensors (e.g., [2, 23 54]). In this work, we use both GCaMP7 and

GCaMPS; a discussion of the relative performances can be found in Chapter 3.

I will briefly describe the biophysical mechanisms underlying the operation of

GCaMP imaging, with a schematic representation shown in Figure [[.2] When a
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neuron becomes active, the membrane potential increases and voltage-gated calcium
ions open, at which point Ca®* ions flood into the cell. The GCaMP protein can bind
to the Ca%* ions; when bound, it undergoes a conformal change [1]. In the bound
state, the protein may be excited by 480 nm photons; when the molecule returns to
the ground state from the excited state, it emits a 510 nm photon [4]. Thus, if we
excite a neuron with GCaMP proteins at 480 nm and image at 510 nm photons, we
are able to record the level of Ca?*-saturated GCaMP proteins in the cell, which is

itself a proxy for cellular activity.

cell becomes active

membrane potential increases
930 nm photon

‘ neuron active excitation

. N 2+
neuron inactive Ca A)\S\S\)

voltage-gated Ca?* channels open A—I\f\f\}
Ca?-free GCaMP * Ca?-saturated GCaMP
510 nm photon

emission

YN

Ca? ions flood the cell

'

Ca?* ions binds to GECI

Figure 1.2: Genetically encoded calcium indicators enable imaging neuronal activity. Two-photon excitation
shown, though one-photon excitation at a shorter wavelength is also possible. Unbound GCaMP protein is
showed by red rectangle. After binding to a calcium ion (indicated by yellow circle), GCaMP protein undergoes
a conformal change (teal rounded rectangle).

Excitation with a single 480 nm photon is referred to as one-photon functional
imaging; in Chapter 3, we make use of two-photon functional imaging, a variation
in which we excite with two 930 nm photons arriving simultaneously at the tissue
sample. Two-photon imaging has a number of advantages over one-photon imaging.
First, excitation with a longer wavelength allows us to penetrate deeper into the brain
with minimal scattering of the light, so we are able to image cells that may otherwise
be inaccessible due to prohibitive scattering or dissection [S3]]. Second, two-photon
imaging enables excitation in a thinner plane than one-photon imaging and we are
therefore afforded better spatial resolution [53]]. However, two-photon imaging
is also associated with a number of technical limitations, the most significant of
which is the requirement that two exciting photons arrive at the GCaMP protein
simultaneously; we therefore use a femtosecond pulsed laser for the functional

imaging experiments in this work.



1.2 Sensing self-motion: Sensorimotor pathways in walking and flight

Fruit flies, like most motile animals and engineered systems, integrate wide array of
sensory input to control their locomotory behaviors. Sensory structures across an
insects body collect rich information about the environment—the insect antennae
alone contain diverse sensory neurons that have been shown to be responsive to
wind, gravity, sound, chemicals, temperature, and humidity [47]. Anatomical
and behavioral experimentation have provided insights into the organization of
sensorimotor processing in the Drosophila nervous system. Sensory information,
collected by the antenna and other sensory structures including the eyes and a diverse
array of mechanosensors, is passed to the brain and ventral nerve cord (VNC), a
structure located in the thorax which is the rough equivalent of the spinal cord in
humans (Figure [[.3)). The brain and VNC pass information to each other through
the neck connective via descending neurons (DNs, brain to VNC) and ascending
neurons (ANs, VNC to brain). The brain and the VNC then send commands to

motor systems via motor neurons.

sensory input motor output

sensory input motor output

Figure 1.3: Organization of Drosophilanervous system. Brain and VNC collect and process sensory information.
Ascending neurons transmit information from VNC to brain; descending neurons transmit information from
brain to VNC. Brain and VNC send commands to motor neurons.

It is often convenient to attempt to limit an experimental animal’s access to sensory
stimuli to specific sensory modalities; for example, in Chapter Il we perform our
walking experiments in the dark, such that the flies did not have access to visual
stimuli, and in Chapters III and IV we perform our flight experiments with tethered
animals, such that they did not receive angular velocity stimuli from body rotations
to the halteres or external flow stimuli to the antenna. In this section, I will provide
brief overviews of the sensory stimuli most relevant to the work presented in this

dissertation. The motor systems are discussed at some length in later chapters.



Proprioception

Proprioception refers to the ability to sense one’s own body position and movement.
Under classical definitions, mechanosensory proprioceptive neurons tend to be lo-
calized in muscles, joints, and tendons, and can be divided in insects and mammals
into three populations [S5]. Here, we briefly describe the proprioceptors found in

insects, but analogs for each have been described in mammals as well.

* Position and velocity encoders: a class of stretch receptors known as chordo-
tonal organs have been found in different biomechanical structures in insects,
including the legs, wings, halteres, and antennae [[15,27]]. Chordotonal organs
in the legs have been shown to respond to the position and relative velocity
of different leg segments. However, not all chordotonal organs are propri-
oceptive; the Johnston’s organ in the Drosophila antenna, for example, has
been shown to have different populations of sensory neurons responsive to the

sensation of sound, wind, and gravity [27].

* Strain sensors: campaniform sensilla, small dome-like structures, are sen-
sitive to strains in the cuticle and tend to be clustered near joints [45] 56].
Campaniform sensilla tend to respond only when motion is resisted—when a
joint is moved passively or is at rest, the campaniform sensilla may be silent
[S6].

* Threshold detectors: tightly-packed arrays of sensory hairs known as hair
plates are positioned in the cuticle such that they are deflected when a joint is
in a particular position [45,56]. The position tends to be at the extremes of the
joint’s range, suggesting that they function as limit detectors. Alternatively,
they have been proposed to act to anticipate changes in locomotory phase;
for example, in walking, hair plates may provide the feedback to transition

between the swing and stance phase of the gait [55]].

Proprioceptors project to the central nervous system, and particularly the VNC in the
case of leg and wing proprioceptors [S5]. A critical function of proprioception is to
ensure stability, though this sensory feedback is likely also relevant to more complex
movement sequences; for example, proprioception has been hypothesized as one
mechanism for navigation in visually featureless environments [55]]. Proprioceptive

feedback has also been shown to alter responses to visual stimuli during flight [5].



Visual processing

Fruit flies sense light stimuli through two primary structures, the compound eyes
and the ocelli, a set of three simple eyes located on the dorsal-most part of the
head. In many behaviors, the functions of these two structures have not been
disambiguated, though the anatomy provides some helpful clues. Axons of the
interneurons from the ocelli (L-neurons) have notably large diameters and therefore
transmit information more quickly than neurons with smaller diameters [30, 42, 43]].
These interneurons project to the posterior slope in the brain, where they synapse
directly onto descending neurons transmitting information to the VNC [42] 51].
These descending neurons then connect to motor systems associated with wing,
head, and leg motor control. Together, these anatomical hints indicate that the ocelli
are likely involved in quick stabilization reflexes [30]. This anatomical evidence
is complemented by behavioral experiments demonstrating the involvement of the
ocelli in simple behavioral responses like the dorsal light response, wherein flies
align their heads to bright lights [48]], as well as more functions; the ocelli of locusts,
for example, have been reported to act as high-pass temporal and low-pass spatial
filters, implying they would be sensitive to the sudden movements of the entire visual

world that occur when the animal experiences flight instabilities [S8]].

The compound eyes are comparatively complex structures, with each compound
eye consisting of around 700 ommatidia, the structures in which photoreceptors in
the eyes are localized [22]. The photoreceptors project to lamina cells, which in
turn provide input to the T4 and TS neurons, the first cells in the visual processing
pathway to display directional sensitivity [19, 25]. T4 and TS5 cells respond to
increments and decrements in light intensity, respectively, in a preferred direction
[34]. For example, a given T4 cell may only respond to increments in light intensity
from left to right, right to left, up to down, or down to up. The eight kinds of T4
and T5 neurons (one T4 and one T4 neurons representing each of the four preferred
directions) tile all visual space. The T4 and TS5 cells provide input to a wide array
of visual neurons, including neurons which process the visual features of individual
objects and, most relevant to the work presented in Chapters III and IV, the lobula

plate tangential cells (LPTCs), which process self-motion [49].

The LPTCs are sensitive to patterns of wide-field motion, the visual stimulus an
animal experiences as it moves and perceives the relative motion of the world around
it [20]]. Early efforts identified two classes of LPTCs, the vertical system (VS) and
horizontal system (HS) cells, though many more classes have since been identified.

The HS and VS cells were initially named for the characteristic orientations of their
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dendritic arbors in the lobula plate; the dendrites of VS cells run vertically across
the lobula plate and the dendrites of the HS cells run horizontally [20} 24]. These
names remained apt as further experiments indicated that the VS cells are responsive
to patterns of vertical optic flow and HS cells to patterns of horizontal optic flow
[20;, 31]. Indeed, it is precisely the orientation of their arbors that enable the HS
and VS cells to respond to their preferred patterns of optic flow; their response
is the integration of spatially localized information from T4 and T5 cells along a
particular axis in the retinotopically organized lobula plate [36]. The LPTCs project
to a number of regions in the central brain, including the posterior slope. As with the
L-neurons, the LPTCs likely provide input to descending neurons in the posterior

slope which send outputs to motor centers in the VNC [40].

Efference copy

Whereas proprioceptive and visual feedback arises when sensory neurons sense the
movement or position of the body, efference copy refers to an internally generated
signal produced by motor commands. Efference copy allows the animal’s nervous
system to construct an estimate of the effects of its own actions and thereby dis-
tinguish between sensory stimuli generated from self-motion and that generated by
the environment [9]. For example, the input to the fly’s visual system from the
photoreceptors is a composite of the motion of objects in the world (e.g., predators,
conspecifics, etc.), voluntary or evoked self-motion (i.e., motion generated by the
animal’s behavioral output), and involuntary motion (e.g., during flight, motion
induced by an unexpected gust). Efference copy can provide an estimate for the
likely voluntary or evoked self-motion, since this is the motion generated by the
animal’s motor systems [14, 28]]. By subtracting the efference copy signal from the
visual input, an animal can determine the motion of objects in the world and any
involuntary self-motion (Figure [I.4).

reafference

(sensory input from |
voluntary or

evoked motion)

input
(motion of objects
in world)

visual system

o "'/;\

I controller e

motor systems ~— system dynamics

visual input efference copy

exafference

flight commands (sensory input from

involuntary motion) forward model ~<+————

Figure 1.4: Efference copy in the Drosophila visual system. The visual input to the visual system is a composite
of the motion of objects in the world, voluntary and evoked self-motion (reafference), and involuntary self-
motion (exafference). Efference copy can suppress reafferent signals.
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Research has provided evidence for efference copy in the Drosophila visual system
during flight. For example, visual neurons receive motor-related input during quick
voluntary turns (saccades) which are similar in magnitude but opposite in sign to
the expected reafferent visual input [28]. As the efference copy signal is similar
in magnitude but opposite in sign, it acts to suppress the visual input induced by
this voluntary turn. This suppression allows the fly to perform voluntary turns
without evoking a stabilizing response; without suppression, a reflex known as the
optomotor response (discussed in depth in Chapters III and IV) would cause the fly
to attempt to turn in the opposite direction as the voluntary turn to stabilize their

flight trajectory.

1.3 Summary of work
In this dissertation, I will present results from two projects combining psychophysics

experimentation in Drosophila melanogaster and behavioral modeling.

Algorithmic models of path integration

Chapter II details our investigation into the algorithms governing local search in
fruit flies, the behavior in which, upon encountering a patch of food, the animal
will make short excursions away from the food site in search of other nearby food
patches. Flies perform this behavior in the absence of external sensory cues by which
they may navigate (e.g., flies will perform the search in the dark, and therefore
without visual cues), indicating that they are using idiothetic (i.e., self motion)
cues to navigate. In this chapter, we induced local search in flies confined to
an annular arena and compared the resulting behavior to a set of computational
models. The behavioral experiments were performed with optogenetic activation
of sugar receptors, such that we were able to control the timing and location of
the food stimuli. The experiments indicated that Drosophila melanogaster are able
to integrate in two-dimensions—in our constrained, annular arena, flies were able
to continue searching over a former food site even after fully circling the arena.
We further tested the algorithms underlying local search, specifically when more
than one food sites are present, by constructing predictive models. The first model
posited that flies search around a specific food site, and that even when multiple food
locations have been discovered, they will continue to center their search over one
specific food site. Alternatively, the second model hypothesized that when multiple
food sites are present, flies will search over the center of the patch. There are

multiple potential mechanisms for computing the central location; we use a simple
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center-of-mass model, where the central location is simply the average of all known
locations. Alternative computations could involve temporal decay, with food zones
more recently encountered more heavily weighted in calculating the center location.
Regardless, our models generated testable predictions with respect to how real flies
would behave when multiple food sites have been encountered. By testing these
distinguishable hypotheses, we showed that flies appear to center their searches over

a central location, rather than one distinct food site.

Descending neuronal pathways mediating steady-state flight control

In Chapters III and IV, I present our efforts to elucidate some of the neuronal
pathways involved in flight stabilization in Drosophila. We focus on the optomotor
response, a well-characterized behavior in which animals will attempt to steer to
compensate for patterns of wide-field optic flow—patterns of visual motion where
the entire world appears to be moving around the animal. The yaw optomotor
response is robust in fruit flies and easily quantifiable with a single camera imaging
the wings during tethered flight; in response to yaw optic flow to the right in front
of the fly, for example, the most parsimonious explanation is that the fly itself is
turning to the left, and so it will attempt to steer to the right to compensate by
increasing the wingbeat amplitude of the left wing and decreasing that of the right
wing. Recent work from Namiki and colleagues [41] identified a population of
descending neurons (DNs) that appear to be involved in visually-mediated flight
behaviors. DNs, which convey information from the brain to the ventral nerve cord
(VNC) through the neck connective, represent an informational bottleneck (since
the brain has on the order of 100,000 neurons, the VNC 15,000, and the DNs only
around 400), and therefore offer an opportunity to gain purchase over the neuronal
mechanisms underlying flight control. In their recent paper, Namiki and colleagues
demonstrated that optogenetic activation of these neurons, the DNg02s, resulted in
increases in wingbeat amplitude, and showed through anatomical investigation that
they receive input in the brain in regions associated with visual processing, including

the posterior slope [41]].

In Chapter I1I, we show that the DNg02 neurons are a required pathway for the opto-
motor response; when DNg02 neurons are silenced, the magnitude of the optomotor
response is diminished in proportion to the number of cells silenced. Using two-
photon functional imaging, we then thoroughly characterize the neuronal responses
to a wide-array of visual stimuli, with these result indicating that morphological

variation within the population does not appear to correlate with functional vari-
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ation with respect to the tested visual stimuli, and that DNg02 activity is more
closely related to motor output than to visual input. In particular, we observed
strong correlations between DNg02 activity and contralateral wingbeat amplitude,
and asymmetries in DNg02 activity across the midline (i.e., DNg02 activity often

increased on one side of the body and decreased on the other).

We continue our investigation in Chapter I'V by specifically probing the downstream
effects of the DNg02s on the motor system. The previously reported activation
results [41] indicated that these cells likely provide input to the power muscles,
the set of flight muscles generating the power necessary to beat the wing back
and forth during flight. We probe this hypothesis by estimating the changes in
power production that result from silencing DNg02 neurons and by unilaterally
activating DNg02 neurons. Unilateral activation resulted in bilaterally symmetric
motor responses. In contrast to the functional imaging results, which indicated
correlations between DNg02 activity and contralateral wingbeat amplitude, these
results implied that the DNg02 neurons had symmetric effects on the motor system.
Furthermore, the results suggested that other neuronal pathways were involved in the
optomotor response, since unilateral DNg02 activation was insufficient to generate
turning behaviors. We conclude by proposing two distinct hypotheses with respect
to the symmetry of the DNg02 connectivity to the motor system, both of which
can fully recapitulate the observed dataset. While distinguishing between these
models is infeasible with current experimental methods, future work may reveal the
connectivity structure downstream of the DNg02 neurons as new neuroscientific

tools become available.
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Chapter 2

DROSOPHILA RE-ZERO THEIR PATH INTEGRATOR AT THE
CENTER OF A FICTIVE FOOD PATCH

Amir H. Behbahani*, Emily H. Palmer*, Roman Corfas, and Michael H. Dickinson.
Drosophila re-zero their path integrator at the center of a fictive food patch.
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2.1 Abstract

The ability to keep track of one’s location in space is a critical behavior for animals
navigating to and from a salient location, and its computational basis is now begin-
ning to be unraveled. Here, we tracked flies in a ring-shaped channel as they executed
bouts of search triggered by optogenetic activation of sugar receptors. Unlike ex-
periments in open field arenas, which produce highly tortuous search trajectories,
our geometrically constrained paradigm enabled us to monitor flies’ decisions to
move toward or away from the fictive food. Our results suggest that flies use path
integration to remember the location of a food site even after it has disappeared,
and flies can remember the location of a former food site even after walking around
the arena one or more times. To determine the behavioral algorithms underlying
Drosophila search, we developed multiple state transition models and found that
flies likely accomplish path integration by combining odometry and compass navi-
gation to keep track of their position relative to the fictive food. Our results indicate
that whereas flies re-zero their path integrator at food when only one feeding site
is present, they adjust their path integrator to a central location between sites when
experiencing food at two or more locations. Together, this work provides a simple
experimental paradigm and theoretical framework to advance investigations of the

neural basis of path integration.
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2.2 Introduction

For many animals, including humans, the ability to return to a specific location, such
as a nest or food resource, is essential for survival [29]. One strategy for revisiting a
specific location is to use external cues such as chemical signals or visual landmarks
[37,142,145]. Another strategy that works in visually poor landscapes or featureless
environments [5, 23] is to perform path integration, that is, to cumulatively integrate
along a path, using a measure of distance traveled (odometry) and body orientation
in the direction of travel (heading), thus making it possible to calculate a direct path
between any current position and a starting point. Since Darwin first suggested that
animals might perform path integration to navigate between food and their nests
[L1], ample evidence has emerged that many animals employ this strategy. The
behavior has been best characterized in ants and bees [9, [17, 30], but has been
identified in many species including mantis shrimps [27], bats [2]], dogs [32], and
rats [41]. Whereas the entire process of path integration is difficult to observe
directly, it is often manifest in the act of homing, when an animal executes a straight
path (a so-called "home run") back to its nest after completing a tortuous excursion
in search of food [25} 35, 38, 43]]. Animals can also walk directly from their nest to
a food site after their first visit to that location [&), 31}, 146]]. In all these classic cases
with virtuosic path integrators such as ants and honeybees, animals reset their path
integrator to zero at their nest or hive location. However, animals without a nest or
hive may instead zero their path integrator at a food site or at the center of a cluster

of food sites.

Path integration can operate on the scale of hundreds of meters, as exemplified by
desert ants [25]], or many kilometers, as in bees [9]]; however, it can also occur over
much smaller spatial scales. In ants, for example, homing is often accompanied
by a local search when the forager arrives near the nest, but not near enough
to immediately find it [7, [39) 43| 44]]. Although seemingly random, these local
searches are structured and centered, suggesting the animal is keeping track of
its best estimate of the nest’s location. Such local searches are not restricted to
central place foragers such as ants and bees; for example, hungry blowflies execute
local searches in the vicinity of small food items they have sampled, a behavior
that Vincent Dethier described as a "dance" [12]. Drosophila melanogaster also
exhibit these local searches near small spots of food [4,|19]]. Optogenetic activation
of sugar receptors can substitute for the presence of actual food in initiating this
behavior [[10, [19]. Fruit flies can perform this food-centered search in the absence

of external stimuli or landmarks, indicating that they can rely on idiothetic (internal)
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information to keep track of their location [19]. These local searches consist of
highly tortuous trajectories in which it is difficult to classify instances when the fly
is walking either directly away or toward the food site (e.g., executing a so-called

home run), making analysis of the behavior quite challenging.

In this study, we deliberately constrained the two-dimensional motion of flies by
confining them to an annular channel. In this constrained arena, local searches
consist of back-and-forth runs centered around arbitrarily defined food zones where
the flies receive or have recently received optogenetic activation of sugar receptors.
Due to its geometric simplicity, our arena allowed us to address several key questions
that are difficult to test in an open field arena. By analyzing the flies’ behavior after
they walked in one or more complete circles around the arena, we provide strong
evidence that Drosophila melanogaster are capable of two-dimensional, idiothetic
path integration to search in the vicinity of a previously exploited food site. In
addition, we were able to examine how an animal centers its search excursions when
offered a cluster of locations. Our results suggest that rather than using the location
of the most recently visited food location to zero their path integrator, flies are able

to center their search at a single location within a patch of food.

2.3 Results

Flies remember the position of a single food site

To investigate the behavioral algorithms underlying path integration, we tracked
individual flies as they performed local search in an annular arena in which the
flies were constrained to walking within a circular channel (Figure 2.T]A). Using an
automated closed-loop system, we optogenetically activated sugar-sensing neurons
whenever the flies (Gr5a-GAL4>UAS-CsChrimson) occupied a designated, feature-
less food zone. The 1-s optogenetic light pulse triggered by residence in the food
zone was followed by a 15-s refractory period during which time the stimulus was
kept off, regardless of the fly’s position. Aside from these brief optogenetic pulses,
all experiments were conducted in complete darkness. For convenience, we some-
times refer to optogenetic food zones as "food" and optogenetic activation events as

"food stimuli," although in no cases did the animals experience actual food.

Examples of local searches are plotted in Figure[2.1B, Figure 2.1IC, and Figure[2.2]
To simplify the display and analysis of the data, we have transformed the curved
trajectories of the flies in the circular channel into one-dimensional paths. All
experiments began with a baseline period, during which the optogenetic protocol

was not operational. This baseline period was followed by an activation period (AP),
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Figure 2.1: Flies perform local search around a fictive food location.

(A) Schematic of the experimental setup (left) and annular arena (right). An overhead camera tracks the position
of an individual Gr5a-GAL4>UAS-CsChrimson female fly, in real-time, as it explores a 4 mm-wide circular
channel, ~52 body lengths (BL) in circumference. Whenever the fly occupies the featureless food zone, it
receives a 1-s pulse of optogenetic activation of sugar-sensing neurons via a 628 nm LED positioned beneath the
channel, followed by a 15-s refractory period during which the fly cannot receive activation. An infrared (IR)
backlight and IR-transmitting lid enable behavioral tracking while otherwise maintaining complete darkness for
the fly aside from the brief optogenetic pulses.

(B) Example fly trajectory. To simplify the display and analysis of the data, we transformed the curved
trajectories of the flies in the circular channel into a wrapped one-dimensional path. This experiment begins
with a baseline period, during which the fly does not receive optogenetic activation, followed by a 40-min acti-
vation period (AP, red) during which the optogenetic protocol is operational, followed by a post-activation-
period (post-AP, blue) during which the optogenetic protocol is switched oft. The post-AP is defined as ending
when the fly executes its first run straying more than 26 body lengths (i.e., 1/2 the arena perimeter) from the
food zone, hereafter termed the “departure run.” The remaining trajectory is referred to as post-departure (gray).
Optogenetic stimulation events during the AP are indicated as red tick-marks (top). See also Figure Z2A.

(C) Asin (B), for an experiment with six serial trials each consisting of a 5-min AP followed by a 5-min post-AP.

See also Figure 2.2B.

during which the optogenetic protocol was in effect, i.e., the fly received the 1-s
food stimulus followed by the 15-s refractory period whenever it occupied the food
zone. Each AP was followed by a post-activation period (post-AP) during which
the optogenetic protocol was suspended such that flies did not receive food stimuli.
Some experiments consisted of a 40-min AP, followed by a single 10-min post-AP
(Figure[2.1B). Other experiments used a repeating trial structure, in which each trial
consisted of a 5-min AP followed by a 5-min post-AP (Figure 2.1C).

In the annular arena, flies can either walk clockwise, walk counterclockwise, pause,
or reverse direction. We defined the distance between two consecutive reversals as

a "run length," r (Figure 2.3]A. During the baseline period, flies continuously ex-
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plored the entire arena, generally performing long runs interspersed with occasional
reversals. During the AP, food stimuli consistently triggered local search excursions
typically characterized by a stereotyped sequence of behaviors: upon activation of
sugar-receptors, the flies briefly paused, continued to walk a few body lengths away
from the food, performed a reversal, returned to the food zone, experienced another
food stimulus, and then executed a similar excursion in the opposite direction. This
process repeated, producing a persistent zig-zagging search pattern during which
the flies explored the channel near the food site, while never straying far in either
direction. The excursions were reasonably stereotyped, being ~5 body lengths in
size (Figure 2.3B), and did not vary substantially during the AP (Figure [2.3[C).
We interpret this behavior to be a one-dimensional version of the two-dimensional
local searches that were the subject of studies in Drosophila [4, (10, [19] in open
field arenas, as well as those originally identified by Vincent Dethier in the blowfly,
Phormia [12]]. The relative consistency of these excursion distances in our appa-
ratus was noteworthy, given that there was no external sensory stimulus associated
with the termination of each outward run. This suggests that flies’ nervous systems
intrinsically produce a motor pattern that generates excursions of a particular spatial

scale in response to the optogenetic activation that we provided.

The most informative data regarding whether the flies retain a spatial memory of the
food location came from the post-AP, when the optogenetic protocol was suspended.
Despite no longer receiving food stimuli, flies continued to zig-zag back and forth
around the disabled food zone (Figures 2.1B and [2.TC). These post-AP excursions
were, however, longer than the AP excursions (mean = 15.1 body lengths) (Figure
[2.3D), and tended to increase in length over time toward a plateau by the fifth post-
AP run (Figure 2.3E). The length of the first post-AP run (r;) tended to correlate
strongly with the final excursion distance on a trial-by-trial basis (Figure [2.3F). In
other words, in our experiments consisting of six successive trials (Figure 2.TC), the
length of the final excursion from the food was strongly correlated with the length of
the first run past the former food site. This strong positive correlation was observed

in nearly every fly tested (Figure 2.3F).

We also observed that most flies eventually abandoned their post-AP search after
some time. To specifically analyze trajectories during which the fly was performing
local search, we defined the post-AP as starting at the conclusion of the AP and
ending with the execution of what we classified as a "departure run." The departure
run was defined as the first run after the conclusion of the AP during which the

fly strayed 26 or more body lengths away from the food zone, thus reaching or
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Figure 2.3: Repeated back-and-forth excursions constitute a local search around a fictive food location.

(A) Schematic, showing features of local search. After encountering a food stimulus during the AP, flies walk
a given excursion distance (gray), reverse direction, and perform a run back toward the food. The distance
between two consecutive reversals is a run length (r), where r is the run length between the final reversal of the
AP and the first reversal of the post-AP, and all other runs are numbered with respect to 7g. The run midpoint
is defined as the halfway point between two consecutive reversals.

(B) Distribution of all excursion distances from the 40-min AP experiments as in Figure @3 (n = 29 flies,
2,494 food excursions).

(C) Run lengths for the final 16 runs of the AP, including r(, averaged over trials from the 40-min AP experiments.
Data from trials with fewer than 16 AP runs are included (N = 29 flies). Throughout the chapter, error bars
depict 95% confidence intervals and violin plots indicate full data distributions.

(D) Mean distribution of the run lengths of the post-AP from the trial-based experiments as in (C) (n = 22 flies,
110 trials).

(E) Run lengths for the final 6 runs of the AP, including r(, and the first 10 runs of the post-AP, averaged over
trials from the trial-based experiments as in Ep (n = 22 flies, 110 trials). Labels indicate the final run of the
AP (rg) and the first run of the post-AP (ry).

(F) Relationship between the final excursion distance during the AP and the first run of the post-AP (r;). Black
dots indicate r; versus last excursion for 6 trials from the fly in Figure 2.T[C, and the black line indicates the
linear regression for this fly. Grey lines indicate linear regressions for all remaining flies with data from at least
3 trials (N = 20 flies).

passing the opposite side of the arena. The total duration of the post-AP trajectory
varied—some flies abandoned the food after 1-2 min, whereas others continued
searching for the full 5 min of the post-AP (Figure[2.4)A). Regardless of the duration
of the post-AP search, the departure run was almost always considerably longer than
all the preceding runs (Figures [2.4B and [2.4C). In other words, rather than slowly
expanding or drifting away from the food site, flies typically terminated the post-AP
search by performing an exceptionally long run, perhaps reflecting a change in the

fly’s behavioral state.

To derive an estimate of the flies” spatial memory within the arena, we developed a
method by which we measured the midpoint of each run and then convolved each
of these locations with a narrow von Mises distribution (x = 200), the sum of which

generated a kernel density estimate (KDE) of where in the arena the fly was focusing
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Figure 2.4: Flies terminate their post-AP search with a particularly long run.

(A) Sequences of post-AP runs and their associated departure run, sorted by the duration of the post-AP. Each
row corresponds to a single trial from experiments as in[2.T|C, where the length of each box corresponds to the
duration of each run, and the color of each box indicates run length (n = 22 flies, 110 trials). Note that in 11
trials at the bottom of the panel, the flies did not execute a departure run before the next AP began.

(B) Run lengths for the final 10 runs of the post-AP, as well as the departure run, averaged over trials from
data in (A). Data from trials with fewer than 10 post-AP runs are included. Error bars depict 95% confidence
intervals and violin plots indicate full data distributions.

(C) Length comparison of the longest post-AP run and corresponding departure run for each trial, from data in
(A). The 11 trials without a departure run were not included in this analysis.

(D) Normalized kernel density estimate (KDE) of the run midpoint in baseline (left), AP (middle), and post-AP
(right) (n = 22 flies). Throughout the chapter, shaded regions indicate 95% confidence interval. Throughout
the chapter, the KDE is calculated for each fly for k = 200 and then the mean and 95% confidence interval
is calculated for the individual fly’s KDE. For post-AP comparison with simple models, with run lengths
randomly drawn from either the empirically derived data shown in (A) (excluding the departure runs), or a Lévy
distribution fit to the same data, see Figure @

its search. The KDE for the baseline (pre-AP) data was flat and noisy, indicating
that the flies’ runs were not centered on any particular location within the arena
(Figure[2.4D, left panel). In sharp contrast, the KDEs from the AP and post-AP data
were unimodal with a clear peak at the location of the food (Figure[2.4D, center and
right panels). The food-centered peak is expected for the AP, but its existence for
the post-AP data is indicative of the flies’ memory of the food site. We will make
use of run midpoint KDEs throughout the chapter as a means of assessing the flies’

spatial memory under different conditions.

Flies recognize a former food site after walking completely around the arena

Our analysis of the flies’ search behavior prior to the departure run suggests that
they can remember the location of the food, a task they could accomplish using one-
dimensional odometry (e.g., by simply counting the number of steps taken away

from and back toward the food). However, the fact that some flies traveled all the
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way around the arena after the departure run allowed us to test whether the flies could
perform full two-dimensional path integration, a task that would require integrating
odometry with their internal compass sense. To test this hypothesis, we conducted
experiments in a smaller (~26 body length circumference) circular channel (Figure
[2.5)A) to increase the probability that the flies would walk one or more times around
the arena during the post-AP. We exposed flies to six 5-min APs separated by 5-min
post-APs, in which each pair of APs and post-APs constitutes a single trial. To
ensure that flies could not use their own chemical signals or other external features
to recognize the food site, we switched the food zone between two locations, spaced
180° apart, for each AP—i.e., during the 1% trial, the food zone was on the right
side of the arena, during the 21d trial, the food zone was on the left side of the
arena, etc (Figure [2.5]A). We classified a post-return period, starting when the fly
reached 1 full revolution (26 body lengths) away from the food site. After seeming
to abandon their local search during the post-AP, many flies reinitiated search at
the former food site, after completing one or more full revolutions around the arena
(Figure[2.5B{2.5E). The flies’ performance was quite variable in this task, with some
flies exhibiting much stronger search behavior after circling the arena than others.
Nevertheless, the transit probability averaged across all flies during the post-return
period shows clear peaks at the location of the former food zone at integer values
of full revolutions within the arena (Figure [2.5|C{2.5E), and the average KDE of the
run midpoint distribution exhibited a peak at the former food location (Figure[2.5F).
As described above, these experiments were conducted by changing the position of
the food site from one side of the arena to the other in alternate trials, to control
for the possibility that flies were simply depositing some chemical cue when they
encountered food, which they subsequently used to relocate that position. If this
were the case, we would expect that the KDEs would show two peaks, one at each
of the alternating food locations. This is not what we found; instead, flies showed
no preference for searching at the position of the food zone from the immediately
preceding trial (Figure [2.5(G), suggesting that they are not remembering the food

site via chemical cues deposited there.

An agent-based model recapitulates Drosophila local search behavior

To investigate possible algorithms underlying local search, we constructed different
agent-based models of the flies” behavior. The output of each model—a time series
of the fly’s position—is generated by a sequence of simulated runs and reversals.

First, we tested whether simple models, with run lengths randomly drawn from either
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Figure 2.5: Flies reinitiate a local search at a former fictive food site after circling the arena.

(A) Schematic of the smaller annular arena (~26 body lengths), indicating the location of the food zone for each
trial, as well as control zones used for analysis. Experiments were done as in Figure 2-]C, but each food zone
was 1.3 body lengths, and the food zone location was alternated from trial to trial.

(B) Example pre-return (before the fly has circled the arena at least once during the post-AP, gray) and post-
return (colored) trajectories from a single experiment where each line corresponds to a single trial and shows
the unwrapped trajectory, with gridlines indicating full revolutions around the arena. To align data for analysis,
trajectories from even-numbered trials were shifted such that the location of the food zone is always at 0. For
the model recapitulating fly reinitiation of local search at a former fictive food site after circling the arena, see
Figure

(C) Mean distribution of fly transits for post-return trajectories in (B). Transits were calculated using bins 2 BL
wide and counted when a fly entered a bin from one side and exited the bin from the other side.

(D) Heatmap indicating distribution of transits during post-return trajectories, calculated using 4 bins per
revolution (dividing the arena into quadrants centered on the food zone, disabled food zone, and each control
zone). Each column represents a single trial, with columns sorted by frequency of transits at the 1 or -1
revolution position (n = 28 flies, 168 trials).

(E) Mean transit distribution for data in (D). Shaded region indicates 95% confidence interval.

(F) Normalized kernel density estimate (KDE) of the wrapped run midpoint in the post-return period (n = 28
flies). Shaded region indicates 95% confidence interval.

(G) Number of run midpoints in each arena quadrant during post-return trajectories (n = 28 flies). Each line
shows the values for a single fly, where data from both control quadrants were averaged together.
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the empirically derived data shown in Figure[2.4/A (excluding the departure runs) or
a Lévy distribution fit to the same data, could recapitulate the flies’ behavior during
the post-AP. In both of these cases, the models failed to produce a sustained, centered
local search; the simulated flies quickly strayed from the trajectory origin (Figure
[2.6] These results suggest that real flies must somehow remember the location of
the former food site, and that the centeredness of the post-AP search is not simply a

result of starting at the former food location.
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Figure 2.6: Memory-less models cannot recapitulate Drosophila local search.

(A) Six representative example trajectories from simulations for which run lengths were randomly drawn from
the distribution of run lengths in Figure[Z4A (excluding the departure runs). Trajectories begin at the 0 position
and are terminated when the simulated fly reaches 26 body lengths from the point of origin.

(B) As in (A) from simulations for which run lengths were drawn from a Lévy distribution fit to the distribution
of run lengths in Figure Z4JA (excluding the departure runs).

(C) Normalized kernel density estimate (KDE) of the wrapped run midpoint in the post-AP period for fly data

(re-plotted from the right panel in Figure[24D), random sampling model (n = 300), and Lévy flight model (n =
300).

To account for the flies’ ability to remember the location of the food, we developed
an agent-based, state-transition model (hereafter, food-to-reversal or FR model) that
posits the flies’ ability to integrate the distance between the food site and the point
at which they reverse direction at the end of each excursion. Figure 2.7]A shows
a simple state transition depiction of this model, with a more formal presentation
provided in Figure [2.8] State-transition diagrams are commonly used in computer
science to model systems—self-driving cars, for example [3, [16} 28]]—where an

agent can assume finite states regulated by stochastic or deterministic transitions. In
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the FR model, flies are initialized in a global search mode and enter a local search
mode when they encounter a food stimulus. When in local search mode, simulated
flies use odometry to keep track of their distance walked, and when they have
completed their target run length, they perform a reversal and select a new target run
length as a function of the prior run length. The output of the model—a time series
of the fly’s position—captures salient features of the behavior of real flies during
both the AP and post-AP periods (Figures [2.7B{2.7D). To account for the flies’
ability to remember the location of the food site after walking completely around
the arena (during the post-return period), the FR model incorporates two orthogonal
path integrators and can thus keep track of the food site in two dimensions (Figures
[27E{2.7H). This is, in essence, a path integration model, wherein the integrators
are set equal to zero upon experience with a food stimulus and a run length is
selected. When the fly has deviated a distance from the food site equal to the run
length, as measured by the Euclidean norm of the integrators, the fly executes a
reversal, zeros its integrators, and selects a new run length as a function of the
previous distance walked. The integrators are noiseless, such that the simulated
fly has perfect knowledge of its location relative to the food site. We emphasize,
however, that this is a purely algorithmic model and we are not asserting whether or
not it might be implemented in a neurally plausible manner. The salient feature of
the model, however, is that its path integrator is zeroed at the location of the food

site and accumulates distance until the fly reverses direction.

Flies expand and recenter their search area to span multiple food sites

We next tested how flies perform local searches within arenas that contain multiple
food sites. We modified our annular arena to feature two food zones, separated by 9
body lengths (60°) within the channel. As expected, flies began searching around the
first food site they encountered. However, on occasions where the fly encountered
the second food site during the course of the search, they often expanded their search
area to span both food sites (Figures 2.9A and [2.10]A). We also repeated the two-
food experiments with a configuration in which the food was separated by 13 body
lengths (90°). Although the results were generally consistent with the data collected
with a shorter food separation distance (Figures[2.9)A and[2.10)), it often took the fly
longer to find the second food site at the start of the experiment. These experiments
with a large separation between food zones underscore the salient phenomenon that
the flies’ inward excursions toward the other food zone were substantially longer

than their typical outward excursions—an observation that again suggests that their
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Figure 2.7: An agent-based model using iterative odometric integration recapitulates Drosophila local search
around a single fictive food site.

(A) Schematic of the state-transition diagram for an agent-based model. Arrows indicate transitions—governed
by conditions—between search modes, behavioral states, and computational processes. For detailed state
transition diagrams, including that of the simulated environment, see Figure 2.8]

(B) Example trajectory of FR model simulation in a circular arena with a 52-body length circumference, showing
baseline, AP, and post-AP. Plotting conventions as in Figure 21B.

(C) Normalized kernel density estimate (KDE) of the run midpoint in during AP for flies (left, n = 22 flies)
and FR model (right, n = 300 simulations). Data for the fly are re-plotted from Figure 2:4D. Shaded regions
indicates 95% confidence intervals.

(D) Normalized kernel density estimate (KDE) of the run midpoint during the post-AP for flies (left, n = 22
flies) and FR model (right, n = 300 simulations). Data for the fly are re-plotted from Figure @) Shaded
regions indicates 95% confidence intervals.

(E) Six representative example trajectories of FR model simulation in a small circular arena with a 26-body
length circumference (same as experiments in Figure[2.5). Plotting conventions as in Figure 2-3B.

(F) Mean transit distribution for FR simulations in small arena (n = 300). Plotting conventions as in Figure
[23E. Shaded region indicates 95% confidence interval.

(G) Normalized kernel density estimate (KDE) of the wrapped run midpoint in the post-return period for FR
simulations in small arena (n = 300). Plotting conventions as in Figure Z.5F. Shaded region: 95% CI.

(H) Number of run midpoints in the food quadrant compared to the other three quadrants during post-return
trajectories for FR simulations in small arena (n = 300). Each line shows the values for a single simulation,
where data from all three control quadrants were averaged together.
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behavior involves some sort of odometric memory that allows them to keep track of

the location of two food sites.

A fly data

26~

position (body lengths)
o
T

13
5 min
_26 (.
fly data
B 3 AP, 1 food (1F) AP, 2 foods (2F) post-AP
1FZ 2MFZ

kernel density
estimate
n

run midpoint (radians)

C food-to-reversal (FR) model
26

13f

position (body lengths)
o
T

-26-
3 AP, 1 food (1F) AP, 2 foods (2F) post-AP
2
2
22
$E1s H
R
co
< J\/\ ...
3
0 {
L 1 ] L 1 J L 1 ]
- 0 LA 1 0 m - 0 m

run midpoint (radians)

Figure 2.9: The FR model fails to predict Drosophila search behavior around multiple fictive food sites.

(A) Example trajectory of a fly exploring an annular arena with two food zones, spaced 9 body lengths (BL)
apart. The experiment consists of a baseline period, AP, and post-AP. Plotting conventions as in Figure 2.1B.
See also Figure2-T0JA. For trajectories of flies exploring an annular arena with two food zones, spaced 13 body
lengths (BL) apart, see Figure[2.10B.

(B) Normalized KDE of the run midpoint for one-food search (1F, left), the two-food search (trajectory after the
fly has encountered the 2" fo0d zone, 2F, middle), and the post-AP (right). To align data for analysis for 1F,
trajectories for flies that found the food located at +4.5 BL first were shifted such that the first food for all flies
is ~4.5 BL (n = 29 flies). Shaded regions indicate 95% confidence intervals.

(C) As in (A) for a simulation using the FR model.

(D) As in (B) for the FR model. The first 300 simulations in which the virtual fly found both food sites are
included (n = 300). Shaded regions indicate 95% confidence intervals.

To assess the flies’ behavior during the AP, we segmented the data into the initial

segments before they found the second food site and the remaining segment after



34

position (body lengths) >
>
T

Figure 2.10: Sample trajectories of local search around two fictive food sites.

(A) Seven representative example trajectories for the AP and post-AP from two-food 40-min AP experiments.
The two food zones are spaced 9 body lengths (BL) apart. Plotting conventions are the same as Figures 2.1B
and 29A. (D) Seven representative example trajectories for the AP and post-AP from two-food 40-min AP
experiments. The two food zones are spaced 13 body lengths (BL) apart. Plotting conventions are the same as

Figures2.TB and 2.9A.
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they first encountered the second food. We also inverted roughly half of the traces so
that all the flies start the AP by foraging around the lower food position (as plotted in
[2.9)A). As expected, the run midpoint KDE generated from all the initial segments
were centered around the lower food position; however, the KDE generated from
the data following discovery of the second food was centered at a location roughly
midway between the two food sites, as was the KDE generated from runs during
the post-AP (2.9B), suggesting that the fly remembers a position midway between
the two food sites. We ran our FR model on the same experimental conditions and
analyzed the trajectories in the same manner (Figures 2.9C and [2.9D); however,
the results failed to replicate the flies’ behavior. During the AP, the simulated flies
tended to transition back and forth between local searches around one food site
or the other—rarely generating a stable oscillation across the two—and the KDE
distribution in the post AP exhibited two peaks (Figure[2.9D). Thus, while capturing
the salient features of flies” behavior when searching in the vicinity of one food site
(Figure [2.7), the FR model failed to recapitulate the behavior of real flies when

searching around two sites (Figure [2.9).

Based on the failure of the FR model, we developed two distinct models that might
explain the flies’ behavior when foraging amid two feeding sites; these are depicted
diagrammatically in Figures 2.T11B and 2.TTIC and more formally in Figures [2.12]
and 2.13] In the FR model, experience with any active food zone zeroes all path
integrators; the fly therefore integrates from the food site most recently encountered
(Figure 2.TT]A). At a reversal, the next run length is calculated as the sum of a
randomly distributed variable and the integrated value. Because the integrated
value is only the distance to the nearest food, the search is always centered over one
food site rather than the entire food patch (Figure 2.9C). The first of the two new
models, which we call FR’, differs from the simpler FR model most notably in what
triggers the zeroing of the path integrators. Whereas the FR model is always zeroed
when food is encountered, the FR’ model only zeroes its integrators at the first
encounter with a food following a reversal; if a fly experiences a second food site
before changing direction, the integrators continue to accumulate (Figure 2.TTB).
Thus, when the next run length is calculated at a reversal, the integrated value will
take the fly fully back across the entire food patch to the first food site encountered,
and the random variable value will ensure the fly continues past that point a short
distance. This feature of the FR’ model is able to generate more realistic trajectories
in which the simulated fly often zig-zags back and forth across the two food zones
(Figure2.1TD). The FR’ model does not require the fly to zero its path integrators at



36

alocation that is not directly associated with a sensory stimulus (e.g., food sensation)
or motor action (e.g., run reversal). Further, the FR” model is intrinsically reflexive
and does not require that the fly somehow keep track of the number of food sites

visited.
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Figure 2.11: Two modified versions of the FR model recapitulate Drosophila search behavior around multiple
fictive food sites.

(A) Schematic showing features of food-to-reversal (FR) model. The virtual fly resets its integrator at each new
food that it encounters.

(B) As in (A) for food-to-reversalO (FR’) model. The virtual fly resets its integrator at the first food encountered
after each reversal.

(C) As in (A) for center-to-reversal (CR) model. The virtual fly resets its integrator at the center of all the food
locations it encounters during a run. (D) As in Figure[Z.9]A, for a simulation using the FR’ model.

(E) As in Figure , for a simulation using the CR model.

(F) As in Figure@, for simulations using the FR’ model. The first 300 simulations in which the virtual fly
found both food sites are included (n = 300). Shaded regions indicate 95% confidence intervals.

(G) As in Figure 9B, for simulations using the CR model. The first 300 simulations in which the virtual fly
found both food sites are included (n = 300). Shaded regions indicate 95% confidence intervals.

An alternate, the center-to-reversal (CR) model (Figure 2.11]C), is based on the

notion that the fly can compute and store the coordinates of a location that is at the



37

*S[Tejop 10 SPOYIW 23S "UonNqINsIp Surpuodsoriod 9y WOIj UMBIp
onjea e juasaidar ‘dV30d'VH pue «dV°V V5 <5 sojqeLrea oy, "([BSIOAI 1SI) = AYISIY ‘Uonde snoiadld = uonoyaaid ‘o[Sue Surpeay = Y “1Sop = A ISBH = q ‘YINOS = S “YLION
= N “Jojei3ou] = 7 ‘sypSu9l Apoq = g ‘YSuel uni 1931e) = A1) "uone[nuurs ay} jo daysowin yoes 18 SUOHIPUOD AY) AQ PAUIULIIOP ATk ‘S9559001d BIA SOWINAWOS ‘SOPOW pUE SIIEIS ISAY)
U29M}9q SUONISURI], "d9POW OIeds [8J0] IO [eqO[3 B JOYIIQ UIYIIM 9Je)s Sun[em JO SUTB U Ul 9q JOYIIS Ued A[J paje[nuils Y], ‘[opowl ;¥ 9y} J0J SWeISeIp uonisuer) 9Jels g ¢ 23

‘ 4 o,

|esianal = uopoyAsld
|- =x UORoBIIP

_N_A>>.zv__ =1 LSk

A@s)ll="1 :0>uopoeup ANy 0> 8- 8IS |

[(3'NII'="1 :0>uonoasp ANV 0 <. 8- '8 4I0 1

NMms)l =1 :0<uonoaup ANV 0 <.'8- "84t |

['5 4| =1 ~<——|es19n8] == uooyAaid NN__Am_.wv__ = ”_ L e
Nz JOWNII =} <0 > uonodasp ANV 0 > 8- B0

T BUIES —— UoTo\/ABId ')l =1 :0 > uonoaup ANY 0 <9 - g
9157 HEe == uoldy ll@N)II="1 :0<uonoanpanvo<.'9- 84 |

IoElI= -~g1>[1-1

9s|e4 = UOHN|OASY|IN}

Bupjem
il Bunes = uonoyaaid

-

as[e4 = UOHN|OASY|IN}
000'0=M‘3I'S'N
.o u\-

o,o.o.:on>>,m_,w.z

Y 1
anJ] = uolN|oASY|IN} ﬁ 6=x8 !
uonn|oAsY|IN. |

ﬁ .mﬁ_‘_o S _w__rd%.moJ‘q ('9)s00xUOROBIIP-M'O}XEW = M\ ‘5=l ~=—uonnjorsy|in} == uonoynaid | uonIpuod

0 . (‘g)sooxuonoalip+3‘0}xew =3 ' ssao0.d

e<l.e-"8l (“g)uIsxuonoaip-g oxew = g ' BES

aspe (‘g)uisxuonoauip+N‘o}xew = N I 49 =) ~—— [esional == uojoyAaid ' epowl

yoless [e00]



38

*S[Tejop 10 SPOYIW 23S "UonNqINsIp Surpuodsoriod 9y WOIj UMBIp
onjea e juasaidar ‘dV30d'VH pue «dV°V V) <5 sojqeLrea oy, "([BSIOAI 1SI) = AYISIY ‘Uonde snoiadld = uonoyaaid ‘o[Sue Surpeay = Y “1Sop = A ISBH = J ‘YINOS = S “YLION
= N “ojei3ou] = 7 ‘sypSu9l Apoq = g ‘YSue[ uni 1931e) = L1) "uone[nuurs ay} jo daysown yoea 18 SUOHIPUOD AY) AQ PAUIULINOP ATk ‘S9559001d BIA SOWINAWOS ‘SOPOW pUE SIIEIS ISAY)
U29M}9q SUONISURI], *9POW YIILas [BI0] JO [BqO[S B IO UMM ‘1e)s Sunj[em IO SUNB? Uk Ul 9q JOYIID UBd A paje[nuuls Y], Jopow YD) Y} JoJ sweISelp uonisuen 9Jels§ ¢ ¢ 2In3i

(3 +'0)xuonoeup = 4

|esianal = uonoyAald

as|eq = olazpassed
L- =x UonoalIp

~<— U] <“lI("3 )1l aNv osezpessed

snjnwis pooy

an.] = osazpessed _

Bunjiem
Bunes = uonoyaaid

ESE)

. . 6
(3 +*0)xuonoaup = 1 N__Aimrmz_v__xﬁz\w.vvm;v -3 sninwns youess |eqo|
ani| = osazpassed L Ox(N/L-1)=,8 001 OU
oy K\ LD ey = [P
SN _sN
T (“p)sooxuonoauip =+ ﬁm_ _x:/“\r _P,_v =1

(‘g)uisxuonosuip =+ N uol}Ipuod
sseooud
ajels

(3 + '0)xuonoalip = 1 <——bunes == uonoyasid spow

yoless [e00]



39

center of a cluster of food sites—the center of foods (COF); it is at this location
where the path integrators begin to accumulate. When only one food site is present,
the COF coincides with the food site and the model integrates from that location,
as in the FR and FR’ models. However, when the fly encounters a second food
site, it shifts the origin of its search to a location between the two food sites. To
distinguish new food sites from previously encountered sites, the simulated fly also
calculates the rough size of the food patch, €. If the fly encounters a food site when
its integrator exceeds &, both the integrators and ¢ are updated such that the origin
is always at the COF. The model implements a simple algorithm to place the COF
at the center of mass of all known food sites and to calculate € as the distance from
the COF to the outermost food site. We are not inferring that this is a biologically
plausible mechanism by which such calculations might be implemented—indeed,
many simple mechanisms are possible to maintain an estimate for the center of the
food patch. The important distinction is that, in the CR model, the fly can estimate
the center of the food sites it has encountered and this calculation requires some
short-term memory; its behavior cannot be explained by a reflexive action to the last
food site visited. Despite the fact that the model parameters were determined via
a grid search on the one food configuration dataset, both the FR’ and CR models
do a reasonable job of recapitulating the flies’ behavior in a two-food geometry, in
that KDEs of the run midpoint distributions are unimodal during both the AP and
post-AP periods (Figures 2.TTF and 2.TTG).

To test between the FR’ and CR models, we modified the arena to feature three food
zones, spaced 4.5 body lengths apart (Figure [2.14]A). We changed our optogenetic
protocol such that, at the end of the AP, we disabled all but one of the food zones,

which remained active for just one single additional visit (Figure 2.14B). The FR’
and CR models make very different predictions under these conditions. In the FR’
model, the position of the expected run midpoint during the post-AP is strongly
dependent upon the position of the last food site encountered, whereas this is not the
case with the CR model. As shown in Figure[2.14] the run midpoint KDEs measured
from real flies are indistinguishable in the three experimental conditions (final food
at top, middle, or bottom position), and were centered at a point corresponding to
the middle food site, which matches the prediction of the CR model. These results
support the basic assumptions of the CR model, which is that the fly can somehow
retain and update a memory of the center of the food patch over time as it zig-zags
back and forth across the individual food sites, and this memory is not dependent

on the location of the last active food site it encountered. The CR model also
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successfully recapitulates flies’ behavior in reinitiating the search after completing

one or more circles around the arena (Figure 2.15]).
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Figure 2.14: Flies reset their path integrator at the center of a cluster of fictive food sites.

(A) Schematic of the annular arena with three food zones, spaced 4.5 body lengths apart.

(B) Schematic of the experimental paradigm. At the conclusion of the AP, two of the food zones were disabled
while one food zone remained capable of providing an additional single optogenetic pulse. For each trial, the
final operational food zone was designated to be either the bottom, middle, or top. For trials where the final 3
or more runs during the AP spanned all three food zones, we calculated the KDE of the run midpoint during
the post-AP.

(C-E) Example trajectories of the FRO model fly searching across three food zones in which the final food
stimulus is in either the bottom (C), middle (D), or top (E) position.

(F) Normalized KDE of the run midpoint in the post-AP period for FRO model (n = 300 simulations). Shaded
regions indicate 95% confidence intervals.

(G-J) As in (C)—(F), for simulations using the CR model (n = 300).

(K-N) As in (C)—(F), for fly data (N = 45 flies, n = 166 trials).
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Figure 2.15: The CR model recapitulates fly re-initiation of local search at a former fictive food site after circling
the arena.

(A) As in Figure[2.3B, for simulations using the CR model (n = 300).

(B) As in Figure[2.5E, for simulations using the CR model (n = 300).

(C) As in Figure[2.5F, for simulations using the CR model (n = 300).

(D) As in Figure @p, for simulations using the CR model (n = 300).

2.4 Discussion

In this chapter, we developed a novel assay to study path integration during foraging
in Drosophila, which provides quantitative insight into a behavior that is more
difficult to analyze in a simple open field arena. We induced local search in a
ring-shaped channel by optogenetically stimulating sugar receptors whenever the fly
occupied one or more arbitrarily defined food zones. Local searches in this arena
manifested as a persistent zig-zag pattern in which flies iteratively walked away
from and back to the food zone (Figures [2.1B and [2.1C)—a pattern that persisted
even after the optogenetic stimulation was no longer provided. After the optogenetic
activation was disabled, the flies continued to walk back and forth around the site
where they had experienced food. Although we cannot directly measure what is
going on in the brain of a freely walking animal, we derived a convenient proxy
for the flies’ spatial memory by constructing a KDE based on the midpoints of the
back and forth runs. An examination of the KDE in any given period provides a
clear measure of where in the arena a fly was centering its search. In experiments in
which the flies were presented with just one food site, this KDE function remained
centered at the single food location after the activation protocol was switched off
(Figure[2.4D). In experiments in which we presented the fly with two food sites, the
peak of the KDE moved to a point midway between two food locations (Figure[2.9B).

These data suggest that the flies adjust their integrator such that the zero location is
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midway between two food sites, even though there is no sensory stimulus associated
with that location. This interpretation is consistent with the agent-based modeling
we performed, in that only the CR model, which maintains the zero location of both
of the path integrators used to keep track of the simulated fly’s position at a location
in between food sites, could recapitulate the behaviors we observed (Figures [2.11
and [2.14). This apparent ability to center the idiothetic integrator at a location not
directly linked to a sensory stimulus identifies a hitherto unknown capability of the

navigation system in Drosophila.

In nearly every fly we examined, individuals did not give up local search gradually,
but rather executed what we termed a departure run, which was substantially longer
than all previous runs in the post-AP (Figures 2.4A{2.4C). This suggests that the
behavioral state of the fly may change over the time course of several minutes after
it stops receiving a food stimulus. Nevertheless, in a smaller circular arena, we
found that some flies reinitiated a local search at the food site after traveling one or
more times around the circumference of the chamber (Figure [2.5), indicating that
they retained a spatial memory of the food location and presumably had not changed
in physiological state to the point that they had given up their search for the food.
Whereas the short back-and-forth motions of the fly around the food site during the
AP and post-AP might be explained by simple one-dimensional odometry, the flies’
ability to recognize the food site after circling the arena cannot. Such a feat instead
requires that flies integrate azimuthal heading information with odometry to perform
true two-dimensional path integration. Because our experiments were conducted in
the absence of visual or chemical cues, and the results were robust to manipulations
such as switching the location of the food stimulus on a trial by trial basis (Figure
[2.5), we presume flies measure their translation in the arena via idiothetic self-
motion cues, such as proprioception or efference copy of motor commands [17].
The obvious candidate locus for the computations associated with our hypotheses is
the central complex (CX), a set of unpaired neuropils in the core of the insect brain
[9,177,133]]. Recently, work on CX neuroanatomy [14,/18]] and physiology [15,20,36]
has characterized a network of neurons that encode compass-heading, leading to
models wherein these circuits provide the angular heading information required
for path integration. Although mechanisms by which odometric information is
encoded and read out by the CX have been proposed [1}, 21, 22} 133]], none have yet
been explicitly tested via genetic or physiological manipulation of behavior.

Our experimental setup in which the flies are restricted to a narrow, dark channel

is similar in some regard to the heat box paradigm developed by Wustmann and
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colleagues [47]. In that apparatus, flies avoid one half of the chamber that is
heated to an aversive temperature and retain the avoidance after the temperature
stimulus has been removed. This avoidance has been interpreted to depend on
path integration, and clever use of this assay in combination with genetic tools has
implicated populations of serotonin cells in the central brain as being critical for
place memory [48]. Ofstad and coworkers [26] presented another aversive spatial
memory paradigm, based on prior work in cockroaches [24], in which flies learn
the position of a cool patch within a hot circular arena using visual cues. Genetic
silencing experiments using that paradigm implicated the ellipsoid body (EB) as
being critical for place memory. The implication of the EB in this place memory
paradigm makes sense in light of more recent work demonstrating the existence of a
compass cell network within that structure. The paradigm described in this chapter
is different in that the stimulus (optogenetic activation of sugar receptors) that drives
the formation of spatial memory is attractive and relies on the behavioral modules
employed during foraging behavior rather than those associated with heat avoidance.
However, the difference in the representation of attraction and aversion in the CX
remains unclear, as does the driving force for resetting the path integrator to a target
location. Our assay also provides precise control over the presentation of such
stimuli, enabling for the interrogation of the time course of the formation of spatial
memory. To systematically test the time course, one might dynamically control the
two food sites to see, for example, how many experiences with a second food site are
required for the fly to exhibit a two-food search modality in the post-AP. Anecdotally,
we observed two-food searches in the post-AP after very few experiences with the
second food site or after periods in which the fly has reverted to a one-food search in
the AP (Figure [2.10)), but a formal analysis of these temporal dynamics was beyond
the scope of the current study.

Unlike a prior computational model of path integration by Stone and coworkers [33],
our agent-based, state-transition models are not constrained by neural architecture
and physiology. However, their output may be directly compared to those of actual
experiments, allowing us to probe whether the flies” behavior might require certain
cognitive capabilities. Further, the models were not only testable but endowed with
predictive power, such that the generation of models satisfying the one food dataset
inspired experiments to distinguish between these models. With much effort, we
tried to build a model (i.e., our FR’ model) that could explain a fly’s ability to
center its search around a location in the middle of two food sites based only on

path integrators that re-zero at the location of food. However, the FR’ model
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unambiguously failed to predict the results of our three food experiments, which
instead indicate that the flies’ spatial memory is not determined by the location of
the last active food site it encountered (Figures 2.TTC and [2.14)). As suggested by
the success of the CR model, flies appear to accumulate experience while foraging

to develop some internal sense of the food patch’s center.

Although the CR model successfully recapitulates all aspects of the flies” behavior,
its neural implementation is not clear. Performing a search around a central location
in a cluster of food sites, as in the two- and three-food experiments, can be explained
by at least two mechanisms. First, given the ability of honeybees to count landmarks
[13]] and trapline across multiple food sites [34]], the flies could be treating multiple
food sites as individual loci within a larger food patch and adapting their search
to cover the entire patch. This mechanism could require that flies have memory
of multiple food locations, but a more parsimonious explanation may be that only
the central place is stored and each food experience reinforces or updates the place
memory of the central location. Alternatively, the food sites could be interpreted
as a single food source with high uncertainty in its location; in accordance with
optimal foraging strategies, the maximal search radius of the fly would increase with
uncertainty as the square root of the time since the last food encounter [6} 23] 38]].
This hypothesis is consistent with our observation for the increase in run lengths
at the beginning of the post-AP, but not with the plateau seen later in the post-AP
(Figure[2.3E). Furthermore, whereas zeroing the path integrators in the models refers
to resetting the integrated value to zero, the corresponding biological mechanism is
likely more complex. The second mechanism suggested here—that the food sites
are interpreted as a single location with high uncertainty—could be explained by
an incomplete zeroing of the path integrators upon discovery of the second food
site. If memory decay is mediated by, for example, time spent feeding, then residual
memory might decay insufficiently to center the search at the new food site and
instead cause the fly to search over a central location. Modeling the possibilities
separately (as opposed to a general central place model presented here) combined
with experiments (e.g., presenting stimuli of differing reward strengths or durations)

could help distinguish between these possibilities.

In all the experiments reported in this chapter, we constrained flies to an annular
arena, simplifying the complex, tortuous paths of flies performing local search in an
unconstrained environment to sequences of runs separated by changes in direction
(i.e., reversals). The convenient linearization of the behavior allowed us to focus

much of our analyses and modeling on the reversals, events for which there is
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no direct equivalent in open field arenas. Even so, reversals likely correspond to
behaviors seen in the local searches of unconstrained flies. For example, in an
open arena, flies typically walk in straight lines interspersed with discrete changes
in direction, which can be as small as a few degrees or as large as 360° [10, [19].
Reversals in the annular arena could correspond to the fly attempting to turn by
an angle above a certain threshold. Another possible explanation is that the flies
accumulate their changes in direction and reverse course when the accumulated
attempted turn angle reaches a threshold. A third possibility is that the reversals are,
in fact, unrelated to turn angles in open arenas; rather, the fly executes a reversal
when it has reached the maximal distance away from the food site it is willing to

venture within the channel.

In sum, we have developed high-throughput assays to quantitatively measure path
integration in Drosophila, with the ability to quantify spatial memory by measuring
the midpoint locations of the runs executed by the animals. The results support the
hypothesis that flies employ path integration during foraging behavior, and that they
can use this system to center their search at a featureless location situated in between
food sites. Future studies might employ these assays, in combination with genetic
manipulation of neural activity, to further unravel the neural mechanisms of path

integration.
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2.5 Methods and materials

Experimental model and subject details

We conducted all experiments using 3-to-6-day-old female Drosophila melanogaster
reared in darkness at 22°C. We reared the flies on standard cornmeal fly food
containing 0.2 mM all trans-Retinal (ATR) (Sigma-Aldrich) and transferred flies
0-2 days after eclosion onto standard cornmeal fly food with 0.4 mM ATR. We
supplemented the standard cornmeal food with additional yeast. We obtained the
flies by crossing Gr5a-Gal4 male flies with UAS-CsChrimson female virgin flies.
Prior to experiments, we wet-starved flies by housing them for 24-40 hours in a
vial supplied with a tissue (KimTech, Kimberly-Clark) containing 1 mL of distilled
water with 800mM ATR, and dry-starved flies for up to 150 minutes, including a

45-t0-90-minute acclimation period in the experimental arena.

Behavioral experiments with walking flies

We conducted all experiments in a 40 mm-diameter annular arena, except for exper-
iments in Figure[2.5] where we used a 20 mm-diameter annular arena to increase the
likelihood that flies would complete full revolutions during the post-return period.
We constructed the arenas from layers of acrylic with insertable acrylic discs to
create the annular channel (4 mm wide and 1.5 mm high). The width of the channel
provided sufficient space for flies to walk forward, backward, or turn around at any
point in the arena. The channel’s low height encouraged the fly to walk either on the
floor or the ceiling, rather than the walls of the channel. Anupward-directed, custom-
made array of 850 nm LEDs, covered by a translucent acrylic panel, was situated 12
cm beneath the arena to provide backlighting for a top-mounted camera (blackfly,
FLIR) recording at 30 frames per second. For optogenetic stimulation, we positioned
upward directed, 628 nm LEDs (CP41B-RHS, Cree) at the center of each food zone,
8.5 mm beneath the arena floor. We covered the chamber lid with a 3 mm thick long-
pass acrylic filter (color 3143, ePlastics). The chamber floor was transparent to allow
for optogenetic stimulation, and a filter (#3000 Tough Rolux, Rosco Cinegel) was
situated beneath the chamber to diffuse the red light used for stimulation, resulting
in $300 W of illumination at the arena floor. The camera, fly chamber, optogenetic
lighting panel, and background lighting panel was held within a rigid aluminum
frame (80/20) covered with black acrylic to block any external light. We tracked
the 2D position of the fly in real time using a python-based machine vision system
built on the Robot Operating System (http://florisvb.github.io/multi_tracker). We
customized the tracking software to implement closed-loop control of optogenetic


http://florisvb.github.io/multi_tracker
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stimulation via an LED controller (Arduino Nano). During our initial experiments,
we cleaned the behavioral chamber with 100% ethanol after each trial and allowed
it to dry before reuse. However, because ethanol causes cracks in the acrylic parts,
we stopped using ethanol and instead cleaned the chambers with compressed air.
We did not observe any difference in fly behavior between the two cleaning methods

(data not shown).

For each experiment, we aspirated a single fly into the behavioral chamber, allowing
it to acclimate for 45-90 minutes. The final minutes of this acclimation period
correspond to the baseline period in our analyses. Following acclimation, exper-
iments consisted of a specified time-course of activation periods (APs) and post
activation-periods (post-APs). During APs, the LED beneath each food zone was
turned on for 1 s whenever the centroid of the fly occupied its virtual perimeter ( =
2.6 BL or 1.3 BL for the small arena experiment in Figure[2.5). Because optogenetic
activation of sugar sensors inhibits locomotion [10], each 1 s pulse was followed by
a 15 s refractory period during which the LED remained off, regardless of the fly’s
position. During the baseline period and post-APs, food zones were not operational,

such that flies could not receive optogenetic activation.

For experiments with multiple APs (as in Figure[2.1)C), each AP and subsequent post-
AP was treated as a single trial. For all experiments with a 40-min AP (e.g.,[2.1B),
data were discarded if the fly moved less than 10 cumulative body lengths during
the first 20 minutes of the AP (n = 3 flies discarded). For all trial-based experiments
(e.g., 2.IC), trials were discarded if the fly moved less than 10 cumulative body
lengths during the AP (n = 22 trials discarded).

For experiments in Figure [2.5] to discard the possibility that flies were able to find
food zones by sensing temperature gradients generated by the LEDs, one of the
control zones was outfitted with an LED. When food stimuli were presented, the

LEDs at both food zones as well as this control zone were turned on.

During experiments in Figure [2.14] we encouraged flies to expand their search to
span all three food zones by using an altered protocol during the AP in which we
disabled each food zone after it was encountered by the fly for the first time; after
the fly had encountered all three food zones, all the food zones became operational

and remained operational for the remainder of the AP.

Agent-based models without odometric integration
The random sampling and Lévy flight models simulated post-AP search by drawing

from natural statistics derived from fly search trajectories. For the random sampling
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model, run lengths were randomly sampled with replacement from the fly post-AP
run lengths in Figure[2.4)A (excluding the departure run). For the Lévy flight model,
a Lévy distribution was fit to the same data using the function stats.levy.fit() from

SciPy, and run lengths were drawn randomly from the resulting distribution.

Agent-based models featuring odometric integration

The food-to-reversal (FR), food-to-reversal’ (FR’), and center-to-reversal (CR) inte-
gration models are graphically described by the state transition diagrams in Figures
2.8] 2.12] and 2.13] The fly is simulated as a point-mass within a virtual envi-
ronment (Figure 2.8A) consisting of an annular channel, 52 body lengths (BL) in

circumference. The environment includes one or more food zones (1 BL in length)

at specified locations along the linear channel. Similar to our experiments with real
flies, whenever the simulated fly enters a food zone in the simulated environment,
it receives a 1 s food stimulus, followed by an 8 s refractory period during which
the simulated fly cannot receive a food stimulus; whereas the refractory period is
briefer in the simulations than in experiments with real flies, comparisons of tem-
poral aspects of the two systems are somewhat arbitrary because the walking speed
of simulated flies is defined artificially. When walking, the fly moves 1 BL per time
step, corresponding to 0.5 s (i.e., the simulated fly walks at 2 BL s™1).

The fly is initialized at the O BL position, in the counterclockwise orientation, and
the simulated environment (Figure [2.8JA) is initialized in the food-off state. The
fly’s integrators are initialized with a value of 0 and the fly’s target run length value,
r;, 18 initialized to 0. When the environment is in the food-off state, at each time
step, the system checks whether the current time is during the AP, whether the
current time is not during a refractory period (i.e., whether the time since the last
food stimulus exceeds the duration of the refractory period), and whether the fly
occupies a food zone; if all of these conditions are satisfied, the food stimulus is
turned on and the environment enters the food-on state. When the environment is in
the food-on state, at each time step, if the food stimulus has been on for the duration
of the specified stimulus duration (1 time step), the food stimulus is turned off and
the environment returns to the food-off state. The state transition diagram described
in Figure [2.8/A—with varying food zone positions as well as varying baseline, AP,
and post-AP durations—is used to simulate the environment in all the models (FR,
FR’, and CR).
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Food-to-reversal integration model

In the food-to-reversal (FR) model (Figure[2.8B), the simulated fly is able to measure
walking distance using two integrators—one integrator measuring displacement
along the North-South axis, /s, and a second measuring displacement along the
East-West axis, Igw. These directions are defined within the simulated fly’s reference
frame, rather than a global reference frame in the simulated environment; that is,
while the environment imposes a global reference frame, the simulated fly constructs
its own map of space agnostic to the absolute directions an observer may impose
(e.g., the simulated fly may assign North to the direction an observer would call
West). The simulated fly is able to store and retrieve its previous action—either
a reversal or an eating event. The simulated fly is initialized in the global search
mode in the walking state, where it moves forward 1 BL at every time step. When
the fly receives a food stimulus, it transitions to the eating state in the local search
mode. The fly remains in the local search mode for the remainder of the simulation.
While the fly continues to receive the food stimulus, it remains in the eating state.
Upon delivery of a food stimulus, the simulation is advanced 10 time steps, during
which the fly remains stationary, which mimics the locomotory pause induced by
activation of sugar-sensing neurons in Drosophila. While flies exhibit more complex
behaviors when walking in the absence of food stimuli (e.g., pausing, changes in
walking speed) and in response to food stimuli (e.g., proboscis extension), the
models aimed to reduce the behavior to its simplest form to exclusively interrogate

the bounds of integration, so these more complex modalities were ignored.

Upon the termination of the food stimulus in the FR model, the fly selects a new
target run length, r;, by drawing a value from C/, the distribution of food-induced
run lengths. As described in a subsequent section, it is not possible to directly
observe C in data from real flies, and we therefore derived this distribution via an
optimization procedure that fits our model to data. Upon termination of the food
stimulus in the FR model, the integrators are both set to zero, such that the food
site serves as the origin of the fly’s search. This behavior is in accordance with
traditional PI models, wherein the integrators are zeroed at the origin of search and

a maximal excursion distance is selected.

Having responded to the food stimulus, the simulated fly sets its previous action
to an eating event and transitions to a walking state. At each time step while in
the walking state, the fly moves forward 1 BL and the integrators are incremented
by decomposing the step into orthogonal components along the North-South and

East-West axes using trigonometric functions of the fly’s heading direction, ;. The
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fly receives its heading direction from the environment at every time step rather than
including a mechanism in the model for the fly to determine its heading based on

idiothetic or allothetic cues.

The fly recalls whether a full revolution has been made since last passing the food
site to reinitiate the search after full revolutions. In these cases, a run length has
been selected which exceeds the maximum possible integrator value when the fly is
constrained to the circle, so the fly will never perform a reversal and, in the post-AP,
never select a new run length. When the absolute value of the heading angle exceeds
3 rad (172°), the fly recognizes that a full revolution has occurred. Alternatively, if
the absolute value of the heading angle falls below 0.15 rad (8.6°) and a full revolution
has occurred, the fly has returned to the food site and, accordingly, chooses a new
run length, zeroes its integrators, and sets the full revolutions variable to False. In
essence, this feature of the model enables the simulated fly to recognize its return
to the food site despite not having made a reversal, choose a new run length, and

resume search accordingly.

The fly continues walking until the Euclidean norm of the integrators equals or
exceeds its current target run length, r;. At this point, a new target run length is
selected based on the fly’s previous action. If the previous action was an eating event,
r; is defined to be the sum of the value of the Euclidean norm of the integrators and a
value drawn from Cy; this ensures that the search stays centered over the food zone.
On the other hand, if the previous action was a reversal, r; is defined to be the sum of
the Euclidean norm of the integrators and a value drawn from Cy, the distribution of
the differences in lengths between consecutive runs. As described in a subsequent
section, we determine C, via an optimization procedure that fits our model to data
from real flies. After the selection of a new target run length, walking direction is
reversed and the integrators are zeroed. The fly remains in the walking state and
returns to the eating state if it receives a food stimulus. This is in accordance with
traditional path integration models, wherein the agent only searches within a certain
distance from the origin; constrained to a one-dimensional environment, the agent

executes a reversal when this limit is reached.

Food-to-reversal’ integration model

In the food-to-reversal’ (FR’) model (Figure [2.12), the simulated fly measures
walking distance using four integrators—one integrator for displacement in each
direction: North, South, East, and West (I, Is, Ig, and Iy, respectively). The

FR’ model would not function with only two orthogonal integrators because the
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simulated fly must keep track of two distances to accomplish local search during the
post-AP in environments with multiple foods: the distance between the foods and
the distance walked since the last reversal. In a two-food configuration, for example,
immediately preceding a reversal, the integrators in the previous direction of travel
will store the distance to the further food site and the opposing integrators will both
be zero. After the reversal, the integrators storing the distance to food will begin to
decrement and the others will increment. Upon encountering the closest food site,
the first set of integrators will then exactly equal the distance between the food sites,
whereas the second set of integrators will recall the distance from the reversal to
the current location. Thus, the model measures the distance from the reversal, as
did the FR model, while still recalling the distance between food sites in multiple
food configurations. Like the FR model, however, feeding sites remain the locations

where all integrators re-zero, but with differences described more fully below.

Upon the termination of the food stimulus in the FR’ model, the fly selects a new
target run length, r;, based on the fly’s most recent previous action. If the fly’s most
recent action was a reversal, then r; is defined to be the sum of /,,, a value computed
as the Euclidean norm of the two integrators opposing the current direction of travel,
and a value drawn from C, all integrators are set to zero, and 6, the food site heading
angle, is set to the current heading angle. This course of action represents the fly
responding to having received its first food stimulus since performing a reversal;
in the FR’ model, the first food stimulus after a reversal is treated as the origin
of search, so the integrators are zeroed and a run length is selected accordingly.
Similarly, if the most recent action was a full revolution, r; is a value drawn from
Cy, the integrators are zeroed, and the food site heading angle is set to the current
heading angle; this course of action represents the fly encountering a food site after
performing a full revolution around the circle. On the other hand, if the fly’s most
recent action was an eating event (the only possible action other than a reversal or
a full revolution) and the difference between the current target run length and the
value of 1, a value computed as the Euclidean norm of the two integrators aligned
with the current direction of travel, is below 1 BL, then the new target run length,
rs, 1s defined to be the sum of the value of whichever integrator is highest and a
value drawn from C; this course of action represents the simulated fly interpreting
the food stimulus as a new food location and extending its run length to expand its
local search to encompass the new food in addition to the prior food(s). Finally, if
none of the conditions holds, the fly does not select a new target run length; this

course of action represents the fly encountering a food site that has been previously
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experienced and which the search has already been expanded to encompass. In sum,
the fly sets the first food site after a reversal as the origin of its search, does not
change the origin in response to additional food sites on that run, and only extends

the run length if a previously unexperienced food site is encountered.

Having responded to the food stimulus, the simulated fly sets its previous action
to an eating event and transitions to a walking state. At each time step while in
the walking state, the fly moves forward 1 BL and the integrators are incremented
accordingly with a minimum value of zero. The mechanism for identifying and
responding to full revolutions is similar to that of the FR model; here, however, the
fly uses the difference between the heading angle and the food site heading angle
such that a full revolution is only identified when the fly’s position diametrically

opposes the position of the food site.

As in the FR model, the fly executes a reversal when it reaches the target run
length, the maximal distance from the origin of search it is willing to venture.
Algorithmically, this distance is identified as I; equaling or exceeding r,. At this
point, a new target run length, r;, is selected based on the fly’s previous action. If
the previous action was an eating event, r; is defined to be the sum of the value of
I; and a value drawn from Cy; this ensures that the search stays centered over the
food zone(s). On the other hand, if the previous action was a reversal, r; is defined
to be the sum of /; and a value drawn from Ca. After the selection of a new target
run length, walking direction is reversed. As the integrators are strictly positive, the
integrators in the direction of travel following a reversal are always zero, so a formal
zeroing step is not required. The fly remains in the walking state and returns to the

eating state if it receives a food stimulus.

Center-to-reversal integration model

In the center-to-reversal (CR) model (Figure [2.12), the simulated fly is able to
measure walking distance using just two integrators, Iys and Igy. Furthermore,
the simulated fly is able to store and retrieve its previous action—either a reversal
or an eating event. As in the FR and FR’ models, the fly is initialized in the global
search mode in the walking state and transitions to the local search mode, eating
state upon receiving a food stimulus. The fly remains in the local search mode for

the remainder of the simulation.

After receiving a food stimulus, the fly stays in the eating state until the termination
of the food stimulus, at which time it transitions to the walking state. If the fly’s

previous action was eating, a new run length is selected as the sum of a value drawn
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from Cy and €, a term that represents its rough estimate of the expanse of the food
region encompassing multiple food sites. If the Euclidean norm of the integrators
exceeds €, the fly recognizes that it has encountered a new food site and adjusts
its integrators such that the origin of its search is at the center of mass of the food
sites. Additionally, € is adjusted to exceed the distance from the center of mass
to the outermost food site. To accomplish this, it increments N, the total number
of food sites present, by one, and updates the integrators and origin heading angle
by multiplying them by a factor of 1 — % . This effectively shifts the center of
mass by the current integrator value along its axis divided by the number of food
sites, such that the center location is always the average location of all known food
sites. The expanse, €, is also updated by multiplication of the Euclidean norm of
the integrators by the same factor, and a further multiplication by 1.5 to ensure the

expanse encompasses all food sites regardless of numerical errors.

Having responded to the food stimulus, the simulated fly sets its previous action to
an eating event and transitions to the walking state. While walking, the integrators
are incremented via orthogonal components of the step length as in the FR model.
When the Euclidean norm of the integrators falls below one, a new target run length
is selected such that if the fly performs a full revolution, it reinitiates the search at

the center of the food site.

As in the previous models, when the Euclidean norm of the integrators exceeds the
target run length, the fly performs a reversal. The new target run length is defined to
be the sum of the expanse and a value drawn from C, the direction is reversed, and
the fly returns to the walking state. The fly remains in the walking state and returns

to the eating state if it receives a food stimulus.

Run length distributions for odometric integration models

In all three models, the simulated fly selects a new target run length following a food
stimulus by sampling from the food-induced run length distribution Cy ~ N (uy, o7y.
To select a new target run length following a reversal, the FR and FR’ models
sample from Cp ~ N (ua, ca—the distribution of the difference in length between
consecutive runs—whereas the CR model always draws from C; when selecting a
new run length, regardless of previous actions. Whereas the sampled distributions
are analogous to the observable statistics of Drosophila local search, they cannot be
derived from fly data, because we cannot directly measure target run length in a real
fly. For example, when a fly encounters a new food location and continues walking

several body lengths before performing a reversal, the resulting total run length
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might be the sum of the original target run length (selected prior to encountering
the new food) and an additional run length induced by the new food stimulus;
therefore, we cannot directly measure the true value of either component of the
fly’s algorithm. Instead, we determined the distribution parameters by performing
a grid search over the parameter space to minimize a cost function (Equation [2.1).
At each point in the grid search, the model was run 250 times in the one food
configuration. The cost function was designed to minimize the differences between
the statistics of Drosophila local search and those of the given model. Given
N parameters we sought to match between the data and simulations, we fit an
appropriate distribution (e.g., inverse Gaussian) to the i’ parameter to get the
distribution p; ~ X;(xi1,xi2,...,X,), such that the distribution is governed by
M; values. We fit the distribution to both the data and the simulations, yielding
pfl ~ X,-(xfl,xl.‘fz,...,fo) for the data and p! ~ Xi(xiil,x;iz,...,x;?M) for the
simulations (where d and s denote ‘desired’ and ‘simulated’, respectively). We
then calculated the total cost across all parameters, normalizing for the number of
values governing each distribution:

i x*sj

1 M; : 2
Cost:ZﬁZ(E—l) . 2.1)
J

i=1 b j=1
The relevant parameters we sought to match between the data and simulations were

the excursion distances (DdO ~ IG(u = 0.282,1loc = —0.675, scale = 21.9)), the run

lengths in the post-AP (r]”f,,post_AP ~ 1G(u = 0.543,1loc = —0.672, scale = 33.5)), and
the location of run midpoints (M;; ~IG(u =0.910,loc = —-0.211, scale = 1.79) and
Mgost_AP ~ IG(u = 1.32,1oc = —0.368, scale = 2.98)). These values were derived

using SciPy’s stats.invgauss.fit() function. The distributions used in the FR model
were Cr ~ N (s = 4.125, 0 = 2.626) and Ca ~ N (ua = 0.03125, 04 = 1.875).
The distributions used in the FR’ model were Cy ~ N(uy = 2.,0 = 2.25) and
Cpa ~ N(ua = —0.1875,0a = 2.5). The distributions used in the CR model were
Cy ~N(uy=1.75,07=3.). The final cost for the FR model was ~ 76.1, the final
cost for the FR’ model was 2.14, and the final cost for the CR model was 3.06.

Behavioral analysis of walking flies

The dataset for each experiment consisted of an array of X and Y coordinates
representing the 2D positions of the fly, as well as an array of LED states (on or
off) for each food zone. Data were sampled at ~30 Hz. We converted the positional
coordinate of the fly to an angular position in the ring-shaped arena and treated

the fly as a point mass along the circumference of the arena. The beginning of
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each AP was defined as the first food stimulus, and the end of each AP (and the
beginning of the subsequent post-AP) was defined as the final food stimulus. To
process data, we discarded occasional frames where the fly was either not tracked,
where a second object was tracked in addition to the fly (e.g., fly poop), or where the
tracked position jumped more than 3 mm within two consecutive frames (e.g., due
to sporadic tracking of another object). Because the position of food zones varied
slightly due to variations in the fabrication and assembly of arenas, we defined the
center of each food zone for each experiment as the midpoint between the extrema

of fly locations at food stimulus events associated with the food zone.

Quantification and statistical analysis

We generated all figures using the python library matplotlib. Throughout the chapter,
we calculated the 95% confidence intervals using built-in SciPy statistical functions
to compute the standard error of the mean and the Student’s t-distribution. For the
statistical significance analysis, we used distributions of mean values generated by

2000 bootstrap iterations.
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Chapter 3

A POPULATION OF DESCENDING NEURONS REQUIRED
FOR THE OPTOMOTOR RESPONSE IN FLYING DROSOPHILA

Emily H. Palmer, Jaison J. Omoto, and Michael H. Dickinson. The role of a pop-
ulation of descending neurons in the optomotor response in flying Drosophila.
bioRxiv, 2022. doi: https://doi.org/10.1101/2022.12.05.519224.

E.H.P. and J.J.O performed all experiments under the supervision of M.H.D. E.H.P.
developed the computational models. E.H.P. and J.J.O. analyzed data and prepared
all figures. E.H.P,, J.J.O., and M.H.D. wrote the paper.

3.1 Abstract

To maintain stable flight, animals continuously perform trimming adjustments to
compensate for internal and external perturbations. Whereas animals use many
different sensory modalities to detect such perturbations, insects rely extensively
on optic flow to modify their motor output and remain on course. We studied this
behavior in the fruit fly, Drosophila melanogaster, by exploiting the optomotor re-
sponse, a robust reflex in which an animal steers so as to minimize the magnitude of
rotatory optic flow it perceives. Whereas the behavioral and algorithmic structure of
the optomotor response has been studied in great detail, its neural implementation
is not well-understood. In this chapter, we present findings implicating a group of
nearly homomorphic descending neurons, the DNg02s, as a core component for
the optomotor response in flying Drosophila. Prior work on these cells suggested
that they regulate the mechanical power to the flight system, presumably via con-
nections to asynchronous flight motor neurons in the ventral nerve cord. When we
chronically inactivated these cells, we observed that the magnitude of the optomotor
response was diminished in proportion to the number of cells silenced, suggesting
that the cells also regulate bilaterally asymmetric steering responses via population
coding. During an optomotor response, flies coordinate changes in wing motion
with movements of their head, abdomen, and hind legs, which are also diminished
when the DNg02 cells are silenced. Using two-photon functional imaging, we show
that the DNg02 cells respond most strongly to patterns of horizontal motion and that

neuronal activity is closely correlated to motor output.
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3.2 Introduction

As flying animals navigate through space, they must constantly integrate sensory
information to ensure they maintain stable flight along their desired trajectory.
Studies on the behavioral algorithms that flying insects use to adjust for internal
and external perturbations have demonstrated their ability to maintain constant
groundspeed in the face of variable wind speed [6, 21} 24], reject applied body
rotations [2, 33, 40], and sustain flight despite having extensive wing damage [28]].
Much recent research on flight control has focused on the fruit fly Drosophila
melanogaster due to its robust behavior in tethered flight arenas [15] and the vast
array of genetic tools available in this species [36]]. Collectively, these efforts provide
a broad overview on the basic algorithmic structures of insect flight control systems
[8]].

To study flight stabilization, researchers often exploit the optomotor response, a well-
characterized behavior in which a fly reflexively steers so as to minimize the optic
flow it perceives. The optomotor response is typically quantified by measuring
either the yaw torque generated by the wings [16] or the bilateral difference of
the wingbeat amplitude [18], which is strongly correlated with torque [38]. This
simple psychophysical paradigm has enabled the investigation of how the fly’s motor
response varies with a large set of input parameters, including the spatiotemporal
structure of the optomotor stimulus [9, 38], mechanosensory cues from wind [4, 14,
26], or imposed body rotations [7, [12]. Studies on the Drosophila visual system
have provided insight into the computations used to translate information from
photoreceptors in the retina to the lobula plate tangential cells (LPTCs), neurons
that are likely relevant to flight stabilization because they encode different patterns
of wide-field optic flow [13, (19} 22,|35]], but the neuronal circuits downstream of the
LPTCs to the motor systems have remained largely elusive. A detailed description
of the mechanical response and muscle systems underlying the response follow in
Chapter 4.

Whereas the optomotor response has been studied in great detail at the behavioral
level, the details of the sensory-motor pathways that underlie it remain largely
unknown, especially the means by which wide-field visual motion is conducted to
the motor centers in the ventral nerve cord (VNC). Recent work morphologically
classifying a large fraction of the descending neurons (DNs) provides a useful
starting point for investigating how sensory information from the brain is transformed
into motor commands in the VNC [29]. Building from this, Namiki and colleagues

[30] performed an optogenetic activation screen on a set of driver lines selectively
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targeting different DNs and identified a class of nearly homomorphic neurons, the
DNg02s, as a candidate for encoding commands relevant to flight control. Unlike
many identified DNs, which exist as single bilateral pairs of the cells with stereotyped
morphology, the DNg02 cells constitute a large set of nearly homomorphic cells.
The potential role of the DNg02 cells in flight control was identified via optogenetic
activation of the neurons in tethered flying animals, using a collection of driver
lines that targets different numbers of DNg02 cells. The change in bilateral stroke
amplitude elicited by the optogenetic stimulus was linearly correlated with the
number of cells activated, suggesting that the fly might employ the DNg02s in a
population code to regulate wingbeat amplitude and total mechanical power over
a large operating range. One hypothesis for the large number of DNg02 cells is
that they collectively provide both the dynamic range and the motor precision that
is required for flight control. Whereas the ability to fly straight with damaged
wings requires that flies maintain large bilateral differences in wing motion [28],
these kinematics must be regulated with extreme precision because of the strong
nonlinear influence of wing length and speed on aerodynamic forces and moments
[L1].

In this chapter, we present the results of extensive experiments to further elucidate
the role of the DNg02 neurons in flight stabilization. By genetically silencing the
DNg02 cells, we show that the magnitude of the optomotor response is diminished
in proportion to the number of pairs silenced, providing support for the population
coding hypothesis. These results indicate that these neurons are necessary for the
optomotor response, insofar as they are required for the response to reach its full
magnitude. We employed two-photon functional imaging of DNg02 neurons in
an array of different driver lines, confirming that this cell class exhibits bilaterally
asymmetric responses to visual yaw stimuli [30]. In Chapter 4, we continue our
investigation into the function of the DNg02 neuronal population and its effects on
the motor system.

3.3 Results

Coordination of different motor systems during the optomotor response.

To probe the behavioral structure and neuronal implementation of the optomotor
response, we tracked the kinematics of tethered flies while presenting open-loop
visual stimuli simulating rotation about the yaw axis (Figure [3.1]A-B). We aligned
flying flies to a machine vision system that measured wingbeat amplitude in real time,

whereas head angle, abdomen angle, and leg positions were measured offline from
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the recorded image stream using DeepLabCut [27]. An example of a behavioral
response to wide field visual motion is plotted in Figure [3.IC. The optomotor
response is often quantified in tethered flies using the bilateral difference in wingbeat
amplitude of the two wings, AWBA. Under the assumption that the flies” behavior is
bilaterally symmetric, we normalized these responses such that the angle of the wing
on the inside of the induced turn (WBA;) was subtracted from the angle of the outside
wing (WBA,) (Figure[3.2]A), thereby combining yaw responses to the left and right
into one data set. Upon presentation of the optomotor stimulus, AWBA rapidly
increased until it reached a plateau of approximately 20° that was maintained for
the duration of the stimulus period. The flies generated this difference in wingbeat
amplitude via a decrease in WBA; of 7°, and an increase in WBA, of 13° (Figure
[3.3)A-B). At the offset of the stimulus, AWBA decayed slowly as has been noted
previously [35]].
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Figure 3.1: Optomotor response experimental apparatus and data collected.

(A) Schematic of the experimental set-up (not drawn to scale). The fly is centered within a curved visual display
of green LEDs. An image of the fly is captured on a downward facing camera and analyzed using a real-time
machine vision system that measures the wingbeat amplitude of the left and right wing.

(B) Cartoon showing the kinematic parameters recorded during experiments.

(C) Example time traces of left and right wingbeat amplitudes (WBA), left minus right amplitude (L-R), head
angle (HA), abdomen angle (AA), and leg angles (LA). Presentations of yaw motion to the left (YL) and right
(YR) (light gray) were interspersed with epochs of closed loop stripe fixation (white) and a static striped drum
pattern (dark gray). The left leg is shift vertically by 20° for visual clarity.

Whereas the optomotor response is typically quantified by tracking changes in wing

motion, flies coordinate their wing responses with adjustments in head position and
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body posture. The head motion is thought aid in gaze stabilization by minimizing
retinal slip [5, 20} 23], while ruddering of the legs and abdomen are thought to
contribute torque [3,18]. The head motion we measured consisted of a quick initial
yaw rotation to a plateau value of 10°, followed by a decay at the termination of
the optomotor stimulus (Figure [3.2B). Similarly, the flies quickly deflected their
abdomen and hind legs at the onset of visual motion (Figure [3.2C-D, Figure [3.3IC-
D), consistent with prior studies [3,41]]. These deflections of the abdomen and hind
legs have been suggested to complement the torque generated by the wings during
the optomotor response [[18]], a hypothesis that is supported by our results that the

abdomen and legs deflected toward the side of the inside wing of the fictive turn.

To quantify and compare the dynamics of the different motor reflexes, we calculated
the time derivatives of the wing, head, abdomen, and leg responses, and then
normalized the sign of the responses such that the peak angular velocity is plotted
as positive (Figure [3.2E-H, Figure [3.3E-H). In the case of the wing responses, we
wish to make clear that we measured the velocity of the changes in AWBA (which
is an angle representing the left-right difference in the ventral extent of the stroke
envelopes), not the angular velocity of the individual wings as they flapped back
in forth, which is of course much faster. As all four reflexes consisted of a quick
initial response followed by a plateau or slow movement, the derivatives all exhibit
an initial peak in angular velocity that is well approximated by a Gaussian function,
which provides a convenient means for quantitative comparison. A Gaussian fit

parametrizes the behavioral response as

(- tp)z)

e (3.1

w= wpexp(—
where w is the angular velocity of the given body structure, ¢ is the time in seconds,
w) 1s the peak 167 angular velocity, 7, is the time of the peak angular velocity, and d
quantifies the width of the curve 168 (Figure[3.2]). We found that w, was greatest for
the AWBA and smallest for the abdomen movement (Figure[3.2])). When the wings
and legs are decomposed into the inside and outside appendages individually, we
found that the head angle changes with the greatest angular velocity (Figure [3.3]D).
Our results are consistent with prior work [10, 34]] showing that the duration of the
head movement in flies is less than that of the wings (Figure[3.2K, Figure[3.3]). The
head movement peaks the earliest (Figure [3.2L, Figure [3.3K), suggesting that, as
with the optomotor response of walking flies [5], head movement precedes that of

the rest of the body. The rapidity of head movement relative that we measured in
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these fictive maneuvers is also consistent with studies of spontaneous saccades in
free flying flies [34, 39].

Consistent morphological variation among DNg02 cells suggests the existence
of distinct sub-classes.

Because DNg02 neurons appear well suited to regulate wing motion over a large
dynamic range via a population code and receive input from regions of the brain
associated with visual processing [29, 30], we sought to examine their potential
role in the optomotor response. To this end, we first set out to conduct a more
comprehensive anatomical analysis of the 13 available split-Gal4 driver lines, to
better interpret the results of experimental manipulations. High resolution confocal
imaging of preparations expressing both membrane-bound GFP and nuclear DsRed
enabled us to visualize the fine arbors and more reliably count the number of somata
in each line (Figure 3.4]A-B,[3.5]A). The cell bodies of DNg02 neurons reside at the
ventral edge of the gnathal ganglion (GNG), with axons forming a fiber tract that runs
ventrally along the GNG before ascending dorsally (Figure [3.4B). To be included
in our quantification of cell number, a cell body was required to have a nucleus in
the appropriate cluster and an axon following the relevant tract. On average, we
found 40% more DNg02 cells in each driver line than reported previously [29}30], a
discrepancy that we attribute primarily to the benefit of marking nuclei with DsRed,

which make somata easier to count.

The morphology of DNg02 neurons have been characterized previously and were
thought to be nearly homomorphic, possessing arborizations in inferior bridge (IB),
inferior clamp (ICL), superior posterior slope (SPS), inferior posterior slope (IPS),
as well as the GNG [29, 30]. Smooth processes in the IPS, SPS, and ICL suggest
that these regions contain dendrites, whereas the presence of synaptotagmin-positive
varicosities suggest that the IB and GNG contain output regions [29]. However, our
new analysis identified subtle heterogeneities in the morphology of the cells targeted
in the different driver lines. For example, some lines possess arbors that extend dor-
sally in the ICL, whereas others do not (Figure[3.5]A). We observed another notable
variation in the neurites within the GNG (arrowheads; Figure [3.6/A), which was
clearly observed in 4 of the 13 lines. To ascertain whether specific driver lines were
enriched for particular DNg02 variants, we determined the morphology of individ-
ual cells by stochastically labeling neurons using the multicolor flip-out technique
[31]] (Figure [3.6B). For this analysis, we selected split-Gal4 drivers representing
the variable arborization patterns observed across the lines. As innervation of the
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Figure 3.5: Full CNS morphology of DNg02 cells.

(A-B) Confocal z-projections of DNg02 neurons in the fly central nervous system (CNS). Split-Gal4 ID numbers
to visualize expression indicated in each panel.

(A) Expression pattern in all driver lines targeting DNg02 neurons in the full CNS. Green: membrane GFP;
magenta: nc82. Insets show projections to ICL present in a subset of the driver lines.

(B) Postsynaptic targets of DNg02 neurons as revealed by trans-Tango in the full CNS. Green: membrane
GFP in DNg02s; magenta: postsynaptic targets; blue: nc82. Top inset: DNg02 cell bodies. Coexpression of
upstream and downstream labeling suggesting reciprocal connectivity (empty arrowhead). Bottom inset: plexus
of interneurons revealed in wing neuropil.
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posterior slope in the brain, midline-crossing innervation of wing neuropil, and
distal arbors in the haltere neuropil in the VNC appear to be the most characteristic
DNg02 features, we used these as core criteria and identified two major variants
within the set of cells identified as belonging to the DNgO02 class (Figure [3.6Bi-ii).
The two variants innervate comparable neuropil regions in the brain with similar
arborization patterns, but display a minor, but consistent, difference in the VNC.
Whereas the DNg02 neurons described previously [29, |30], which we refer to as
Type I cells, exhibit a figure-of-eight shape in both the wing tectulum and haltere
neuropil (Figure[3.6Bi), a secondary variant, Type II cells, does not exhibit the clear
figure-of-eight pattern (Figure [3.6Bii).

Although the 13 drivers lines for DNg02 neurons were initially described as labeling
members of a nearly homomorphic population of cells [29, 30], our results indicate
that different lines contain neurons that exhibit consistent differences in morphology,

implying that there may be potential functional subdivisions within the population.

Indeed, the activation experiments performed by Namiki and colleagues (2022)
treated the DNg02 neurons as a single population, receiving input from a shared
set of neurons and innervating a shared pool of downstream cells (Figure [3.7A).
Alternatively, each neuron may act independently, with a distinct set of neuronal
inputs and outputs (Figure [3.7B). The identification of Type I and II neurons may
indicate that the underlying connectivity is mixture of these two hypotheses, within
the morphological variants corresponding to connectivity subpopulations (Figure
[3.7C). It is unclear if the heterogeneity in cell morphology is substantial enough
to warrant dividing DNg02 cells into two or more distinct DN types, or whether
the variants are better viewed as subclasses of DNg02 cells. Investigations into the
connectivity of the DNg02 population using, for example, a full CNS connectome
(i.e., a connectome with both the brain and the VNC) could elucidate the underlying

connectivity structure.

We did identify two neurons that while superficially resembling DNg02 cells, nev-
ertheless warrant distinct classification (Figure [3.6B). Some lines contain a neuron
that projects to the ICL, displays a lateral arbor in the GNG, does not innervate the
posterior slope, and does not cross the midline in the VNC; rather, it projects later-
ally in the wing neuropil (Figure [3.6Biii). We believe this cell to be the previously
identified DNg03 neuron [29]]. Another cell type distinct from the DNg02s observed
in some of the driver lines is a cell that prominently arborizes in the GNG and does
not descend to the haltere neuropil (Figure [3.6Biv). Given that lines SS01073,
SS02550, SS02544, and SSO01562 contain a combination of DNg02 neurons and
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Figure 3.7: Hypothesized population connectivity of DNg02 neurons.
(A) Schematic representation of single population hypothesis. Under this hypothesis, the set of DNg02 neurons
act as a single population, all receiving input from the same neurons and sending output to the same neurons
with a variable set of weights. Each neuron in the population has a different threshold of activation, such that
when the input is more intense, more neurons in the population become active (quiescent neurons in yellow;
recruited neurons in teal). The neurons in the population innervate a graded output cell (higher levels of activity
indicated by a filled circle).
(B) Schematic representation of functional identity hypothesis. Under this hypothesis, each DNg02 neuron has
its own unique set of input and output neurons. Conventions as in (A).
(C) Schematic representation of functional subpopulations hypothesis. This hypothesis combines features from
the single population and functional identity hypotheses; here, there are functional subpopulations within the
DNg02s which act according to the rules in the single population hypothesis. Conventions as in (A).
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other DNs innervating the GNG (Figure [3.6A), we focused subsequent functional
analyses on the lines that specifically labeled the DNg02 variants (i.e., Type I and II
DNg02 neurons).

To investigate connectivity downstream from the DNg02 population, we used the
trans-Tango anterograde transsynaptic labeling system (Figure [3.6/C) [37]. Due to
the density of staining, it is difficult to cleanly visualize most of the cell types
downstream of the DNg02 neurons, but one notable exception is a population of
interneurons with cell bodies situated in the ventral cell body rind of the VNC.
These neurons project dorsally and splay out in a dense plexus of neurites in the
wing neuropil adjacent to, and laterally of, the descending DNg02 fibers. We
also found evidence for reciprocal connectivity within the DNg02 population. The
trans-Tango preparations showed examples of likely DNg02 cells that exclusively
contained a post-synaptic signal, as well as DNg02 neurons that contained both pre-
and post-synaptic labels, consistent with monosynaptic connections among cells
within the DNg02 population (inset; Figure [3.6C and Figure [3.5B). The presence
of DNg02 cells with post-synaptic labeling indicates reciprocal connectivity within
the population, although it is not possible to determine whether the connectivity
includes connections across the midline from the trans-Tango results alone. We did
not observe any motor neurons with post-synaptic labeling, although the possibility
of false negatives using the trans-Tango method renders this observation difficult to

interpret [32].

Silencing DNg02 cells reduces the magnitude of the optomotor response.

To investigate the role of DNg02 neurons in the optomotor response, we silenced
the cells by selectively driving the inwardly rectifying potassium channel Kir2.1 [[1]
in the set of the nine sparse split-GAL4 driver lines that primarily targeted Type
I and IT DNg02 neurons. As controls, we also tested wild-type flies and flies in
which we crossed UAS-Kir2.1 to a split-GAL4 line carrying empty vectors of the
two GAL4 domains (SS03500). Silencing the DNg02 cells reduced the magnitude
of the wing optomotor response, with a maximal reduction in AWBA from ~ 20°
for the wild-type and empty vector control flies to ~ 10° for a driver line labeling 9
pairs of cells (Figure[3.8]A). The reduction in AWBA during the optomotor response
was roughly linear with the number of DNg02 cells silenced (slope = -0.6° cell™!,
intercept = 20.6°) (Figure [3.8B). To test whether the observed trend could arise
from chance, we performed a bootstrapping analysis in which we randomly sampled

wing responses and numbers of cells silenced with 100,000 iterations. We found no
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iterations with a more extreme slope than the original dataset, giving a probability
of zero that our experimental results arose from chance (Figure [3.8C). In addition,
we performed a Wald test on the significance of the slope of the best fit line in
Figure , and found a p-value of 2 x 107 against the null hypothesis of zero
slope. When the four driver lines labeling both DNg02 neurons and the neuron with
arborization in the GNG were included in the analysis, we still found a statistically
significant reduction in the magnitude of the optomotor response in proportion to
the number of cell bodies silenced (Figure [3.9)A-C). Finally, we tested whether
individual split-GAL4 lines resulted in statistically significant reductions in the
magnitude of the optomotor response. Using an independent ¢ test with Bonferroni
correction, we found that only some lines labeling more than five pairs of DNg02s
resulted in distributions of responses with nonidentical means, as compared to the
empty vector control split. These results support the hypothesis that the DNg02
neurons regulate wingbeat amplitude via population coding. Both the outside wing
(which increased in amplitude) and the inside wing (which decreased in amplitude)
showed statistically significant reductions in response magnitude with the number
of DNg02 neurons silenced, suggesting that DNg02 neurons are involved both in
increases and decreases to wingbeat amplitude (Figure [3.10A-F).

To determine how the silencing of cells altered the time course of the changes in
AWBA, we again fit a Gaussian function to the derivative of the response curves
(Figure [3.8D-E). We found a significant reduction in w), the maximum velocity of
the change in the AWBA angle, a slight but significant increase in ¢, the timing of
the peak velocity, but no change in d, the duration of the response. This suggests
that the decrease in the magnitude of the optomotor response is due to a reduction
in the peak velocity of the change in AWBA, not in a decrease in the duration of the

visual motion reflex.

As with the wing response, we saw a significant reduction in the head, abdomen, and

leg responses upon silencing DNg02 neurons (Figures [3.11},[3.12] [3.13] and [3.10G-
L). Again, the head, abdomen, and leg optomotor responses appear to be diminished

due to a reduction in the angular velocity of the motor response, not a decrease
in its duration. Whereas DNg02 neurons directly innervate regions of the VNC
associated with flight and other wing-related behaviors, the cells do not make direct
projections to the neck, leg, or abdomen neuropils. While this projection pattern
does not preclude the existence of connections to motor circuits via a poly-synaptic
pathway, it is also possible that the reduction in head, leg, and abdomen optomotor

response is mediated indirectly via a decrease in the strength of mechanosensory
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Figure 3.8: Silencing DNg02 neurons diminishes the magnitude of the wing differential optomotor response.
(A) Averaged AWBA during the presentation of yaw motion for flies with DNg02 neurons silenced with Kir2.1
(sample sizes throughout figure: empty-split vector control: n = 19; wild-type control: n = 12; SS02634: n =
7; SS02627: n =14; SS01577: n = 10; SS02535: n = 14; SS01578: n = 14; SS01563: n =7; SS02625: n = 23;
S$S02624: n = 10; SS02630: n = 14). The number of pairs of cells silenced is indicated by the color of the trace,
with the fewest pairs in yellow and the most in purple. The response of empty-vector control flies (SS03500)
is shown with a solid, black line and the response of wild-type control flies is shown with a dotted, black line.
The period of stimulus presentation is shown by the gray patch.

(B) AWBA plotted against the number of DNg02 pairs silenced. As in (A), the number of pairs silenced is
indicated by color. The two controls are offset slightly for visual clarity; the empty vector control is indicated
by a solid circle and the wild-type control is indicated by an empty circle. Individual fly means are shown with
small circles and grand means for a given driver line is shown with a large circle. Asterisks indicate cases where
the mean is statistically different (p < 0.05, with Bonferroni correction) from the empty-split vector control
(independent ¢ test). A line is fit to individual fly means and plotted in black (1% = 0.66, based on mean values).
(C) Distribution of 100,000 bootstrapped slopes of lines of best fit with responses and numbers of cells silenced
randomly sampled with replacement. The dotted, black line indicates the observed slope of the original dataset.
The p-value is the proportion of resampled slopes that result in a more extreme slope than observed.

(D) Time derivative of the AWBA data shown in (A), calculated using a Savitzky-Golay filter.

(E) Optomotor response is reduced due to a decrease in angular velocity, not a decrease in the duration of
movement. Top: As in (B), for the parameters from fitting a Gaussian function to the data in (D) (from left to
right, 2= 0.67, 0.08, 0.34, based on mean values). Bottom: As in (C), for the Gaussian function parameters.

reflexes driven by the changes in wing motion caused by silencing DNg02 cells.
When the four driver lines labeling both DNg02 neurons and the neuron with
arborization in the GNG were included in the analysis, we still observed significant
reductions in the magnitudes of the head and leg responses, although the effect on
the abdomen response was not significant (Figure [3.9D-L). The number of DNg02
pairs silenced did not alter the baseline wingbeat amplitude during flight (Figure
[3.14); therefore, such an effect could not explain the reduction in any of the visually

induced motor responses we observed.
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Figure 3.9: Results of silencing DNg02 neurons when lines with GNG projections are included.

(A) Averaged AWBA during the presentation of yaw motion for flies with DNg02 neurons silenced with Kir
(sample sizes throughout figure: empty-split vector control: n = 19; wild-type control: n = 12; SS02634: n =
7; SS02627: n = 14; SS01577: n = 10; SS02535: n = 14; SS01578: n = 14; SS01563: n = 7; SS02625: n =
23; SS02624: n = 10; SS02630: n = 14; SS01073: n = 13; SS02550: n =17; SS02544: n = 12; SS01562: n =
13). Plotting conventions as in Figure 3A. Driver lines with GNG projections (SS01073, SS02550, SS02544,
and SS01562) are included.

(B) Change in AWBA plotted against the number of DNg02 pairs silenced. Plotting conventions as in Figure
(12 = 0.17, based on mean values).

(C) Distribution of 100,000 bootstrapped slopes of lines of best fit with responses and numbers of cells silenced
randomly sampled with replacement for AWBA. Plotting conventions as in Figure [3-3|C.

(D) As in (A), for the head optomotor response.

(E) As in (B), for the head optomotor response (2 = 0.12, based on mean values).

(F) As in (C), for the head optomotor response.

(G) As in (A), for the abdomen optomotor response.

(H) As in (B), for the abdomen optomotor response (r2 = (.01, based on mean values).

(I As in (C), for the abdomen optomotor response.

(J) As in (A) for the leg optomotor response.

(K) As in (B), for the leg optomotor response (r2 = 0.63, based on mean values).

(L) As in (C), for the leg optomotor response.
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Figure 3.10: Silencing DNg02 neurons diminishes the magnitude of the optomotor response of individual wings
and the legs.

(A) Averaged WBA,, during the presentation of yaw motion for flies with DNg02 neurons silenced with Kir2.1
(sample sizes as in Figure[3.8). Plotting conventions as in Figure 3-8A.

(B) Change in WBA,, plotted against the number of DNg02 pairs silenced. Plotting conventions as in Figure
(r? = 0.43, based on mean values).

(C) Distribution of 100,000 bootstrapped slopes of lines of best fit with responses and numbers of cells silenced
randomly sampled with replacement for WBA,. Plotting conventions as in Figure[3.8[C.

(D) As in (A), for the WBA; optomotor response.

(E) As in (B), for the WBA, optomotor response (2 = 0.15, based on mean values).

(F) As in (C), for the WBA; optomotor response.

(G) As in (A), for the LA, optomotor response.

(H) As in (B), for the LA, optomotor response (2 = 0.62, based on mean values).

(D) As in (C), for the LA, optomotor response.

(J) As in (A), for the LA; optomotor response.

(K) As in (B), for the LA; optomotor response (r2 = 0.30, based on mean values).

(L) As in (C), for the LA; optomotor response.
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Figure 3.11: Silencing DNg02 neurons diminishes the magnitude of the head optomotor response.

(A) As in Figure[3.8JA, for head optomotor response.

(B) As in Figure \: , for head optomotor response (2 = 0.66, based on mean values).

(C) As in Figure|3.8C, for head optomotor response.

(D) As in Figure[3.8D, for head optomotor response.

(E) As in Figure , for head optomotor response (top row, from left to right, r> = 0.65, 0.16, 0.33, based on
mean values).
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Figure 3.12: Silencing DNg02 neurons diminishes the magnitude of the abdomen optomotor response.
(A) As in Figure[3.8]A, for abdomen optomotor response.

(B) As in Figure \= , for abdomen optomotor response (r2 = (.41, based on mean values).

(C) As in Figure|3.8/C, for abdomen optomotor response.

(D) As in Figure[3.8D, for abdomen optomotor response.
(E) As in Figure , for abdomen optomotor response (top row, from left to right, r? = 0.78, 0.21, 0.46, based

on mean values).
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Figure 3.13: Silencing DNg02 neurons diminishes the magnitude of the leg optomotor response.

(A) As in Figure[3.8JA, for leg optomotor response.

(B) As in Figure|3.8B, for leg optomotor response (r2 = 0.85, based on mean values).

(C) As in Figure[3.8[C, for leg optomotor response.

(D) As in Figure[3.8D, for leg optomotor response.

(E) As in Figure , for leg optomotor response (top row, from left to right, r2 = 0.79, 0.31, 0.004, based on
mean values).

DNg02 activity correlates to motor output and is consistent across morpholog-
ical variants.

Our silencing experiments indicate that DNg02 neurons are required for the opto-
motor response to reach its full magnitude. To investigate how the DNg02 cells
respond to the visual optomotor stimulus, we performed two-photon functional
imaging in tethered flying flies using GCaMP7f and GCaMP8m [42] as an activity
indicator (Figure [3.15A-B). We selected driver lines that labeled either only the
Type II DNg02 variant (that is, lines without a clear figure-of-eight shape within the
haltere neuropil), or lines that likely labeled both Type I and Type 11 DNg02 neurons
(i.e., lines that contained at least some cells with the clear figure-of-eight feature),
in order to attempt to identify functional roles of the two variants. During these
experiments, flies often stop flying, in which case we would try to re-initiate flight
with a puff of air. We made use of these occasional flight stops (and subsequent
puff-induced starts) to record the activity of DNg02 neurons during the transitions
between flight and quiescence (Figure [3.15|C). We found a higher level of activity

during flight than quiescence, a trend consistent with other cells in the brain [235]].
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Figure 3.15: DNg02 neurons respond to optomotor stimuli.

(A) Schematic showing the experimental set-up used for two-photon functional imaging. A fly is tethered to a
flight stage under the microscope at the center of an array of LEDs. A camera tracks wing position in real-time
using a machine vision system.

(B) We imaged a region, outlined in white, capturing DNg02 branches bilaterally. Bottom: standard deviation
of GCaMP8m fluorescence over time. The 10% most variable pixels are used to define a region of interest
within which we measure changes in fluorescence. See Methods for details.

(C) Average fluorescence as the fly transitions between quiescence and flight, agnostic to visual stimuli (n = 7
flies, 198 transitions from quiescence to flight, 188 transitions from flight to quiescence). Bilateral fluorescence
increases at the onset of flight and decreases at the offset.

(D) Averaged wing and fluorescence responses to different patterns of optic flow for SS02625, a driver line
labeling both Type I and Type II DNg02 variants (n = 9 flies). Top row shows baseline-subtracted left (teal) and
right (pink) wingbeat amplitudes; bottom row shows baseline-subtracted left (blue) and right (salmon) DNg02
activity. Data are presented as mean (solid line) and a bootstrapped 95% CI for the mean (shaded area). The 3
s stimulus period is shown by the gray patch.

(E) As in Figure (D), for SS02535, a driver line labeling exclusively Type I DNg02 neurons (n = 11 flies).
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To probe the role of the DNg02 neurons in flight stabilization and any functional
variations between the Type I and II variants, we presented wide-field visual stimuli
simulating the optic flow flies would experience during pitch, roll, and yaw rotations
of the body, as well as progressive and regressive translations (Figure [3.I5D-E and
3.16). These stimuli were selected to induce a diverse array of flight behaviors.
Whereas roll and yaw stimuli induce asymmetric wingbeat responses, pitch, re-
gressive, and progressive stimuli induce symmetric responses [17]). Presentations
of optomotor stimuli were interspersed with epochs of a static starfield to return
wing kinematics to baseline. Broadly, our results recapitulate previously reported
responses in DNg02 neurons to these visual stimuli in one specific driver line [30]],
with some notable exceptions (Figure [3.15D-E). Previous work reported robust in-
creases and decreases in DNg02 activity correlated with contralateral wing motion
during the presentation of yaw motion (e.g., in response to leftward drifting stimulus,
the right wing increased in amplitude as the left DNg02 increased in activity, while
the left wing decreased in amplitude as the right DNg02 decreased in activity). In
contrast, we observed only weak increases in DNg02 activity during the presentation
of yaw motion, although we did observe robust decreases in activity. Furthermore,
whereas previous work reported asymmetric neuronal responses without behavioral
responses to roll motion, we observed asymmetric behavioral responses, as quan-
tified by changes in wing kinematics, and weak symmetric decreases in neuronal
activity. Regardless, the broad results are the same as previously reported; that is,
DNg02 activity correlates with contralateral wingbeat amplitude and DNg02 cells
can respond independently on the left and right sides of the brain. We further note
that the highest magnitude neuronal responses are induced by yaw, regressive, and
progressive motion, all of which consist primarily of patterns of horizontal optic
flow. We repeated the experiments with driver lines labeling both Type I and Type
IT DNg02 neurons (Figure [3.15D, [3.16]A), exclusively Type II cells (Figure [3.15E,
[3.16B), and a line labeling Type II neurons and neurons with GNG innervation
(Figure [3.16(C) and found that the responses are the same regardless of the driver
line imaged.

Because the results of both the silencing screen we present here and the activation
screen in a prior study [30]] suggest that the DNg02 cells likely operate via population
coding, we performed a further set of functional imaging experiments to determine
if we could find evidence for stimulus-dependent recruitment, such that the number
of cell activated increases with the strength of the visual stimulus. Given that the

strongest responses were to yaw motion, we presented these patterns of optic flow
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Figure 3.16: DNg02 activity is the same across different driver lines labeling different DNg02 variants.

(A) Averaged wing and fluorescence responses to different patterns of optic flow for three driver line labeling
both Type I and Type I DNg02 variants. Plotting conventions as in Figure[3.13]D.

(B) As in Figure (A), for a driver line labeling exclusively Type II DNg02 neurons.

(C) As in Figure (A), for a driver line labeling Type II DNg02 neurons and some neurons with arborization in
the GNG.
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across a range of stimulus angular velocities, in order to induce different magnitude
neuronal and behavioral responses. To maximize our ability to resolve individual
cells, we only imaged the DNg02 cells on one side of the brain (Figure 3.17A).
However, we were not able to resolve individual cells to specifically test whether
different neurons became active at different strengths of the visual stimulus or were
correlated with different magnitudes of the motor response. The driver line we
tested, SS02535, labels 6 pairs of neurons, but it is possible that a line targeting
fewer pairs would allow us to distinguish individual cells. We used the calcium
indicator GCaMP7f for these experiments. As has been reported previously [30],
DNg02 activity appears to be correlated with contralateral wingbeat amplitude and
anticorrelated with ipsilateral wingbeat amplitude relative to the side of the brain
on which we imaged (Figure[3.17B). Plotting the AWBA (here, ipsilateral wingbeat
amplitude subtracted from contralateral) and the fluorescence signal within the ROI
(AF/F) against the angular velocity of the pattern presented (Figure[3.17[C) indicates
that both responses saturate at velocities of >15° s~!. However, when we directly
plotted the AWBA in deciles of fluorescence (independent of the angular velocity
at which the data were collected), we found a strongly linear relationship (Figure
[3.17D), suggesting that DNg02 activity is tightly coupled to the motor response. The
coupling was also observed, albeit weakly, when the calcium indicator GCaMP8m
and the driver line SS02625, labeling 12 pairs of cells, was used (Figure [3.18).
While the silencing experiments and previously reported activation experiments
[30] suggest that there is a causal relationship between DNg02 activity and wing
motion, this coupling could also arise in part from ascending feedback signals from

neurons in the VNC.

We believed that the different responses reported in Figures [3.I5D-E and [3.16] and
in the previous work [30] may be due, in part, to the different calcium indicator
used; the prior work used GCaMP6f while these experiments were performed with
GCaMP8m. The differences in our results may also have been due to imaging a
slightly different region of the brain, which could result in recording the activity
of different DNg02 cells than in the previous study. To disambiguate between
these possibilities, the data presented in Figures and [3.18| were performed with
GCaMP7f and GCaMP8m, respectively. The robust increases in DNg02 fluores-
cence reported previously in response to optomotor stimuli [30] were observed in
the experiments with GCaMP7f but not GCaMP8m, suggesting that the different
response patterns observed here are due to the different calcium indicator used,

rather than imaging in a different region.
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Figure 3.17: DNg02 activity correlates with visually-elicited motor responses.

(A) Standard deviation of GCaMP71f fluorescence for an example of unilateral imaging. Cells on the right side
of the brain are shown. The driver line used for these experiments, SS02535, labels DNg02 neurons of both
Type I and Type II morphology.

(B) Averaged wing and fluorescence responses to yaw motion at a range of angular velocities (n = 12 flies).
Ipsilateral and contralateral wingbeat amplitudes shown on the top row; DNg02 fluorescence shown on the
bottom. Plotting conventions as in Figure

(C) Mean fluorescence and AWBA (ipsilateral amplitude subtracted from contralateral) across stimulus angular
velocities (n = 12 flies). Mean is taken over the final second of stimulus presentation (i.e., from t = 2 to 3 s).
Error bars show bootstrapped 95% CIL.

(D) Mean AWBA, parsed in deciles of fluorescence. The plot incorporates data collected across the full range
of visual stimulus conditions. Error bars show bootstrapped 95% CI.

3.4 Discussion

In this chapter, we examined the role of a population of descending neurons in
the optomotor response of flying Drosophila. The optomotor response consists of
coordinated movements of different appendages, including changes in wing kine-
matics, head position, and deflections of the abdomen and hind legs. Prior work
based on anatomy and optogenetic activation identified the DNg02 neurons as likely
candidates for regulating mechanical power and mediating steady-state flight con-
trol by transmitting optic flow from the brain to motor centers in the VNC. In this
chapter, we further tested this hypothesis through a combination of anatomy, genetic
silencing, unilateral optogenetic activation, and functional imaging. When DNg02
neurons were inactivated via chronic expression of the inward-rectifying potassium
channel Kir2.1, the magnitude of the optomotor response was diminished in pro-
portion to the numbers of cells silenced, up to a value of 50% compared to the
responses of wild-type or empty-vector control flies (Figure |3.8). It is possible

that DNg02 neurons provide direct input to flight motor neurons or local pre-motor
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Figure 3.18: DNg02 activity weakly correlates with visually-elicited motor responses when recording with
GCaMP8m.

(A-D) Asin Figure[3.T7|for data collected using GCaMP8m and SS02625, a driver line used for these experiments
labeling DNg02 neurons of both Type I and Type II morphology.

interneurons, as the cells project to the wing neuropil. However, we also observed
a similar reduction in the optomotor responses of the head (Figure [3.11)), abdomen
(Figure [3.12)), and legs (Figure [3.13)), although these reflexes are less likely to be
driven directly by DNg02 cells as they do not project to the relevant motor neu-
ropils. It is therefore unclear whether the reductions in these responses are due to
polysynaptic connections from the DNg02 cells to neck, leg, and abdomen motor
neurons, or alternatively, through changes in reflexive pathways that are reduced by
the diminution of the wing response. For example, if mechanosensory feedback
from wing mechanoreceptors is partially responsible for eliciting movements of the
neck, legs, and abdomen, these reflexes might be attenuated by the reduction in
the magnitude of the wing response. Further experiments will be necessary to test

between these two alternatives.

There are several non-mutually exclusive explanations for why genetic silencing did
not result in complete abolishment of the optomotor response. First, even with the
driver line labeling the highest number of cells, we may not have been able to silence
the complete set of DNg02 neurons. Second, it is possible that Kir2.1 expression
does not completely abolish the ability of these cells to conduct spikes to the VNC.
Finally, there may be additional, as of yet unknown, classes of DN that are involved

in the optomotor response besides DNg02.
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We conducted additional experiments that sought to illuminate the possible role
of different morphological types of DNg02 neurons in the optomotor response.
Two-photon imaging experiments suggest that morphological differences within the
DNg02 population do not appear to correspond to functional subpopulations, at least
with respect to the responses elicited by the set of wide-field patterns of optic flow
that we presented (Figures [3.15/and[3.16). It is possible, however, that our stimulus
set did not include patterns of visual motion (or other sensory stimuli) that would
illuminate functional differences among the different DNg02 types. The cells may
also diversify functionally within the VNC, such that all DNg02 cells exhibit the
same patterns of activity but have differing effects on the motor system. If that is
true, however, we were not able to detect such differences by monitoring wingbeat
amplitude, but different DNg02 types might elicit changes in other features of wing
motion that are not detected by our machine vision system (e.g., changes in stroke
deviation or angle of attack). The DNgO02 cells appeared to have the strongest
responses to patterns of visual motion in the horizontal plane (i.e., yaw, regressive,
and progressive motion) and neurons on the left and right side of the nervous system
can be active independently from each other. Responses to yaw motion over a range
of rotational velocities suggest that DNg02 activity is tightly coupled to the motor
response of the wings. While this coupling could reflect efferent copy or ascending
reafferent sensory input to the DNg02 cells, the activation and silencing experiments
indicate a causal relationship between DNg02 activity and motor output, although

the role of feedforward and feedback mechanisms are not mutually exclusive.

In this chapter, we have demonstrated that the DNg02 neurons are required for
the optomotor responses of the wings, head, abdomen, and legs to reach their full
magnitude. Identification of the DNg02 neurons as an important component in the
optomotor response provides a convenient entry point into a wide array of inquiries
regarding the descending control of flight behavior in insects. In Chapter IV, we
continue our investigation of the function of the DNg02 neurons in the optomotor
response circuit, with particular attention to the downstream effects of these neurons

on motor output.
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Chapter 4

THE FUNCTIONAL ROLE AND DOWNSTREAM
CONNECTIVITY OF THE DNGO2S

Emily H. Palmer, Jaison J. Omoto, and Michael H. Dickinson. The role of a pop-
ulation of descending neurons in the optomotor response in flying Drosophila.
bioRxiv, 2022. doi: https://doi.org/10.1101/2022.12.05.519224.

E.H.P. and J.J.O performed all experiments under the supervision of M.H.D. E.H.P.
developed the computational models. E.H.P. and J.J.O. analyzed data and prepared
all figures. E.H.P,, J.J.O., and M.H.D. wrote the paper.

4.1 Abstract

In Chapter 111, a population of descending neurons, the DNg02s, was shown to be
required for the optomotor response to reach its full magnitude, and DNg02 activity
was shown to correlate strongly with contralateral wingbeat amplitude. Here, we
investigate the downstream effects of the DNg02s on the motor system through a
combination of unilateral DNg02 activation and modeling. Whereas the previous
work may have implied asymmetric connectivity from the DNg02s to the motor
neurons, unilateral optogenetic activation of DNg02 neurons does not elicit the
asymmetric changes in wing motion characteristic of the optomotor response to a
visual stimulus, but rather generates bilaterally symmetric increases in wingbeat
amplitude. We interpret our experiments to suggest that flight maneuvers in flies
require a more nuanced coordination of power muscles and steering muscles than
previously appreciated, and that the physical flight apparatus of a fly might permit
mechanical power to be distributed differentially between the two wings. Thus,
whereas our experiments identify the DNg02 cells as a critical component of the
optomotor reflex, our results suggest that other classes of descending cells targeting

the steering muscle motor neurons are also required for the behavior.

4.2 Introduction

The motor output induced by patterns of wide-field optic flow has been extensively
studied, including a detailed description of the responses in flight muscles. The
flight muscles of flies are functionally stratified into two systems that collectively
power and regulate wing motion [4]]. The first system consists of large asynchronous

muscles that provide the power to flap the wings at high frequency. These stretch-
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activated muscles [12, 24] insert on the walls of the thorax in an approximately
orthogonal arrangement, creating a self-oscillatory system that drives the back and
forth motion of the wings. Dorsal longitudinal muscles (DLMs) contract to move the
wing forward while stretching and activating dorso-ventral muscles (DVMs), which
subsequently drive the wings backward while stretching the DLMs to continue
the cycle. The oscillations of the power muscles are transmitted to the wings
via their action on two critical mechanical inputs to the wing hinge: the scutellar
lever arm and the anterior notal wing process [, 3, [19, 23]]. The second system
consists of tiny synchronous steering muscles that actuate subtle changes in wing
kinematics by directly reconfiguring the wing hinge [6, 9, |10} [15]. Whereas this
prior work has highlighted the important role of steering muscles in generating
the asymmetries in wing motion necessary for the optomotor response, the power
muscles are generally thought to operate in a bilaterally symmetric fashion because
the scutellar lever arms are mechanically coupled across the two sides of the fly
[1,13L123L130]. However, bilaterally asymmetric Ca%t signals recorded from the power
muscles during presentation of visual yaw stimuli suggest that they, too, might play
a role in the optomotor response [14]; recent unpublished experiments recording
from the muscles electrophysiologically while presenting optomotor stimuli support
this result [2]. Thus, the changes in wing motion during optomotor reflexes could
involve a coordination of both power and steering muscle activity. Such coordination
is not unexpected, given that the power requirements to flap a wing depend on the
torque that it generates [7], which must change during the optomotor response. The
question remains, however, whether there is enough flexibility in the mechanical
structures linking the scutellar level arms and anterior notal wing processes on
the two sides of the fly such that asymmetric activity in the power muscles could

generate differential drive to the left and right wing hinges.

In Chapter III, we demonstrated that the DNg02 neurons are required for the opto-
motor response, insofar as silencing subsets of the population reduces the magnitude
of the response in proportion to the number of cells silenced. These results, taken
with prior work [21]] suggesting that the DNg02 neurons increase the total mechan-
ical power output of the flight system, imply that the DNg02 neurons influence the
motor output of the fly via their influence over the power muscles; we investigated
this hypothesis by estimating the power production during the optomotor response.
When DNg02 neurons are silenced, the magnitudes of both the bilaterally asymme-
try and the bilateral sum of power production are reduced, supporting the hypothesis

that the cells provide input to the power muscles MNs. Further, two-photon func-
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tional imaging experiments supported previously reported results [21] indicating
a tight correlation between DNg02 activity and contralateral wingbeat amplitude.
However, when we performed unilateral activation of the neurons, we found that
this manipulation does not elicit turning responses; rather, we observed bilaterally
symmetric increases in wingbeat amplitude upon unilateral activation. The results
suggest that the DNg02s are necessary but not sufficient for turning responses,
indicating that additional pathways are likely involved in the optomotor response,
perhaps involving DNs that make strong connections to steering muscle motor neu-
rons. We construct a series of models to test the connectivity of the DNg02 and
other potential descending pathways in the optomotor response. Our results thus
support the hypothesis that the optomotor response involves a complex coordination
of both power and steering muscle activity, underscoring the sophisticated nature of

the insect wing hinge and its control.

4.3 Results

Modeling power output during the optomotor response

Namiki and coworkers [21] showed that DNg02 activation increases the total me-
chanical power output of the flight system, suggesting that these neurons provide a
strong drive to the motor neurons of the asynchronous power muscles. To investi-
gate the changes in power production during the optomotor response, we made use
of a series of equations derived by Ellington in the early 1980s to estimate power
production [7]. The muscle mass specific power (P*) is estimated from the induced
ind’

%
pro>

power (P: ., the power necessary to maintain enough lift to stay aloft), the profile

power (P, the power necessary to overcome drag on the wing as it beats back and

k
ace?

forth), and the inertial power (P;.., the power necessary to overcome drag on the

wing as it beats back and forth):
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where R is a rectification function such that R(x < 0) = 0. The induced, profile,
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with the mean profile drag coeflicient, Cp o, calculated as

7
CD,pro = W 4.5)
7
=, 4.6
(%1114))1/2 (46)

where Re is the Reynolds number of the flapping wing, @ is the wingbeat amplitude

in radians, and f is the wingbeat frequency in Hz; the other parameters are given in

Table 411

Symbol Parameter Value Reference
K Rankine-Froude correction factor 1.28 [13]
F; Total flight force (N) 11x107° [13]]
my Muscle mass (kg) 3.15x 1077 [13]
e Density of air (kg/m?®) 1.2
R Wing length (m) 2.47x 1073 [13]
S Wing area (m?) 3.95x 1076 [13]
fg (S) Third moment of wing area 0.242 (3]
|dé/df|3 Mean cube of dimensionless 104.5 [13]
angular velocity
(dp/di)?,. Square of max dimensionless 30.3 (3]
angular velocity
o Wing density (kg/m?) 1200 [13]
h Dimensionless wing thickness 54x107%  [13]
f% (m) Second moment of wing mass 0.345 [13]
% Dimensionless virtual mass 1.146 (3]
f%(v) Second moment of wing virtual mass 0.342 [13]
a Elastic storage in the thorax 0.11 [5]

Table 4.1: Parameters used in estimating power of each wing during optomotor
response.

We applied these equations to the optomotor response data presented in Figures[3.2]
and[3.8] During the optomotor response, the power output of the wing decreasing in
amplitude decreases (Figure @.1]A) and the power output of the wing increasing in
amplitude increases (Figure d.1B). While this may seem like an intuitive result, the
power production is nonlinearly dependent on frequency; strong changes in wingbeat
frequency could cause both wings to increase or decrease in power production, even
though one increases in amplitude and the other decreases. Instead, the observed
changes in power output during the optomotor response are consistent with both

intuition and prior work [14].
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Figure 4.1: Silencing DNg02 neurons alters power production during the optomotor response.

(A) Estimated change in power production of the inside wing relative to the direction of the optomotor stimuli,
using data from Figure 3.2}

(B) Estimated change in power production of the outside wing relative to the direction of the optomotor stimuli,
using data from Figure 3.2}

(C) Estimated differential in power production between the two wings for flies with DNg02 neurons silenced
with Kir2.1 (sample sizes throughout figure: empty-split vector control: n = 19; wild-type control: n = 12;
S$S02634: n =7; SS02627: n = 14; SS01577: n = 10; SS02535: n = 14; SS01578: n = 14; SS01563: n =7,
S$S02625: n = 23; SS02624: n = 10; SS02630: n = 14). The number of pairs of cells silenced is indicated by
the color of the trace, with the fewest pairs in yellow and the most in purple. The response of empty-vector
control flies (SS03500) is shown with a solid, black line and the response of wild-type control flies is shown
with a dotted, black line. The period of stimulus presentation is shown by the gray patch. Data from Figure[3.8]
(D) Change in AP* plotted against the number of DNg02 pairs silenced. As in (A), the number of pairs silenced
is indicated by color. The two controls are offset slightly for visual clarity; the empty vector control is indicated
by a solid circle and the wild-type control is indicated by an empty circle. Individual fly means are shown with
small circles and grand means for a given driver line is shown with a large circle. A line is fit to individual fly
means and plotted in black (2 = 0.49, based on mean values).

(E) Distribution of 100,000 bootstrapped slopes of lines of best fit with responses and numbers of cells silenced
randomly sampled with replacement. The dotted, black line indicates the observed slope of the original dataset.
The p-value is the proportion of resampled slopes that result in a more extreme slope than observed.

(F) As in (C), for power sum.

(G) As in (D), for power sum (r2 =0.10, based on mean values).

(H) As in (E), for power sum.
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To test whether the DNg02 population regulates power production, we estimated the
power production during the optomotor response when the DNg02 neurons were
silenced, drawing from the data presented in Figure [3.8] Much like the magnitude
of the wingbeat amplitude response to optomotor stimuli is reduced when DNg02
neurons are silenced, so too was the asymmetry in power production (AP* = P, —P})
diminished (Figure @.IC-E). During the optomotor response, there tended to be a
reduction in the total power output (XP* = P + P;); this reduction in total power
was also inhibited by silencing the DNg02s (Figure §.1F-H). This result supports
the hypothesis that the DNg02 neurons provide input to the power muscle motor
neurons, as silencing the DNg02 neurons inhibits the ability of the motor system to

modulate power production during the optomotor response.

Unilateral DNg02 activation induces bilaterally symmetric wing responses.

Both the silencing screen and the two-photon functional imaging results are con-
sistent with the hypothesis that DNg02 neurons regulate contralateral wingbeat
amplitude. If so, unilateral DNg02 activation should induce strong steering maneu-
vers, in which the contralateral wing increases its amplitude upon activation, and the
ipsilateral wingbeat amplitude either decreases (in the case in which DNg02 neurons
inhibit motor output on the ipsilateral side) or does not change (in the case in which
DNg02 neurons have effect on ipsilateral wing motion). To test this hypothesis,
we targeted optogenetic stimulation of DNg02 neurons on one side of the central
nervous system (CNS) via a genetic strategy used previously for lobula columnar
neurons [31]. This approach leverages the modular organization of insect nervous
systems; neurons of the CNS descend from individual neural progenitors called neu-
roblasts, each of which produces a unique lineage of developmentally related cells
[27]. Using this technique, we could create animals expressing Chrimson-Venus in
DNg02 neurons unilaterally (Figure #.2]A); we also generated animals with bilat-
eral or no labeling (Figure [4.2B-C), providing useful controls with identical genetic
backgrounds and experimental rearing conditions. We scored the expression pattern

in the brain of each fly after the conclusion of an experiment.

Upon activation, flies with cells labeled bilaterally exhibit strong increases in the
bilateral mean of wingbeat amplitude, consistent with previous experiments [21]]
(Figure[d.2E, G). Control flies in which no cells expressed CsChrimson exhibited no
changes in mean WBA, at least for stimulus duration less than 300 ms (Fig4.2F, G).
At longer stimulus durations, control flies did show small increases in mean WBA,

which we interpret to be an artifact induced either by a behavioral response to the
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Figure 4.2: Unilateral DNg02 activation induces bilaterally symmetric changes to wing kinematics.

(A-C) Confocal z-projections of the fly central nervous system. Flp-recombinase under heat shock control
coupled with 20XUAS-FRT>-dSTOP-FRT>-CsChrimson-mVenus enables temperature dependent, stochastic
expression of CsChrimson-Venus (green) in DNg02 neurons unilaterally (A), bilaterally (B), or neither (C).
Magenta: nc82.

(D) Baseline-subtracted contralateral and ipsilateral WBA responses of flies with unilateral expression of
CsChrimson to a red light stimulus of variable duration (0.05, 0.1, 0.3, 0.5, 1, 3, or 5 s, indicated by the
horizontal bars above) (n = 8 flies). Flies are presented with a grating visual pattern in closed loop with their
left minus right WBA.

(E) Baseline-subtracted mean WBA responses of flies with bilateral expression of CsChrimson (n = 14 flies).
Plotting conventions as in (D).

(F) As in (E), for flies with no expression of CsChrimson (n = 23 flies).

(G) Mean XWBA against duration of stimulus. Expression pattern is indicated by color, with unilateral
expression in black, bilateral in pink, and no expression in green. Vertical bars indicate a bootstrapped 95% CI.
Bilateral and no expression traces are offset slightly for visual clarity.

(H) As in (G), for AWBA.
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617 nm light or the heat it generated. In the case of unilateral DNg02 activation,
we expected to observe a strong decrease in AWBA (here, ipsilateral — contralateral
WBA) in response due to an increase in wingbeat amplitude on the side contralateral
to the stimulated cells. In contrast, however, we observed comparable increases in
both contralateral and ipsilateral wingbeat amplitude and thus a large mean WBA
response (Figure @D, G). Further, in all three cases (unilateral, bilateral, or no
activation), the AWBA response was very close to zero in response to activation
regardless of stimulus duration (Figure[4.2H); thus, wing kinematics remained bilat-
erally symmetric regardless of whether the activation was symmetric or asymmetric.
The only difference between unilateral and bilateral activation was that the resulting
mean WBA response was higher with bilateral activation (Figure 4.2iG), which is
consistent with more cells being activated under that condition (i.e., the DNg02
neurons on both the left and right sides of the brain are activated). We repeated
the experiments at lower stimulus durations and across different driver lines and
found the same result: regardless of stimulus duration or number of cells labeled,
the resulting behavior was a bilaterally symmetric increase in wingbeat amplitude
(Figure[4.3). These results suggest that unilateral optogenetic recruitment of DNg02
activity drives bilaterally symmetric motor output, although the precise mechanism
(e.g., reciprocal connectivity within the population, symmetric bilateral downstream

connectivity to motor neurons) is unknown.

4.4 Modeling the connectivity of flight control

Given the result of our silencing and functional imaging experiments, it is notewor-
thy that unilateral optogenetic activation of DNg02 neurons did not elicit bilaterally
asymmetric changes in wing motion similar to those elicited by a visual yaws stim-
ulus, but rather evoked symmetric increases in wingbeat amplitude comparable to
those elicited by bilateral activation. Whereas the silencing and functional imaging
experiments suggest that DNg02 neurons regulate contralateral wingbeat amplitudes
via population coding, the unilateral activation results do not support this hypothe-
sis. We sought to resolve this discrepancy by developing models of the connectivity

underlying the optomotor response circuit.

There are several possible explanations for the observed discrepancy, which are not
mutually exclusive and all of which assume that the DNg02 neurons provide strong
input to the power muscle motor neurons. The conflicting models tested whether the
structure of the connectivity from the DNg02 neurons to the power muscle motor

neurons was symmetric or asymmetric; the silencing and functional imaging exper-
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Figure 4.3: Unilateral DNg02 activation induces bilaterally symmetric wing responses at short stimulus durations
and across driver lines.

(A-F) As in Figure f.2]A-C for DNg02 neurons bilaterally for SS02535 (A), on neither side for SS02535 (B), or
unilaterally for SS02535 (C), SS01578 (D), SS02625 (E), and SS02630 (F).

(G) Baseline-subtracted mean WBA responses of flies (SS02535) with bilateral expression of CsChrimson to a
red light stimulus of variable duration (0.01, 0.025, 0.05, 0.1, 0.25, or 0.5 s) (n = 6 flies). Flies were presented
with a visual grating pattern in closed loop.

(H) As in Figure (G), for flies (SS02535) with no expression of CsChrimson (n = 16 flies).

(D) Baseline-subtracted contralateral and ipsilateral WBA responses of flies (SS02535) with unilateral expression
of CsChrimson (n = 15 flies). Plotting conventions as in Figure (G).

(J-L) As in Figure (I), for SS01578 (n = 12 flies), SS02625 (n = 14 flies), and SS02630 (n = 8 flies), respectively.
(M) Mean WBA differential for the data in (G). Plotting conventions as in Figure S7G.

(N) Mean WBA differential for the data in (H).

(O-R) Ipsilateral minus contralateral differential for the data in (I-R), respectively.
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iments would suggest asymmetrical connectivity, whereas the unilateral activation
experiments would suggest symmetrical connectivity. The underlying structure of
both models is shown in Figure [d.4A. As described in the Introduction, two distinct
types of flight muscles regulate wing motion in flies: large asynchronous power
muscles, which provide power to the wings indirectly via their action on the scutel-
lar lever arm and the anterior notal wing process [1, 3], and the tiny synchronous
steering muscles, which generate subtle changes in wingbeat kinematics via their
direct insertions on elements within the wing hinge [6, [14, 15]]. It is quite possible
that both muscle systems are involved in the optomotor response, because sustained
changes in wing motion require regulation both of power output and wing kine-
matics. We schematize the motor system using the analog of a lever arm with an
adjustable fulcrum. The power muscles provide the power to move the lever arm,
with the wing on the opposite side of the fulcrum from the power muscles. The
steering muscles act by moving the adjustable fulcrum. Each set of muscles receives
input from a set of motor neurons (MNs). The power muscles MNs receive input
from the DNg02 neurons. Other DNs may also provide input to the power muscle
MNs, as well as the steering muscle MNs. The possible influence of the DNg02s
over the steering muscle motor neurons has not yet been investigated and is therefore
not included in the models. All DNs receive input from visual projection neurons in
the brain; other upstream sensory input (e.g., mechanosensory input to the antenna)
is not shown, as the behavior of the DNg02 neurons in response to other sensory
modalities was not tested. The MNs also receive mechanosensory feedback from
the wings and the halteres, a set of biomechanical structures that beat in antiphase
to the wings to provide gyroscopic sensory input and regulate the timing of the

wingstrokes.

Model I: Asymmetrical connectivity

Our first model posits that the connectivity from the DNg02 neurons to the power
muscle MNs is asymmetrical (Figure 4.4B), and that the symmetrical wing kine-
matics observed during unilateral activation are the result of reciprocal connectivity,

biomechanical pairing, and/or sensory feedback within the DNg02 population:

* If the reciprocal connectivity within the DNg02 population identified by our
trans-Tango experiments includes connections among DNg02 cells on the left
and right side of the body, unilateral activation might recruit other members
of the population across the midline. Unfortunately, our trans-Tango results

do not distinguish between ipsilateral and contralateral connections, so we
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Figure 4.4: Schematic summary of neural connectivity and biomechanical structures underlying flight control.
(A) Schematic representation of structure underlying both models. Neurons are indicated by a large open circle
(the cell body) connected by a line to a small filled circle (output terminals); mechanosensory neuron inputs are
shown by filled ovals. Muscles are shown with gray boxes. Power muscles drive wing motion via the scutellum
(black springs). The steering muscles effect small changes in wing kinematics by moving the fulcrum of the
lever driving the wing motion. Each set of muscles is driven by motor neurons (MNs, black); the power muscles
are driven by the power muscle MNs and the steering muscles by the steering muscle MNs. The DNg02 neurons
(light blue) provide input to the power muscles MNs. Other DNs (dark blue) provide input to the steering
muscles MNs and, possibly, the power muscle MNs. All DNs receive input from visual projection neurons
encoding the patterns of wide-field optic flow observed during the optomotor response (pink). All muscle MNs
receive mechanosensory feedback from the wings (red) and halteres (orange).

(B) Diagram representing Model I: Asymmetric connectivity from DNg02 neurons to power muscle motor
neurons (PMMNs). DNg02 neurons receive visual information from visual centers in the brain via a leaky
integrator and provide asymmetric input to the PMMNS, as indicated by arrow sizes. WBA is the direct output
of the corresponding PMMN, given that appropriate sensory input is provided to the system. Otherwise, motor
output is forced to be symmetric.

(C) Diagram representing Model II: Symmetric connectivity from DNg02 neurons to PMMNs. DNg02 neurons
and other DNs (0DNis) all recieve input from visual centers as in (B). oDNs provide input to steering muscle
motor neurons (SMMNs); DNg02s provide symmetric input to PMMNs. WBA is the product of the PMMN
activity and the activity of the ipsilateral SMMN.
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are not able to further evaluate this possibility. The fact that the DNg02 cells
do display bilaterally asymmetric responses when presented with visual yaw
motion (Figure [3.13)), would suggest that the coupling among the cells is not
so strong so as to lock bilateral pairs of neurons within the population to the

same level of activity.

* Second, biomechanical pairing within the thorax may enforce bilateral sym-
metry in wing motion. In particular, the forces generated by the power muscles
to drive the wing back and forth are transmitted to the wings via the scutel-
lum, a relatively rigid biomechanical structure. Its rigidity has been shown to
enforce bilaterally symmetric wing motion; if it is cut, for example, the wings
are able to beat out of phase with each other, which is impossible in intact
flies [3]].

* Finally, mechanosensory and visual sensory feedback from the wings, hal-
teres, and eyes may also enforce bilaterally symmetric wing motion. When
the fly is not attempting a voluntary turn (i.e., the fly is not attempting to
move its wings asymmetrically), symmetric sensory input from these systems
may preclude bilaterally asymmetric wing kinematics. That is to say, if the
animal is not experiencing the sensory feedback associated with turning and
it is not attempting to turn, the control system may act sufficiently strongly
in opposition to turning that asymmetrical input from the DNg02 neurons is

insufficient to induce asymmetrical wing kinematics.

Under this hypothesis, it is also possible that to induce asymmetric motor output,
DNg02 activity must be in opposition across the midline such that cells on one
side increase in activity while those on the other side decrease in activity. This is
distinct from our unilateral activation experiments, wherein cells on one side where
activated and no effect was induced in cells on the other side by experimenters.
The large change in the level of activity at the onset of flight (Figure [3.15(C) is
relevant to this hypothesis, because it indicates that the neurons might encode visual
motion via both increases and decreases in changes in the background level of
activity. Indeed, the interpretation of unilateral DNg02 activation is unclear given
our functional imaging experiments, as we never recorded increases in cell activity
on one side with no changes on the other side of the brain during our functional
imaging experiments (Figure [3.15]D). We did observe decreases in activity on one
side and no changes on the other, but we are unable to elicit this pattern of activity

via optogenetic methods. Although optogenetic silencing channels are available
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[20]], preliminary experiments indicated that the strong behavioral artifacts elicited
in flying flies by the presentation of the blue light required for GtACR activation
render the results uninterpretable.

The model recapitulated the neuronal and behavioral responses elicited by the pre-
sentation of optomotor stimuli (Figures [4.5] top left and 4.6). Upon presentation
of yaw right stimuli, the left DNg02s decreased in activity and the right DNg02s
increased, and vice versa for yaw left stimuli, in accordance with the functional
imaging experiments (Figures and [3.17). These changes in simulated DNg02
activity elicited changes in power muscle MN activity, with strong positive con-
nections between DNg02s and contralateral MNs. Thus, when yaw right stimuli is
presented, DNg02 neurons on the right side of the body and PMMNSs on the left
side of the body increase in activity, DNg02s and PMMNs on the left and right,
respectively, decrease, and vice versa for yaw left. Since the model is receiving
sensory feedback, the WBA of each wing is simply the output of the corresponding
PMMN:s; thus, the model results in same DNg02 neuronal activity and motor output

as observed in experiments with real flies.

We further tested whether the model could recapitulate the reduction in the magni-
tude of the wing optomotor response caused by silencing the DNg02 neurons (Figure
[3.8) by varying the degree to which the fictive neurons could be recruited (Figure
[4.6). When the simulated DNg02 population was inhibited, the magnitude of the
change in AWBA during the optomotor response was reduced, as in the experiments
with DNg02 neurons silenced (Figure [3.8). The model therefore recapitulated both
the neuronal responses observed in the functional imaging experiments and the

behavioral responses observed in the silencing experiments.

Finally, we tested whether the model could recapitulate the observation that unilateral
DNg02 activation results in bilaterally symmetric wing kinematics by providing
elevated input only to DNg02 neurons on one side of the body (Figures bottom
left and 4.7). Because of the reciprocal connectivity in the model, asymmetrical
activation on one side induced weak increases in activity on the other side of the
body. These changes induced asymmetric activity in the PMMNs. However, since
these changes are induced by optogenetic activation rather than sensory stimuli, the
wing control system forced the wing kinematics to be symmetric; as indicated in
Figure [4.5] bottom left by the switch mechanism. The modelled wings therefore
responded to unilateral activation with bilaterally symmetrical wing motion, with
no change to AWBA, but a strong increase to XWBA (Figure [4.7), in accordance

with the observed responses in real flies (Figure #.2). These result indicates that
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Model II: Symmetrical connectivity

While the estimated power required to move each wing is asymmetric during the
optomotor response (Figure {.1)), the scutellar lever arm and anterior notal wing
processes mechanically link the wings. Given this mechanical linkage, is it even
possible for the DLMs and DVMs to deliver different amounts of mechanical power
to the two wings? With this question in mind, we constructed an alternative hy-
pothesis, in which the DNg02 neurons project symmetrically to the flight motor
neurons on the contralateral and ipsilateral side, such that the DNg02 neurons serve
to regulate the total power produced by the power muscles. Under this hypothesis,
other parallel DN (0DN) pathways are required to generate bilaterally asymmetric
wing motions, as DNg02 activity will always result in symmetric wing kinematics
(Figure 4.4[C).

In this model, when optomotor stimuli were presented to the simulated fly, all DNs
on each side of the body respond as observed in the DNg02 during the functional
imaging experiments (Figure [3.17). For example, when yaw right motion was
presented, DNs (i.e., DNg02s and oDNs) on the right side of the body increase
in activity and DNs on the left decrease (Figure 4.5 top right and {.§]A). The
DNg02s all synapse onto a single population of PMMN:ss (thus, the model simulates
symmetrical connectivity from DNgO02s to the MNs), while the oDNs provided
asymmetrical input to steering muscle (SM) MNs. Both PMs and SMs are required
for the wing motion observed during the optomotor response. Here, we calculated
the wing motion simply as the product of the activities of the PMMNs and SMMN:gs,
and thus recapitulate the wing motion observed in real flies. As in Model I, when
the simulated DNg02 neurons were silenced, we observed a reduction in the magni-
tude of the optomotor response (Figure 4.8A). Model II therefore recapitulates the

phenomenology observed in the functional imaging and silencing experiments.

Upon unilateral activation of the DNg02 neurons, we observed increases in PMMN
activity and no changes to the activity of all other DNs and SMMNs (Figure
bottom right and 4.8B). Since the PMMNs increased in activity and there was no
asymmetrical activity in the SMMNs, unilateral activation induced symmetrical
increases in WBA, as in the unilateral activation experiments. Thus, Model II,

much like Model I, can recapitulate all the observed data.

The symmetrical connectivity model (Model II) differs from the asymmetrical con-

nectivity model (Model I) in a number of notable ways:
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(A) Model II recapitulates silencing data. Plotting conventions as in[4.6]
(B) Model II recapitulates unilateral activation data. Plotting conventions as inlE

* In the symmetrical connectivity model (Model II), there is no imposed con-
straint to maintain bilateral symmetry in wing motion. In Model I, this
imposed constraint simulated the biomechanical coupling of the scutellum

and mechanosensory and visual feedback.

* In the asymmetrical connectivity model (Model 1), there are no additional DN

pathways required to recapitulate the dataset collected.

* In the symmetrical connectivity model (Model II), the magnitude of the
changes in DNg02 activity on the left and right sides is asymmetric (e.g.,

in response to yaw left stimuli, the left DNg02s increase in activity more than
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the right DNg02s decrease). This asymmetry is required to recapitulate the

silencing results.

* In the symmetrical connectivity model (Model II), there is no reciprocal con-
nectivity across the midline. Because of the asymmetry in DNg02 responses
to yaw motion in this model, reciprocal connectivity distorts the shape of the
responses such that the modeled responses are inconsistent with the functional

imaging results.

4.5 Discussion

In this chapter, we continued our investigation of the role of the DNg02 neurons in
the optomotor response. Namiki and colleagues [21]] showed that DNg02 activation
results in increases in total mechanical power production during flight; we investi-
gated the involvement of the DNg02s in modulating power production during the
optomotor response by estimating the power produced by each wing when DNg02
neurons are silenced. Much like the magnitude of the wing optomotor response
was reduced by silencing DNg02 neurons (Figure 3.8)), so too are the differential in
power production (the magnitude of the asymmetry in power) and the bilateral sum
of power production (the total power produced) reduced. This result supports the

hypothesis that the DNg02s provide input to the power muscle MNs.
Whereas the silencing experiments presented in Chapter 3 indicated that the DNg02s

are required for the optomotor response, unilaterally activating across the DNg02
population suggested that the DNg02 neurons are not sufficient to induce a steering
behavioral response. The mechanical power required to flap a wing back and forth
scales roughly with (stroke amplitude)® [7]. Thus, an increase in wing stroke
amplitude would require an increase in mechanical power, whereas a decrease
in stroke amplitude could still be sustained with decrease in mechanical power,
assuming that wingbeat frequency remains constant. The steering muscles are not
thought to contribute to the positive power required to flap the wings; rather they
perform negative work, but function as controllable dynamic springs to regulate
the mechanics of the wing hinge [29]. Given the strong evidence that the DNg02s
provide input to the power muscles, it is notable that silencing the DNg02s reduced
the motion of both the wing that increases in amplitude and the wing that decreases
during the optomotor response (Figure [3.10). This result would support the result
in [[14] that measured bilateral differences in the Ca%* signals within both the DLMs
and DVMs during presentation of optomotor stimuli, strongly suggesting that the

left and right sets of muscles can be activated asymmetrically.
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We therefore thought it worth considering the possibility that the fly is indeed capable
of delivering different amounts of mechanical power to the two wings, despite the
fact that the architecture of the thorax, particularly the structure of the scutellum and
sculler lever arms, would seem to preclude this. Could the patterns of asymmetrical
power muscle activity observed by Lehmann and colleagues (2013) translate into a
differential mechanical drive of the left and right wings? While it is true that the
scutellar lever arms appear to be rigidly linked across the two side of the thorax [3],
this does not entirely exclude the possibility that this mechanical system could exhibit
a bilateral ‘wobble,” such that the oscillatory trajectory of the posterior notal wing
process (the tip of the scutellar lever arm that contacts the second axillary sclerite)
might be larger on one side of the fly than the other, thus allowing differential drive
to the two wings. According to this hypothesis, this bilateral asymmetry might be
regulated via careful coordination of steering and power muscle activity, the latter of
which involves the action of the DNg02 cells. Furthermore, whereas the mechanical
role of the scutellar lever arms in coordinating the motion of the two wings has been
well studied [} 3], little is known about the anterior notal wing process, which is
thought to serve as the other primary means of transmitting the strains of the power
muscles to the wing. Due to its more flexible attachment to the notum [, |19} 23]
and the more lateral position of the DVMs, it is possible that this structure more
easily permits differential actuation of the two wing hinges than the scutellar lever

arms, which are actuated by the more medially positioned DLMs.

To formally consider this hypothesis, we constructed two models of the neural
circuits underlying the optomotor response. The first model, Model 1, assumes
that the asymmetrical power activity in the power muscles does indeed translate to
differential mechanical drive in the thorax , and that the asymmetrical power activity
arises as a result of asymmetrical connectivity from the DNg02s to the MNs driving
the power muscles (Figure[d.4B). In this model, external sensory stimuli are required
to induces asymmetrical motor output; the unilateral activation results (Figures [4.2]
and[4.3) are explained by the fact that during those experiments, no external stimuli
indicated that the fly was turning. Other DNs, then, as well as mechanosensory
feedback from the wings and halteres, are required to provide input to the steering

muscles and to enable asymmetrical motor outputs.

Alternatively, we constructed a secondary model, Model II, which assumed that the
DNg02s provide bilaterally symmetric input to the power muscle MNs (e.g., the left
DNg02s provide equal input to both the left and right power muscle MNs; Figure

4.4C). The total power available to each wing was then simulated as the sum of the
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activities of the left and right DNg02s; the amount of power drawn by each wing was
calculated as the product of the total available power and the activity of other DNs
(oDNs) which provided input to either the steering muscle MNs or power muscle
MN:s.

Both models fully recapitulated the observed data (Figures 4.5H4.8). In both mod-
els, the DNg02 neurons are necessary but insufficient to induce turning behaviors,
supporting the conclusion that other, as yet unknown, neuronal pathways are also
required for these behaviors. Distinguishing between the two models is currently
not possible through experimentation. Complete abolishment of the DNg02s in
the optomotor response could result in distinguishing between the models; whereas
complete abolishment of the DNg02s results in a complete abolishment of the op-
tomotor response in Model I (Figure [4.6)), in Model II, the optomotor response is
still present, albeit at a lower magnitude, when all the cells are abolished (Figure
4.8)A). Experimentally, complete abolishment is challenging; we silenced using the
inward-rectifying potassium channel Kir2.1, which reduces but does not completely
abolish the ability of cells to fire action potentials and release neurotransmitter, and
the driver line labeling the largest number of cells tested (SS01562, 19 cells) does
not target the entire population. Other effectors may result in a more complete abol-
ishment (e.g., genes promoting cell death like reaper (rpr), head involution defective
(hid), or grim). A driver line labeling more DNg02 pairs is available (R42B02),
however, we found that flies from this driver line were prohibitively unhealthy and
a cross of this line to Kir2.1 did not result in viable progeny. Alternatively, a full
connectome of the VNC, indicating all pathways from the DNg02 neurons to all the
MNs, could be an invaluable tool, although the strengths of synaptic connections in

a connectome are difficult to deduce without experimental evidence.

In summary, we propose that flies might be able to differentially regulate the me-
chanical power delivered to the two wings by the DLMs and DVMs. This active
process might be mediated by a combination of asymmetrical activation of the
power muscles themselves (as observed by Lehmman et al., 2013) and asymmetri-
cal regulation of the left and right hinge mechanics by the steering muscle system,
generating a bilateral wobble in the motion of scutellar lever arm system. Silencing
the DNg02 cells would then reduce the magnitude of the optomotor response, either
because they are directly involved in regulating the bilateral asymmetry in power
production (Model I), or because they regulate the total production of power (Model
IT). Both mechanisms can explain why silencing the DNg02 cells would reduce the

magnitude of the optomotor response, and the observation that unilateral activation
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of DNg02 neurons is alone insufficient to recapitulate the large bilateral changes in
wing motion characteristic of the optomotor response (because regulation of hinge
mechanics requires the action of the steering muscles). Under this hypothesis, alter-
native descending pathways would be responsible for transmitting commands to the
steering motor neurons, which are bilaterally uncoupled and can act independently.
Hopefully, this somewhat complex hypothesis will eventually be testable, once data
from a complete Drosophila nervous system connectome (i.e., brain and VNC) are
available. Regardless, identification of the DNg02 neurons as an important compo-
nent in the optomotor response provides a convenient entry point into a wide array

of inquiries regarding the descending control of flight behavior in insects.

4.6 Methods and materials for Chapters III and IV

Experimental model and subject details

All experiments were conducted on 2-to-5 day old female Drosophila melanogaster
reared at 25°C on a 12:12 hr light-dark cycle unless otherwise specified. For the
optogenetic activation experiments, we reared the flies on standard cornmeal fly
food containing 0.2 mM trans-Retinal (ATR) (Sigma-Aldrich) and transferred flies
0-2 days after eclosion onto standard cornmeal fly food with 0.4 mM ATR in dark
conditions. For all other experiments, flies were reared on standard cornmeal fly
food. All standard cornmeal food was supplemented with additional yeast. For
the silencing experiments, we used flies resulting from a cross of each split-GAL4
line with 10XUAS-Kir2.1-EGFP. For functional imaging experiments, we used
flies resulting from a cross of the split-GAL4 lines with 20XUAS-jGCaMP8m;
10XUAS-myr::tdtomato. Similarly for expression analysis, we crossed split-Gal4
lines to UAS-mCD8-GFP; UAS-RedStinger. To trace post synaptic partners of
DNg02 neurons, specified split-Gal4 lines were cross to trans-Tango; F1 progeny

were stored in 18°C for ~3 weeks before dissection and processing.

For unilateral activation experiments, we used a “Flp-out” construct with UAS
sequences upstream and Chrimson-Venus as the downstream effector. Flp recom-
binase expression under heat shock control during development can stochastically
elicit temporal excision of transcriptional stop sequences in the parent neuroblast of
DNg02 neurons, resulting in the heritable, permissive conformation of Chrimson-
Venus under DNg02 split-Gal4 control. For these experiments, we used flies
resulting from a cross of pJFRC300-20XUAS-FRT>-dSTOP-FRT>-CsChrimson-
mVenus in attP18 on (X) combined with specified split-Gal4 hemidrivers on (II)
and (IIT) chromosomes with hs-FLPGS5.PEST in attP3 (X). Temperature-shift de-
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pendent CsChrimson-Venus-labeled DNg02 clones were induced by heat shocking
0-12 hour old embryos in a bottle for 60-90 min in a 37°C water bath. F1 progeny
were returned to standard rearing conditions 617 (25°C) until eclosion; adults were
transferred to 0.4mM ATR food for ~3 days in dark conditions until experimenta-
tion. For single cell analysis using the multicolor flip out method [22]], we used
flies resulting from the cross of a specified Gal4 driver to MCFO-4 or MCFO-5
depending on the cell density of the driver (MCFO-4 and MCFO-5 for < 10 and
> 10 pairs of neurons, respectively). For bilateral activation experiments, we used
flies reared in optogenetic conditions resulting from a cross of male flies from the
split-GAL4 line SS02625 with UAS-CsChrimson female virgin flies.

Quantification and statistical analysis

All experiments were analyzed with custom scripts written in Python. Variance
across individuals is quantified as the bootstrapped 95% confidence interval using
Seaborn statistical functions, with 1,000 bootstrap iterations. We performed a
bootstrapping analysis to assess whether the results in Figures 3.8 [3.11][3.12] 3.13]
and were significant. In each iteration, we randomly sampled with
replacement from both the behavioral metric dataset (e.g., AWBA) and the number

of pairs silenced, such that responses were randomly paired to numbers of pairs.
Then, we fit a line of best fit to the bootstrapped dataset. The p-value was then

calculated as: w (il > | |
L (|mi| = |mgp d
D= i=1 i observe 4.7

7

where r = 100, 000 is the number of iterations, m; is the slope of the i™ jteration, and
Mobserved 15 the observed slope. The p-value is therefore the fraction of iterations
yielding a more extreme slope than observed [16]. At each iteration, N = 144

subsamples were taken, the same number of samples as in the original dataset.

To determine the relative timing of the movement of different body appendages, we
fit Gaussian functions to the time derivative of the traces (Figure [3.2]-L, 3.3[-K).
Derivatives were calculated using a Savitzky-Golay filter, with a window length of
0.16 s and a polynomial of order 1 (i.e., a straight line fit to the data in a sliding
window of length 0.16 s). Gaussians were fit to data placed on the parameters such
that w, € [0,100], d € [0,1],and ¢, € [0, 1].
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Methods details
Fly tethering

For optomotor response (Figures[3.1}{3.2)), silencing (Figure[3.8}{3.13)), and unilateral
activation experiments (Figure 5), female flies were anesthetized on a cold plate at
4°C and tethered to a tungsten wire (0.13 mm diameter) with UV-activated glue
(Henkel; Bondic Inc.) at the anterior dorsal portion of the scutum. Flies were

allowed to recover for at least 15 minutes prior to testing.

For functional imaging experiments (Figure 4), we tethered each fly to a specially
designed physiology stage that permitted access to the posterior side of the fly’s
head [17]. We filled the holder with saline and removed a section of cuticle dorsal
to the esophageal foramen, by first laser-cutting a window in the cuticle dorsal to
the esophageal foramen using a custom built laser based on the design of [&, [11],
then removing the window and dissected any remaining tissue obscuring the brain’s
surface manually to improve imaging quality, including adipose bodies and trachea.
This dissection protocol allowed us to simultaneously image neurons on the left and

right side of the brain with limited damage to the animal.

Flight arenas and visual stimuli

For optomotor response (Figure [3.1{3.2] [3.8}{3.13)) and unilateral activation exper-
iments (Figure 5), a tethered fly was positioned such that its stroke plane was
horizontal and perpendicular to the vertical optical axis of a digital camera (Point
Grey USB 3.0 camera equipped with a MLM3X-MP Computar 666 macro lens and
Hoya B-46RM72-GB IR-pass filter). An IR light source (driver: LEDDI1B, and
LED: M850L3; Thorlabs) illuminated the stroke planes of the left and right wing,
and we used Kinefly [28] software to track the anterior-most angular excursion of
the fly’s left and right wingbeats. To track the head, abdomen, and leg angles, we
used DeepLabCut [18]]. Training was based on the manual annotation of the joints
of interest on two frames from each trial; the output of the trained network gave the
x and y positions of each joint in pixels as a function of time. Flies were surrounded
by a 11 x 3 panel (88 x 24 pixel) LED arena (470 nm) that covered 330° of azimuth
with resolution of 3.75° in front of the fly [25]. Digital values for the wingbeat
amplitudes were converted into voltages using a PhidgetAnalog 1002 and 1019
(Phidgets) and sent to a LED panel controller (IOrodeo) which was programmed so
that flies could regulate the angular velocity of the visual display via the difference in

wingbeat amplitude of the two wings for presentations of closed-loop stimuli, with
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a gain of 6° s~! for each °AWBA. For presentations of closed-loop stripe fixation
stimuli, a dark stripe subtending 15° was used. To induce the optomotor response,
we rotated a striped drum (spatial frequency = 15°) in yaw at a velocity of 180°
s~!. Three second presentations of yaw rotation were preceded and followed by
1 s of static striped drum to mitigate the effects of light artefacts and interspersed
with 3 s of closed-loop stripe fixation. The direction of yaw rotation was shuffled
pseudo-randomly. Each fly was subjected to up to 20 presentations of rotation in

each direction.

Kinefly software was also used to track the wingbeat amplitude of the flies used for
functional imaging experiments (Figure 4). We illuminated the wings using four
horizontal fiber-optic IR light sources (M850F2, Thorlabs) distributed in a ~ 90°
arc behind the fly. In these 687 experiments, visual stimuli were presented using a
12 x 4 panel (96 x 32 pixel) arena that covered 21° of azimuth with a resolution of
2.25°, with a spectral peak of 450 nm to reduce light pollution 689 from to LEDs
into the photomultiplier tubes of the 2-photon microscope. We presented an array
of visual starfield patterns, each for 3 s, alternated with 2 s static starfield patterns.
Visual patterns were presented in pseudo-random order, including pitch, roll, and

yaw in both directions and progressive and regressive motion.

Anatomy

All anatomy panels were generated from 2-7 day old female Drosophila melanogaster
unless otherwise specified. Full adult central nervous systems were dissected in
1xPBS, pH 7.4. All room temperature (RT) incubations are conducted with gentle
agitation. Nervous systems were (1) fixed in 4% RT EM-grade paraformaldehyde for
25 minutes; (2) washed in RT 1XPBS 3X for 15 minutes and stored overnight in 40C;
(3) washed in RT 0.3% PBS-T (PBS containing 0.3% Triton-X) 5X for 15 minutes;
(4) incubated in blocking buffer (7.5% normal goat serum in 0.3% PBS-T) for 1 hour
at RT and transferred to 4°C overnight; (5) incubated in primary antibody, diluted in
blocking buffer, at RT for 4 hours and transferred to 4°C for three nights; (6) washed
5X 15 min at RT in 0.3% PBS-T; (7) incubated with secondary antibody diluted in
blocking buffer at RT for 4 hours and transferred to 4°C for an additional three nights;
(8) washed 5X 15 min in RT 0.3% PBS-T; (9) mounted on a slide posterior side up
with spacers using Vectashield Plus. For nervous systems with neuropil marker along
with GFP and DsRED genetic reporters, we used for 1:30 nc82, 1:2000 chicken anti-
GFP, and 1:2000 rabbit anti-DsRED primary antibodies. Secondary antibodies were

then used at the following concentrations: anti-Mouse Cy5 (1:300), anti-Chicken
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Alexa 488 (1:1000), anti-Rabbit Alexa 546 (1:1000). Experiments with neuropil

marker and Chrimson-Venus used the same antibody protocol without anti-DsRED
primary and anti-Rabbit Alexa 546 secondary. Multicolor flip out experiments were
conducted on 2 day old female flies; we used 1:30 nc82, 1:200 Rat anti-FLAG,
and 1:300 Rabbit anti-HA primary antibodies, and 1:300 anti-Mouse Cy5, 1:500
anti-Rat Cy3, 1:500 anti-Rabbit Alexa 488 secondary antibodies.

Whole mount nervous systems were imaged using confocal microscopy [Zeiss LSM
880 using Zen Black (Carl Zeiss, Inc.)] Optical sections were imaged using a 40X
water lens with 1-uM intervals, and 1024 x 1024 pixel resolution with tile scan.
Post processing alignment of tiles was conducted using Zen Blue; anatomy panels
were constructed in FIJI [26]. In some panels, signal from off target single cells was
digitally removed in FIJI to improve visualization of the neuron in question. Cell
body quantification was conducted manually in FIJI. Cells were counted on each
side of the brain and then averaged across 3 flies. If more than twice as many cells
were counted on one side than the other, the brain was excluded from the count; this
occurred twice, once each in the counts for SS02627 and SS01562.

Functional imaging

We imaged at an excitation wavelength of 930 nm using a gavanometric scan mirror-
based two-photon microscope (Thorlabs) equipped with a Nikon CFI apochromatic,
near-infrared objective water-immersion lens (40x mag., 0.8 N.A., 3.5 mm W.D.).
We recorded tdTomato and GCaMP8m fluorescence in the posterior slope arbors
of DNg02 neurons bilaterally for data in Figure 4C-E; GcAMP7f was recorded
unilaterally for data in Figure 4F-I. For bilateral imaging experiments, we acquired
72 x 29 um images with 160 x 64 pixel resolution at 11.2 Hz, whereas we acquired
14.5 x 29 pym images with 64 x 128 pixel resolution at 13.1 Hz for unilateral imaging.
To correct for motion in the x-y plane, we registered both channels for each frame
by finding the peak of the cross correlation between each tdTomato image and the
trial-averaged image. A region of interest (ROI) was defined by the 10% most
variable GCaMP8m pixels. A centerline was defined manually and used to divide
the ROI into left and right halves. Because the esophagus auto-fluoresces and
appears in the GCaMP8m channel, we manually defined a mask to exclude it from
the analysis. To correct for motion in z, we normalized the GCaMP8m fluorescence
to the tdTomato fluorescence for a given frame by multiplying each pixel by the
mean GCaMP fluorescence in the defined ROI for that frame and dividing by the

mean tdTomato fluorescence in the ROI. For each side of the brain in each frame, we
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computed the fluorescence (F;) of the GCaMP8m signal by subtracting the average
of the background from the average of the ROI. The background was defined as the
mean fluorescence of the 5% dimmest pixels across the entire image. To standardize
the measured neuronal activity across individual preparations, we normalized the
baseline-subtracted fluorescence to the maximum observed for each individual fly
on each side of the brain as AF/F = (F; — Fy)/Fos, where Fj is the mean of the 5%
lowest F; and Fos is the mean of the 95% highest F;. For experiments in which we
varied the rotational velocity of the visual display, we parsed the fluorescence data
into bins of WBA, regardless of visual stimulus, by taking the mean WBA across 5
frames (Figure 4I). Data from a given fly was only included in the bin if there were
at least 10 data points from that fly (i.e., if there were 10, 5 frame examples for the
given fly at the WBA for a given bin). To be included in the dataset upon transition
between quiescence and flight, both the quiescent period and the flight period were
required to be longer than 1 s in duration, and the fly was required to have executed

the transition at least 10 times.

Unilateral activation experiments

We positioned a fiber optic light guide (FT1500EMT; Thorlabs) behind the fly, aimed
at the thorax, which conducted the output of a 617 nm LED (M617F1, Thorlabs)
at 3.4 mW/mm?2. In each experiment, we elicited 10 responses to each stimulus
duration with an interpulse interval of 10 s. For the data in Figure 5, stimulus
durations of 0.05, 0.1, 0.3, 0.5, 1, 3, and 5 s were used. For the data in Figure 6, we
used stimulus durations of 0.01, 0.025, 0.05, 0.1, 0.25, and 0.5 s. Durations were
presented in pseudo-random order. The response to activation (Figure 5G-H) was
determined as the average of the relevant quantity for the first 2 s following the onset

of the stimulus minus the average for the second preceding the onset of the stimulus.

Model I: Asymmetric connectivity

The simulated fly is initialized with symmetrical wing kinematics. At each time
step, the model queries whether the sensory input is symmetric or asymmetric. If
the sensory input is symmetric, the symmetric wing kinematics are enforced; if the

sensory input is asymmetric, the wings are free to move asymmetrically:
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WeADNg02,R + WidDNg02,L if sensory input asymmetric
WBA| =
0.5(w¢ + wi) (ApNgo2,L + ADNgo2,r)  if sensory input symmetric
4.8)
Wc/lDNgQZ’L + Wi/lDNgOZ,R if sensory input asymmetric
WBAR =

0.5(we + W;) (ApNgo2,L. + ADNgo2,r)  if sensory input symmetric

4.9)
where w. and w; are the weights of the connections from the DNg02s to the con-
tralateral and ipsilateral power muscle MNs, respectively (w. = 1.1 and w; = 0.9),
and A is the activity of the DNg02 neuron being modeled. The DNg02 activity
calculation is given in Algorithm [Tl The activity of the simulated neurons varies
depending on the stimulus input to the model, and is defined for no stimulus condi-
tions, yaw visual stimuli, and unilateral DNg02 activation. The DNg02 activity is
then calculated using a leaky integrator, with A = 3 and B = 1 such that feedback
from reciprocal connectivity is weaker than self-excitation from timestep t — 1 to
timestep 7. The variable n € [0, 1] represent the ratio of DNg02 neurons that can
respond and enables simulations of experiments with silenced neurons; when = 0,

all of the neurons are fully silenced.

Model II: Symmetric connectivity

We modeled the total power available as

Protal = ADNg02,.L + ADNg02,R (4.10)

and the WBA amplitude of each wing as the product of the total power available and
the activity of the oDN on the contralateral side:

WBAL = AopDNRProtal (4.11)
WBAR = AopN,L Protal 4.12)

where the algorithms used to calculate ApNngo2,L.» ADNg02,R> AoDN,L, and AopNR are
shown in Algorithm[2] Testing this model as we tested Model I demonstrates that it,
like model I, can fully recapitulate the silencing, functional imaging, and unilateral

activation experiments (Figure 4.8).
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Algorithm 1 Model I: DNg02 activity

inputpngo2,L. < 1/(A + B)
inputpngo2,R < 1/(A + B)
if stimulus is yaw right motion then
inputDNgoz,L —1-0.57
inputpngo2,R < 1 +0.57
else if stimulus is yaw left motion then
inputDNgoz,L — 1+0.5n
inputDNgoz,R —1-0.579
else if stimulus is left activation then
inputpngo2,L. < 1.5
else if stimulus is right activation then
inputDNgoz,R — 1.5
end if
AbpNg02,L[f] < Apngoz,L[t — 1]
+(_A/1DNg02,L [Z — 1] + inputDNgoz’L + B/lDNgOZ,R [[ — 1])Al
ApNgo2,R [1] < ADNgo2,R [ — 1]
+(_A/1DNg02,R [t — 1] + inputDNgOZ,R + B/lDNg02,L [l‘ — 1])At

Algorithm 2 Model II: DNg02 and oDN activity

inputpngn21, < 1/A
inputpngo2r < 1/A
inputypn,L. < 1/A
inputoDN,R «— 1 / A
if stimulus is yaw right motion then
inputDNgoz,L —1-0.259
inputpngo2r < 1 +7
inputopn L < 0.5
inputoDN,R — 1.5
else if stimulus is yaw left motion then
inputpngooL. < 1 +7
inputpngo2Rr < 1 —0.25
inputoDN,L — 1.5
inputopnr < 0.5
else if stimulus is left DNg02 activation then
inputDNgoz,L — 1.5
else if stimulus is right DNg02 activation then
inputDNg()z,R — 1.5
end if
ApNgo2,L[1] < ApNgoaL[f — 1] + (—AdpNgo2,L [7 — 1] + inputpnenn 1) At
ApNgo2 R [7] < ADpNgo2 R [ — 1] + (—AApNgo2 R [7 — 1] + inputpneo r) AL
AopNL[?] < AopNL[f — 1] + (mAdopNL[f — 1] + inputoDN,L)At
AoDNR[?] = AoDNR[? = 1] + (=AdopNR [ — 1] + input,py )AL
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Chapter 5

CONCLUSION

In this thesis, we have explored some of the algorithms and neuronal pathways
underlying locomotory behaviors in Drosophila melanogaster. These studies are
necessarily interdisciplinary; as we endeavor to understand biological flight, for
example, we rely upon our knowledge of engineering concepts drawn from fluid
dynamics, structural biomechanics, and control theory, as well as neurobiological
principles like sensory physiology. For that reason, the research presented in this
thesis employs techniques drawn from both engineering and neuroscience; in Chap-
ter II, we combine behavioral experiments with computational modeling to study
path integration in Drosophila, and in Chapters III and IV we again make use of
behavioral experiments and computational modeling, as well as neuronal imaging
and manipulation with modern genetic techniques and estimations of flight kinetics
to study the neuronal pathways underlying stabilization in flight. In this chapter, we
summarize the work presented in this dissertation and discuss future directions for

this work.

5.1 Algorithmic basis of local search in Drosophila melanogaster

In Chapter II, we performed experiments to study path integration in Drosophila. By
constraining the animals to an annular arena, we greatly simplified the challenge of
studying the behavior quantitatively; whereas prior experiments were limited by the
diversity of search geometries observed in unconstrained local searching behavior
(e.g., [3,10]), our experiments were easily quantifiable in one dimension, with a
clearly observable reversal point [[1]. Similarly, we limited the sensory environment
in which the flies performed their searches by conducting the experiments in the
dark and with optogenetic activation of sugar-receptors in lieu of real food stimuli.
These experimental conditions ensured that flies were not navigating based on visual
landmarks or following a trail of, for example, sugar-water that they had tracked
around the arena, and therefore allowed us to assume that they were making use of
self-motion cues to integrate their outbound trajectory and determine their distance

from the fictive food location.

Simplifying the behavior in these way enabled us to probe more specifically the

algorithms underlying path integration than was possible in past experiments. By
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observing the behavior of the flies after the fictive food stimulus was disabled
(i.e., regardless of a fly’s location, no optogenetic activation was provided), we
demonstrated that flies are able to integrate in two dimensions; after fully circling
the annular arena, some flies resumed their search over the former food zone.
We then constructed a set of quantitative models of path integration using state
transition diagrams. The models were were endowed with the ability to generate
hypotheses, which we then tested through our behavioral experiments; the simple
food-to-reversal (FR) model, for example, recapitulated the ability of real flies to
reinitiate search over the former food location once the food stimulus was disabled,
but it failed to recapitulate their ability to expand their search when multiple food
sites are present. Given the failure of the FR model, we generated two alternative
models to probe the algorithms underlying search when multiple food sites are
present, the food-to-reversal’ (FR’) model, which assumes flies center their search
over the first food site encountered after a reversal, and the center-to-reversal (CR)
model, which assumes flies search over the center of all known food sites. The
models performed differently when three food sites are known depending on the
last encountered food site before the food stimulus is disabled; performing the same
test with real flies indicated that their behavior is consistent with the CR model. As
such, we conclude that flies zero their integrator at the center of a cluster of multiple

food sites.

Future directions

Whereas our study focused on the algorithmic basis of path integration in Drosophila,
other researchers have continued to probe the neuronal mechanisms underlying the
behavior. For example, my colleague and coauthor on the paper presented in Chapter
II, Amir Behbahani, collaborated on a project looking at the neuronal implemen-
tation of one of the computations required for path integration, the transformation
of sensory input from egocentric to allocentric reference frames [12]. The sensory
signals animals receive are referenced to the body (e.g., translation forward or lat-
eral relative to the orientation of the body), but path integration requires navigation
relative to a location in the global reference frame (e.g., North or South relative to
a food site). In their paper, Lu and colleagues demonstrated that two cells types
(PFNd and PFNn) in the central complex, a highly-conserved brain region associated
with navigation in arthropods [20], encode translational velocity and heading in the
egocentric reference frame [12]. Furthermore their downstream connectivity to a

third class of neurons supports the transformation to the world reference frame [12].
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Experiments in the constrained arena introduced in our paper with PFNd neurons
silenced with Kir2.1 demonstrated that flies with PFNd neurons inhibited lose the
ability to integrate their trajectories in two dimensions; unlike wild-type or control
flies, these flies are not able to reinitiate their search at a former fictive food zone
after fully circling the annular arena [12]. Further studies may continue to probe the

neuronal pathways involved in path integration.

5.2 Neuronal pathways for flight stabilization

In Chapters III and IV, we explored the role of a population of descending neurons,
the DNg02s, in flight stabilization. The DNs represent a set of around 400 neu-
rons conveying information from the brain to the VNC; as an intense informational
bottleneck, they afforded us a promising opportunity to gain purchase on the neu-
ronal mechanisms underlying biological flight control. Namiki and colleagues [13]]
identified the DNg02s as a population of homomorphic neurons involved in flight
control, with robust increases in wingbeat amplitude upon optogenetic activation in
proportion to the number of cells activated. This proportional relationship indicated
that the cells may be employing population coding, wherein the motor output is
encoded by the number of DNg02 cells active rather than the graded activity of any
one cell. Furthermore, the DNg02s were implied as relevant to visually-mediated
flight behaviors, as they receive input in regions associated with visual processing
in the brain and functional imaging experiments indicated neuronal responses to

visual stimuli.

The results from Namiki and colleagues [[13]] suggested that the cells may be relevant
to the optomotor response, a well-characterized behavior in which animals will
attempt to steer to compensate for patterns of wide-field optic flow. The large
number of cells (around 20 of the total 400 DNs) was relevant to this hypothesis,
as flies need to compensate for many different perturbations to stability. Through
population coding, the DNg02s were hypothesized to be able to provide the fine
resolution over a wide dynamic range of possible motor responses that would be
necessary for flight stabilization. We demonstrated that the DNg02s are indeed a
required neuronal pathway for the optomotor response; when the DNg02 neurons
are silenced, the magnitude of the optomotor response is diminished in proportion
to the number of cells perturbed. Again, the proportional relationship is relevant,
as it supported the population coding hypothesis. We further note that both the
activation and silencing results supported the hypothesis that the DNg02 neurons

provide input to the power muscles.
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A detailed morphological investigation implied potential morphological variants
within the population, with two variants identified: the Type I cells, which exhibit a
clear figure-of-eight shape in the wing tectulum and haltere neuropil, and the Type
IT cells, which do not exhibit the clear figure-of-eight patterns. However, these
morphological variants did not correspond to functional variants with respect to
the patterns of wide-field optic flow presented in functional imaging experiments.
This does not preclude functional variation with respect to other sensory stimuli,
visual or otherwise. We further noted reciprocal connectivity within the population,
though it was not clear whether the reciprocal connectivity was limited by side (e.g.,
DNg02 cells on the left side of the body only provide input to DNg02 cells on the
left) or whether DNg02 neurons make connections across the midline (e.g., DNg02

cells on the left provide input to DNg02 cells on the left and right sides of the body).

Our functional imaging experiments indicated close correlations between DNg02
activity and contralateral wingbeat amplitude and asymmetries in DNg02 activity
across the midline during the yaw optomotor response. For example, in response
to yaw right visual motion, the left wing increases its amplitude and the right
decreases, while the left DNg02s decrease their activity and the right cells increase

their activity.

The functional imaging results, in tandem with the silencing experiments, may have
implied a simple connectivity scheme in which the DNg02 neurons provide input
to motor neurons on the contralateral side of the body to encode, for example, con-
tralateral wingbeat amplitude. However, unilateral activation experiments probing
this hypothesis demonstrated that unilateral DNg02 activation results in bilaterally
symmetric wingbeat responses. This result implies that the DNg02 neurons are
necessary, but insufficient for the optomotor response—they are required for the
behavior, but they cannot alone induce it. Their insufficiency implies that there are
other, as yet unknown, neuronal pathways that are also involved in the optomotor

response.

We concluded by developing a set of models with respect to the downstream con-
nectivity from the DNg02 neurons to the flight muscles that could fully explain our
dataset. The models were designed to recapitulate the dataset under two connectiv-
ity schemes. Model I posited that the DNg02s connect asymmetrically to the flight
muscles and that unilateral activation resulted in bilaterally symmetric wing motions
because alternative biomechanical, sensory pathways, and, potentially, reciprocal
connectivity within the population enforce bilaterally symmetry when the sensory

input is symmetric. That is to say, if the fly receives no rotational stimuli, the
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most parsimonious explanation is that it is not rotating, and the motor system may
in this case reject descending input to rotate. Alternatively, Model II posited that
the DNg02s connect symmetrically to the motor system to control the total power
produced by the power muscles, and that alternative descending pathways provide

the commands to generate asymmetrical maneuvers.

Future directions

Given that both models fully recapitulate the dataset, future experimenters may
seek to disentangle the connectivity underlying the input from the DNg02s to the
flight muscles. This would be aided by a full CNS connectome, in which the
connections from the DNg02s to the flight muscle motor neurons could be traced
and quantitatively analyzed. Furthermore, in these studies we primarily considered
the input from the DNg02 neurons to the power muscles, but they may also provide
input to the steering muscles. Indeed, in her dissertation work, Alysha de Souza
noted that DNg02 activation modulates the bl motor neuron firing phase and recruits
the b2 motor neuron, two of the twelve steering muscle motor neurons [4)]. Further
experiments could continue to probe the nature of the connectivity, either through
a connectome or through experimental work. Similarly, while we did not observe
functional variation between the morphological variants, future work could continue
to probe these variants. It is possible that they respond differently to sensory stimuli
we did not test in the present work, or that they functionally diverge in the VNC
and have different effects on the motor system. The former theory could be tested
through additional functional imaging experiments with a more diverse array of
sensory stimuli; the latter could be tested through additional optogenetic activation
experiments, with either bilateral or unilateral activation, and high-speed imaging

to resolve fine-scale kinematic variation.

The experiments presented here provide opportunities for studies on topics that may
interest the neuroscience community more generally. For example, the optomotor
response has been shown to be roughly modelled using a PI controller in fruit flies [3]],
implying that neurons can perform both proportional and integral control. However,
the neuronal implementation of integration in particular remains elusive (although
past work on the lobula plate tangential cells (LPTCs), which are generally though
to encode patterns of wide-field optic flow, has suggested cellular mechanisms
for integral feedback [14]). Our functional imaging results, which imply a close
correlation between DNg02 activity and motor output, suggest that the integration

likely occurs in the brain, upstream of the DNg02s; researchers interested in the
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neuronal mechanisms for the sort of computation may be interested in considering
the neuronal circuitry in the brain from the LPTCs to the DNg02s.

Similarly, the effects of multimodal sensory integration on motor responses during
flight have been studied in many species, including bees [17], moths [9], and
mosquitoes [18]. The DNg02 neurons provide good experimental access to the
mechanisms of sensory integration. We interpret the optomotor response as the
behavioral mechanism through which flies minimize rotations which cause optic
flow on the retina, but these rotations would typically also involve sensory feedback
from the antennae and halteres, as well as the eyes. The information from these
different sensory structures is integrated to regulate motor output [7]. In all our
experiments, however, flies are tethered and therefore irrotational, and they do not
experience incident airflow. Studies have suggested that wind-sensing may mediate
translational flight which would otherwise be inhibited by visual responses [, 8]];
further experiments could investigate whether this inhibition is upstream of the
DNg02 neurons such that their response to progressive motion is diminished when
wind stimuli are presented. Similarly, the interactions between olfactory and visual
cues during flight have been the subject of many studies and could be considered
in the context of the DNg02s [6} [19]]. Furthermore, haltere control muscle activity
is modified by vision via descending input [2, [15]; DNg02 neurons are a candidate
class for providing this input. Investigations on their downstream connectivity in

the haltere neuropil could illuminate this mode of sensory integration.

Finally, population coding has been observed across species as a mechanism for
the specification of a motor output [[11}, [16]. Given the close correlations observed
between wingbeat amplitude and DNg02 activity, we posit that DNg02 cells become
active at thresholds of motor output. The large number of cells could provide the
fine resolution over a large dynamic range necessary to correct for deviations from
the desired flight path. The experiments presented here provide a paradigm and a
neuronal locus for detailed studies on the dynamics underlying population coding

with range fractionation.

5.3 Concluding remarks

Its relatively lightweight control system makes the fruit fly a promising target for
interdisciplinary studies focused on the algorithms and neuronal circuitry underlying
biological control of locomotion. This thesis presented two efforts to elucidate
these control systems through a combination of systems neuroscience and modern

engineering techniques. By necessity, studies of motile biological systems involve
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integration of methods from diverse fields; embracing interdisciplinarity throughout
training, experimentation, and analysis can result in increasingly novel and impactful

work across science and engineering.
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