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ABSTRACT

We study time-inhomogeneous random walks on finite groups in the case where each
random walk step need not be supported on a generating set of the group. When
the supports of the random walk steps satisfy a natural condition involving normal
subgroups of quotients of the group, we show that the random walk converges to the
uniform distribution on the group, and give bounds for the convergence rate using
spectral properties of the random walk steps. As applications, we prove a general
universality theorem for quotients of the free group on 𝑛 generators as 𝑛 → ∞,
and another universality theorem for cokernels of random integer matrices with
dependent entries.
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C h a p t e r 1

INTRODUCTION

The work in this thesis is motivated by a question in random group theory, but is of
independent interest to the study of random walks on groups.

Random walks on finite groups are well-studied in the reversible, time-homogeneous,
ergodic regime, where the random walk on a group 𝐺 consists of a product
𝑋1𝑋2 . . . 𝑋𝑛 for i.i.d. 𝑋𝑖 drawn from a distribution supported on a generating set
of 𝐺. Such random walks are known to converge to the uniform distribution 𝜋 on 𝐺
exponentially quickly. Namely, if we denote by 𝜈𝑛 the distribution of 𝑋1𝑋2 . . . 𝑋𝑛,
then

𝑑𝑇𝑉 (𝜈𝑛, 𝜋) ≤ 𝜎𝑛,

where 𝜎 is the second-largest singular value of the Markov operator of the random
walk and 𝑑𝑇𝑉 denotes the total variation distance. See [Sal04] for an excellent
review of these kinds of walks.

Some of the niceness assumptions can also be relaxed; for instance, Saloff-Coste
and Zúñiga [SZ07] studied convergence of time-inhomogeneous Markov chains,
including random walks on finite groups, in the case where each step of the random
walk is irreducible. In that case, if we denote by 𝜎𝑖 the second-highest singular
value of the 𝑖th step,

𝑑𝑇𝑉 (𝜈𝑛, 𝜋) ≤
𝑛∏
𝑖=1

𝜎𝑖 .

The main result of this paper is the following theorem, which extends part of [SZ07,
Theorem 3.5] to some time-inhomogeneous random walks where the measures
driving each step need not be irreducible:

Theorem 1.1. Let𝐺 be a finite group, and let 𝜇1, 𝜇2, . . . , 𝜇𝑛 be probability measures
on𝐺. For each subgroup𝐻 of𝐺, let 𝐼𝐻 = {𝑖 | 𝐻 = ⟨supp 𝜇𝑖⟩}. LetS be a finite set of
normal subgroups such that 𝐼𝐻 is nonempty for each 𝐻 ∈ S. Write 𝜈𝑛 = 𝜇1∗ · · ·∗𝜇𝑛.

Also, for each 𝑖, let 𝜎𝑖 be the second-largest singular value of ∗𝜇𝑖 as an operator
on 𝐿2(⟨supp 𝜇𝑖⟩). Let 𝜋 be the uniform distribution on 𝐺. Then if 𝐺 = ⟨⋃𝐻∈S 𝐻⟩,
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there are constants 𝑐𝐻 > 0 depending only on 𝐺 and 𝐻 ∈ S such that

𝑑𝑇𝑉 (𝜈𝑛, 𝜋) ≤
∑︁
𝐻∈S

𝑐𝐻

(∏
𝑖∈𝐼𝐻

𝜎𝑖

)
.

We prove a more general version of this result in Theorem 2.1.

In particular, if a time-inhomogeneous random walk on a finite group has steps
supported on enough normal subgroups, then it converges to the uniform distri-
bution on the group with an exponential rate controlled by subgroups that appear
infrequently or mix very slowly. Adding more probability measures to the convolu-
tion 𝜈𝑛 may not improve the convergence rate, but it never makes the bound worse
because convolution by a probability measure is non-expansive in the 𝐿2 norm. A
nice consequence of this is that 𝐻1, . . . , 𝐻𝑘 need not be an exhaustive list of every
normal subgroup for which 𝐼𝐻 is nonempty. We take advantage of this fact in the
proof of Theorem 1.3, which is an application of this result.

The conditions of Theorem 1.1 can be weakened so that not all the subgroups 𝐻𝑖
need to be normal (see Theorem 2.5), but see Example 2.6 for why some hypothesis
on the subgroups is necessary. Theorem 2.5 also gives quantitative bounds on the
constants.

Our main interest in developing this theorem is an application to the theory of random
groups. In the paper [LW20], Liu and Wood studied a class of Borel probability
measures 𝜇𝑢 on the set of isomorphism classes of profinite groups satisfying certain
finiteness conditions. Namely, 𝜇𝑢 is the limit as 𝑛 goes to infinity of the quotient of
the free profinite group 𝐹̂𝑛 by 𝑛 + 𝑢 random elements drawn from the Haar measure
on 𝐹̂𝑛. The pushforward of 𝜇𝑢 by the abelianization map is defined for isomorphism
classes 𝐵 of finite abelian groups by

(𝜇𝑢)ab(𝐵) =
1

|𝐵 |𝑢 | Aut(𝐵) |

∞∏
𝑘=𝑢+1

𝜁 (𝑘)−1,

where 𝜁 denotes the Riemann zeta function.

The pushforward of 𝜇0 under the map taking a group to the 𝑝-Sylow subgroup of
its abelianization (also known as the pro-𝑝 abelianization of 𝜇0) was conjectured
by Cohen and Lenstra [CL83] as a heuristic to describe the distribution of 𝑝-Sylow
subgroups of class groups of random imaginary quadratic number fields. Since then,
there has been some work done on extending this heuristic to non-abelian cases,
such as [BE11; BBH21; LWZ19].
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In the case of the abelianization of 𝜇𝑢, Wood [Woo19] showed that the distribution in
fact arises as a limiting distribution for sequences of cokernels of random matrices.
Indeed, let (𝑀𝑛)∞𝑛=1 be a sequence with each 𝑀𝑛 a random 𝑛 × (𝑛 + 𝑢) integer
matrix with independent entries. Wood showed that, under very weak conditions
on the distributions of the entries of the 𝑀𝑛, the distribution of the random group
Z𝑛/𝑀𝑛 (Z𝑛+𝑢) converges weakly as 𝑛 → ∞ to the abelianization of 𝜇𝑢 for 𝑢 ≥ 0.
Nguyen and Wood [NW22] extended this to allow the conditions on the entries to
weaken with 𝑛. They also showed that, under the assumption of independent and
identically distributed entries, there is a stronger form of convergence to 𝜇𝑢. The
phenomenon that the limiting distribution of Z𝑛/𝑀𝑛 (Z𝑛+𝑢) is rather insensitive to
the distributions of the entries of 𝑀𝑛 is an example of universality.

Thus, Liu and Wood [LW20] ask whether the distributions of non-abelian groups
𝜇𝑢 themselves or some pushforwards of them may be universal for large classes of
sequences of random groups, analogously to the universality result in [Woo19]. In
this paper we establish a universality class for 𝜇𝑢:

Theorem 1.2. Let 𝑢 ∈ Z. For 𝑛 = 1, 2, . . . , let 𝐹𝑛 be the free group on 𝑛 generators
and let 𝜈𝑛 be a symmetric probability measure supported on the generators of 𝐹𝑛.
Suppose 𝜈𝑛 (𝑥) ≥ 𝜀/𝑛 for each generator 𝑥 of 𝐹𝑛 for all 𝑛, and let ℓ𝑛 be a sequence of
integers such that ℓ𝑛

𝑛 log 𝑛 → ∞ as 𝑛→ ∞. For 𝑖 = 1, 2, . . . , let 𝑋𝑛,𝑖 be an independent
copy of ℓ𝑛 steps of the 𝜈𝑛-random walk on 𝐹𝑛. Let 𝐻𝑛 be the normal subgroup of 𝐹𝑛
generated by 𝑋𝑛,1, . . . , 𝑋𝑛,𝑛+𝑢. Then the distribution of 𝐹𝑛/𝐻𝑛 converges weakly to
𝜇𝑢.

Here, weak convergence refers to weak convergence in the topology on a set of
isomorphism classes of nice enough profinite groups defined in [LW20, Section 3].
We in fact prove a more general version of this theorem below (Theorem 3.1).

Theorem 1.2 relies on the observation that as ℓ → ∞, the result of ℓ steps of a
random walk on a profinite group becomes Haar equidistributed. In fact, Liu and
Wood [LW20] showed that the random quotients of 𝐹̂𝑛 in the definition of 𝜇𝑢 can
be replaced by quotients of the free group 𝐹𝑛 by 𝑛 + 𝑢 ℓ-step simple random walks
on 𝐹𝑛, if ℓ is taken to infinity first and then 𝑛. More generally, the fact that random
walks on finite groups become uniformly distributed is the key fact that allows us to
prove universality results about 𝜇𝑢 and its pushforwards. In Section 3.2, we use the
random walk results from Chapter 2 to extend the result of [Woo19] to cokernels of
random matrices with dependent entries.
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In her 2022 ICM talk, Wood [Woo23, Open Problem 3.10] asks if the universality
class of 𝜇𝑢 can be extended to cokernels of matrices with some dependent entries.
There are a few specific results in this direction. Most recently, Nguyen and Wood
[NW22, Theorem 1.1] show that the distribution 𝜇1 is universal for Laplacians of
Erdős-Rényi random directed graphs. Friedman and Washington [FW89] showed
that the cokernels of the random matrices 𝐼 −𝑀 , where 𝑀 is drawn at random from
the multiplicative Haar measure on GL2𝑔 (Z𝑝), approach 𝜇0 as 𝑔 → ∞. We are not
aware of any existing results showing universality of 𝜇𝑢 for cokernels of broader
classes of random matrices with dependent columns. However, Wood showed
in [Woo14] that cokernels of random symmetric matrices also exhibit a different
universal limiting distribution under weak constraints. Thus, an open question is:
exactly how much and what kind of dependence is allowed among the entries of
random matrices before they are no longer in the universality class of 𝜇𝑢?

The main application of Theorem 1.1 in this paper is a generalization of the following
result, which extends the result of [Woo19] to matrices with some dependence in
their rows and columns. We introduce a regularity condition on matrices, (𝑤, ℎ, 𝜀)-
balanced. Generally, it means that the matrix can be written as a block matrix where
the blocks have height at most ℎ, width at most 𝑤, are all independent, and each
satisfy some regularity condition depending on 𝜀. The key detail is that the blocks
of the matrix may have dependent entries, as long as there is no dependence between
blocks. With this condition, we have:

Theorem 1.3. Let 𝑢 ≥ 0 be an integer. Let 𝐺 be a finite abelian group and let 𝑎
be a multiple of the exponent of 𝐺. Let (𝑤𝑛)𝑛, (ℎ𝑛)𝑛 be sequences of real numbers
such that 𝑤𝑛 = 𝑜(log 𝑛), ℎ𝑛 = 𝑂 (𝑛1−𝛼), and 𝜀𝑛 ≥ 𝑛−𝛽 for some 0 < 𝛼 ≤ 1 and
0 < 𝛽 < 𝛼/2.

For each integer 𝑛 ≥ 0, let 𝑀𝑛 be an (𝑤𝑛, ℎ𝑛, 𝜀𝑛)-balanced 𝑛 × (𝑛 + 𝑢) random
matrix with entries in Z. Then the distribution of coker(𝑀𝑛) converges weakly to 𝜇𝑢
as 𝑛→ ∞.

1.1 Notation and Terminology
For a finite set 𝑆 and 𝑝 > 0, we use 𝐿𝑝 (𝑆) to denote the space of signed measures
(equivalently, functions) on 𝑆, equipped with the norm | | 𝑓 | |𝑝

𝐿𝑝 =
∑
𝑠∈𝑆 | 𝑓 (𝑠) |𝑝.

For a point 𝑓 ∈ 𝐿𝑝 (𝑆) and a compact set 𝐾 ⊂ 𝐿𝑝 (𝑆), we write 𝑑𝐿𝑝 ( 𝑓 , 𝐾) =

inf𝑔∈𝐾 | | 𝑓 − 𝑔 | |𝐿𝑝 . We denote by 𝑑𝑇𝑉 (𝜇, 𝜈) the total variation distance between
probability measures 𝜇, 𝜈 on 𝑆, given by 𝑑𝑇𝑉 (𝜇, 𝜈) = max𝑇⊆𝑆 |𝜇(𝑇) − 𝜈(𝑇) |. Any
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measure 𝜇 defines a linear convolution operator ∗𝜇 on 𝐿𝑝 (𝑆) given by 𝜈 ↦→ 𝜈 ∗ 𝜇.

For two finite or profinite groups𝐺,𝐺′, we write Hom(𝐺,𝐺′) for the set of (continu-
ous) group homomorphisms from𝐺 to𝐺′ and Sur(𝐺,𝐺′) for the set of (continuous)
surjective group homomorphisms from 𝐺 to 𝐺′. For a subset 𝑆 ⊆ 𝐺, we denote
by ⟨𝑆⟩ the (closed) subgroup of 𝐺 generated by 𝑆 and by ⟨𝑆⟩𝐺 the (closed) normal
subgroup of 𝐺 generated by 𝑆.

We use P[·] for probability and E[·] for expectation. We denote by supp 𝜇 the
support of a measure 𝜇.

If a random variable 𝑋 has law 𝜇, we write 𝑋 ∼ 𝜇.
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C h a p t e r 2

RANDOM WALKS

This chapter is devoted to proving a general result about equidistribution of time-
inhomogeneous random walks on finite groups. Section 2.1 states a simpler version
of the result and gives a geometric proof for it using contractions in Euclidean space.
Section 2.2 gives a stronger result (Theorem 2.5) with a less intuitive proof which
relates 𝐿2 distance of measures on a group to the 𝐿2 distances of their restrictions to
cosets in the group. We also introduce the machinery of quotient sequences, which
simplifies the process of applying Theorem 2.5.

2.1 Geometric Proof
In this subsection we prove the following theorem:

Theorem 2.1. Let𝐺 be a finite group, and let 𝜇1, 𝜇2, . . . , 𝜇𝑛 be probability measures
on 𝐺. For each subgroup 𝐻 of 𝐺, let 𝐼𝐻 = {𝑖 | 𝐻 = ⟨supp 𝜇𝑖⟩}. Let 𝐻1, . . . , 𝐻𝑘 be
normal subgroups with 𝐺 =

〈⋃𝑘
𝑗=1 𝐻 𝑗

〉
. Write 𝜈𝑛 = 𝜇1 ∗ · · · ∗ 𝜇𝑛. Recall that 𝜋 is

the uniform distribution on 𝐺.

Also, for each 𝑖, let 𝜎𝑖 be the second-largest singular value of ∗𝜇𝑖 as an operator
on 𝐿2(⟨supp 𝜇𝑖⟩). Then there are constants 𝑐 𝑗 > 0 depending only on 𝐺 and
𝐻1, . . . , 𝐻𝑘 such that

| |𝜈𝑛 − 𝜋 | |𝐿2 ≤
𝑘∑︁
𝑗=1
𝑐 𝑗

©­«
∏
𝑖∈𝐼𝐻𝑗

𝜎𝑖
ª®¬ .

This result is also implied by Theorem 2.5, but the proof is instructive due to the
geometric intuition and some intermediate results also used in the proof of Theo-
rem 2.5. Throughout this subsection, fix the finite group 𝐺, subgroups 𝐻1, . . . , 𝐻𝑘 ,
and measures 𝜇1, . . . , 𝜇𝑛.

Consider the space M = 𝐿2(𝐺) of R-valued functions on 𝐺 with the Euclidean
norm (think about these as signed measures). Since 𝐺 is finite, M � R𝐺 . Let
M0 = {𝜈 ∈ M | 𝜈(𝐺) = 0}. For each subgroup 𝐻 ≤ 𝐺, let M𝐻 ⊆ M be the space
of functions on M which are constant on each left coset of 𝐻 (i.e., for 𝜈 ∈ M𝐻 and
𝑔1, 𝑔2 ∈ 𝐺 with 𝑔−1

1 𝑔2 ∈ 𝐻, 𝜈(𝑔1) = 𝜈(𝑔2)).
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Let P ⊆ M be the set of signed measures 𝜈 on𝐺 with 𝜈(𝐺) = 1 and P𝐻 = P∩M𝐻

for 𝐻 ≤ 𝐺. Note that M0 = P − P B {𝜈 − 𝜈′ | 𝜈, 𝜈′ ∈ P}. Also, note that if
𝐻 ⊴ 𝐺, then the normed space M𝐻 is canonically isomorphic to 𝐿2(𝐺/𝐻) (by
sending 𝜈 ∈ M𝐻 to the function sending 𝑔𝐻 to 𝜈(𝑔𝐻)), and P𝐻 maps to the set of
signed measures on 𝐺/𝐻 with total mass 1 under this isomorphism. Finally, note
that P𝐺 = {𝜋}.

Any measure 𝜇𝑖 on𝐺 acts by on M by convolution on the right. If 𝜇𝑖 is a probability
measure, the convolution operator 𝑀𝑖 (𝜈) = 𝜈 ∗ 𝜇𝑖 also fixes P.

Say 𝑖 ∈ 𝐼𝐻 𝑗
. It is well-known that if supp 𝜇𝑖 is not contained in a coset of a normal

subgroup of𝐻 𝑗 , then the 𝜇𝑖-random walk on𝐻 𝑗 converges to the uniform distribution
on 𝐻 𝑗 (see, for example, [Sal04]). In general, 𝑀𝑖 induces a contraction on 𝐿2(𝐻 𝑗 )
when 𝐿2(𝐻 𝑗 ) is viewed as a subspace of M, i.e., | |𝑀𝑖𝜈 − 𝜈′| |𝐿2 ≤ ||𝜈 − 𝜈′| |𝐿2 for all
𝜈, 𝜈′ ∈ 𝐿2(𝐻 𝑗 ). In addition, for any measures 𝜈, 𝜈′ on 𝐻 𝑗 with 𝜈(𝐻 𝑗 ) = 𝜈′(𝐻 𝑗 ) we
have

| |𝜈 ∗ (𝜇𝑖 |𝐿2 (𝐻 𝑗 )) − 𝜈
′ ∗ (𝜇𝑖 |𝐿2 (𝐻 𝑗 )) | |𝐿2 (𝐻 𝑗 ) ≤ 𝜎𝑖 | |𝜈 − 𝜈

′| |𝐿2 (𝐻 𝑗 ) . (2.1)

The reason for this inequality is as follows. Convolution with any probability mea-
sure on 𝐻 𝑗 fixes constant measures on 𝐻 𝑗 . Hence, the largest eigenvalue of the
convolution operator 𝑀𝑖 |𝐿2 (𝐻 𝑗 ) is 1, corresponding to the subspace of constant mea-
sures on 𝐻𝑖. Moreover, (𝑀𝑖 |𝐿2 (𝐻 𝑗 ))∗ also acts by convolution with a probability
measure (𝜇̌𝑖, given by 𝜇̌𝑖 (𝑔) = 𝜇𝑖 (𝑔−1)), so its largest eigenvalue is also 1, corre-
sponding to the same eigenspace. Hence, the largest singular value of 𝑀𝑖 |𝐿2 (𝐻 𝑗 )
is 1. The orthogonal complement of the subspace of constant measures on 𝐻 𝑗 is
𝐿2(𝐻 𝑗 ) ∩M0, the subspace of signed measures on 𝐻 𝑗 with zero total mass. There-
fore, the operator norm (equivalently, the largest singular value) of the restriction
𝑀𝑖 |𝐿2 (𝐻 𝑗 )∩M0 is 𝜎𝑖.

In particular, (2.1) holds when replacing 𝐻 𝑗 by any left coset of 𝐻 𝑗 , since multipli-
cation on the right by a random element of 𝐻 𝑗 fixes left cosets.

On 𝐺, the operator 𝑀𝑖 does not contract the distance between a probability measure
and 𝜋, but it does contract the distance between a measure and the subspace M𝐻 𝑗

.
The idea of the proof of Theorem 2.1 is that doing this for many different subspaces
M𝐻 𝑗

can give convergence to 𝜋.

To do this, we will need three short lemmas:
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Lemma 2.2. Let 𝑉 be a finite-dimensional normed space (with norm | · |) and
𝑊 = {𝑣 ∈ 𝑉 | ℓ1(𝑣) = ℓ2(𝑣) = · · · = ℓ𝑘 (𝑣) = 0} a vector subspace of 𝑉 cut out by
𝑘 linear functions ℓ𝑖 : 𝑉 → R. Define 𝑑 (𝑥,𝑊) = inf𝑦∈𝑊 |𝑥 − 𝑦 |. Then there exist
constants 𝑐1, 𝑐2 > 0 such that for all 𝑥 ∈ 𝑉 ,

𝑐1

𝑘∑︁
𝑖=1

|ℓ𝑖 (𝑥) | ≤ 𝑑 (𝑥,𝑊) ≤ 𝑐2

𝑘∑︁
𝑖=1

|ℓ𝑖 (𝑥) |.

Proof. The map 𝐿 = (ℓ1, . . . , ℓ𝑘 ) is a linear map 𝑉 → R𝑘 with ker 𝐿 = 𝑊 . By the
first isomorphism theorem for vector spaces, there is a vector space isomorphism
𝐿̂ : 𝑉/𝑊 � 𝐿 (𝑉). The 𝐿1 norm on 𝐿 (𝑉) induces a norm | | · | | 𝐿̂ on 𝑉/𝑊 given
by | |𝑣 | | 𝐿̂ = | | 𝐿̂ (𝑣) | |𝐿1 =

∑𝑘
𝑖=1 |ℓ𝑖 (𝑣) |. Also, 𝑉/𝑊 inherits a normed space structure

from 𝑉 with norm | |𝑣 | |𝑉 = 𝑑 (𝑣,𝑊). Since 𝑉/𝑊 is finite-dimensional, the norms
| | · | | 𝐿̂ and | | · | |𝑉 are equivalent. The result follows. □

Lemma 2.3. Let 𝑉 be a finite-dimensional normed space as above and𝑊1, . . . ,𝑊𝑟

be subspaces of 𝑉 with 𝑊1 ∩ · · · ∩𝑊𝑟 ≠ ∅. For 𝑖 = 1, . . . , 𝑟 , say 𝑊𝑖 = {𝑣 ∈ 𝑉 |
ℓ𝑖,1 = · · · = ℓ𝑖,𝑘𝑖 = 0} for linear functions ℓ𝑖, 𝑗 : 𝑉 → R. Then there exist constants
𝑐1, . . . , 𝑐𝑟 > 0 such that for all 𝑥 ∈ 𝑉 ,

𝑑 (𝑥,𝑊1 ∩ · · · ∩𝑊𝑟) ≤ 𝑐1𝑑 (𝑥,𝑊1) + · · · + 𝑐𝑟𝑑 (𝑥,𝑊𝑟).

Proof. The subspace 𝑊1 ∩ · · · ∩𝑊𝑟 is cut out by all of the functions ℓ𝑖, 𝑗 : 𝑉 → R.
Hence, by 2.2 there is a constant 𝑐′0 > 0 such that for all 𝑥 ∈ 𝑉 ,

𝑑 (𝑥,𝑊1 ∩ · · · ∩𝑊𝑟) ≤ 𝑐′0
𝑟∑︁
𝑖=1

𝑘𝑖∑︁
𝑗=1

|ℓ𝑖, 𝑗 (𝑥) |.

Similarly, for each 𝑖 = 1, . . . , 𝑟 , there is a constant 𝑐′
𝑖
> 0 such that for all 𝑥 ∈ 𝑉 ,

𝑑 (𝑥,𝑊𝑖) ≥ 𝑐′𝑖
𝑘𝑖∑︁
𝑗=1

|ℓ𝑖, 𝑗 (𝑥) |.

Combining these results gives us

𝑑 (𝑥,𝑊1 ∩ · · · ∩𝑊𝑟) ≤ 𝑐′0
𝑟∑︁
𝑖=1

𝑑 (𝑥,𝑊𝑖)
𝑐′
𝑖

,

which is the desired result with 𝑐𝑖 =
𝑐′0
𝑐′
𝑖
. □
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Lemma 2.4. Let 𝐺 be a finite group and 𝐻 ≤ 𝐺 be a subgroup. Let 𝜈 ∈ M.
Let 𝜈̃ ∈ M𝐻 be the measure on 𝐺 given by 𝜈̃(𝑔ℎ) =

𝜈(𝑔𝐻)
|𝐻 | for ℎ ∈ 𝐻. Then

𝑑𝐿2 (𝜈,M𝐻) = | |𝜈 − 𝜈̃ | |𝐿2 .

Proof. We want to show that 𝜈̃ minimizes the distance | |𝜈 − 𝜈̃ | |2
𝐿2 among measures

in M𝐻 . Identifying M𝐻 with 𝐿2(𝐺/𝐻), we have

𝑑𝐿2 (𝜈,M𝐻)2 = inf
𝜇∈𝐿2 (𝐺/𝐻)

∑︁
𝑔∈𝐺/𝐻

∑︁
ℎ∈𝐻

(𝜈(𝑔ℎ) − 𝜇(𝑔))2.

Since the values 𝜇(𝑔) can be chosen independently, this is equivalent to minimizing
each term

∑
ℎ∈𝑔𝐻 (𝜈(𝑔ℎ) − 𝜇(𝑔))2 individually:

𝑑𝐿2 (𝜈,M𝐻)2 =
∑︁

𝑔∈𝐺/𝐻
inf

𝜇∈𝐿2 (𝐺/𝐻)

∑︁
ℎ∈𝐻

(𝜈(𝑔ℎ) − 𝜇(𝑔))2.

Since the mean of a finite collection of real numbers (here, {𝜈(𝑔ℎ) | ℎ ∈ 𝐻})
minimizes the sum of squared deviations, the infimum above is attained when
𝜇(𝑔) =

∑
ℎ∈𝐻 𝜈(𝑔ℎ)

|𝐻 | =
𝜈(𝑔𝐻)
|𝐻 | = 𝜈̃(𝑔ℎ).

In other words,

𝑑𝐿2 (𝜈,M𝐻)2 =
∑︁

𝑔∈𝐺/𝐻

∑︁
ℎ∈𝐻

(𝜈(𝑔ℎ) − 𝜈̃(𝑔ℎ))2 = | |𝜈 − 𝜈̃ | |2
𝐿2 .

□

Now we can combine these lemmas with (2.1) to prove Theorem 2.1.

Proof of Theorem 2.1. We bound the 𝐿2 distance between the convolution 𝜈𝑛 and
𝜋 by bounding the 𝐿2 distance between 𝜈𝑛 and span{𝜋} = M𝐺 in M. Note that
M0 ⊥ M𝐺 ; in particular, the affine space P is orthogonal to M𝐺 . Hence, for
𝜈𝑛 ∈ P, | |𝜈𝑛 − 𝜋 | |𝐿2 = 𝑑𝐿2 (𝜈,M𝐺). We will use Lemma 2.3 to bound 𝑑𝐿2 (𝜈,M𝐺).

First, we claim that M𝐺 =
⋂𝑘
𝑗=1 M𝐻 𝑗

. Indeed, clearly M𝐺 ⊆ M𝐻 for any subgroup
𝐻 ≤ 𝐺. On the other hand, suppose 𝜈 ∈ ⋂𝑘

𝑗=1 M𝐻 𝑗
. Fix 𝑔 ∈ 𝐺. Since 𝐺 =

⟨⋃𝑘
𝑗=1 𝐻 𝑗 ⟩, 𝑔 can be written in the form 𝑔 = ℎ1 . . . ℎ𝑟 , so that for each 𝑖 there is a

𝑗𝑖 ∈ {1, . . . , 𝑘} with ℎ𝑖 ∈ 𝐻 𝑗𝑖 . For 𝑖 = 1, . . . , 𝑟 , since 𝑒 ∈ 𝐻 𝑗𝑖 , both 𝑒 and ℎ𝑖 are
in 𝐻 𝑗𝑖 , so ℎ1 . . . ℎ𝑖−1 and ℎ1 . . . ℎ𝑖 are in the same left coset of 𝐻 𝑗𝑖 , ℎ1 . . . ℎ𝑖−1𝐻 𝑗𝑖 .
Since 𝜈 is constant on left cosets of 𝐻 𝑗𝑖 , 𝜈(ℎ1 . . . ℎ𝑖−1) = 𝜈(ℎ1 . . . ℎ𝑖). Applying
this argument inductively yields 𝜈(𝑒) = 𝜈(ℎ1 . . . ℎ𝑘 ) = 𝜈(𝑔). Since this holds for all
𝑔 ∈ 𝐺, 𝜈 ∈ M𝐺 . Hence, M𝐺 ⊇ ⋂𝑘

𝑗=1 M𝐻𝑘
as desired.
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Now Lemma 2.3 tells us that there are constants 𝑐′1, . . . , 𝑐
′
𝑘

such that

𝑑𝐿2 (𝜈𝑛,M𝐺) ≤
𝑘∑︁
𝑗=1
𝑐′𝑗𝑑𝐿2 (𝜈𝑛,M𝐻 𝑗

).

So, we just need to bound the distance 𝑑𝐿2 (𝜈𝑛,M𝐻 𝑗
) for each 𝑗 . Fix some 𝑗 ∈

{1, . . . , 𝑘}. We proceed by induction on 𝑛.

First, if 𝛿0 is the Dirac measure on the identity of 𝐺, we have 𝑑𝐿2 (𝛿0,M𝐻 𝑗
) ≤

1 − 1
|𝐺 | = | |𝛿0 − 𝜋 | |𝐿2 .

Now suppose the claim holds for some fixed 𝑛. Let 𝜈̃𝑛 be the projection of 𝜈𝑛 onto
M𝐻 𝑗

, so that | |𝜈𝑛 − 𝜈̃𝑛 | |𝐿2 = 𝑑𝐿2 (𝜈𝑛,M𝐻 𝑗
).

There are two cases:

Suppose ⟨supp 𝜇𝑛+1⟩ ≠ 𝐻 𝑗 , so 𝑛 + 1 ∉ 𝐼𝐻 𝑗
. Since the transition matrix of a Markov

chain is an 𝐿2 contraction, | |𝜈𝑛+1 − 𝜈̃𝑛 ∗ 𝜇𝑛+1 | |𝐿2 ≤ ||𝜈𝑛 − 𝜈̃𝑛 | |𝐿2 .

Now note that since 𝐻 𝑗 is normal, its collections of left cosets and of right cosets
coincide, so 𝜈̃𝑛 is constant on each right coset of 𝐻 𝑗 as well. Since multiplication by
a random element of 𝐺 permutes the right cosets of 𝐻 𝑗 , 𝜈̃𝑛 ∗ 𝜇𝑛+1 remains constant
on right cosets of 𝐻 𝑗 , hence on left cosets. So 𝜈̃𝑛 ∗ 𝜇𝑛+1 ∈ M𝐻 𝑗

, and

𝑑𝐿2 (𝜈𝑛+1,M𝐻 𝑗
) ≤ ||𝜈𝑛+1 − 𝜈̃𝑛 ∗ 𝜇𝑛+1 | |𝐿2 ≤ ||𝜈𝑛 − 𝜈̃𝑛 | |𝐿2 = 𝑑𝐿2 (𝜈𝑛,M𝐻 𝑗

).

Now suppose ⟨supp 𝜇𝑛+1⟩ = 𝐻 𝑗 , so 𝑛 + 1 ∈ 𝐼𝐻 𝑗
.

By Lemma 2.4, 𝜈̃𝑛 |𝑔𝐻 𝑗
is uniform on 𝑔𝐻 𝑗 with total mass 𝜈𝑛 (𝑔𝐻 𝑗 ). In particular,

𝜈̃𝑛 |𝑔𝐻 𝑗
∗ 𝜇𝑛+1 |𝑔𝐻 𝑗

= 𝜈̃𝑛 |𝑔𝐻 𝑗
. By (𝑃(𝑟)), this means

| |𝜈𝑛+1 |𝐿2 (𝑔𝐻 𝑗 ) − 𝜈̃𝑛 |𝐿2 (𝑔𝐻 𝑗 ) | |𝐿2 (𝑔𝐻 𝑗 ) ≤ 𝜎𝑛+1 | |𝜈𝑛 |𝐿2 (𝑔𝐻 𝑗 ) − 𝜈̃𝑛 |𝐿2 (𝑔𝐻 𝑗 ) | |𝐿2 (𝑔𝐻 𝑗 )

Note that for any 𝜈 ∈ M, | |𝜈 | |𝐿2 (𝐺) =
∑
𝑔∈𝐺/𝐻 𝑗

| |𝜈 |𝐿2 (𝑔𝐻 𝑗 ) | |𝐿2 (𝑔𝐻 𝑗 ) . So,

| |𝜈𝑛+1 − 𝜈̃𝑛 | |𝐿2 (𝐺) ≤ 𝜎𝑛+1 | |𝜈𝑛 − 𝜈̃𝑛 | |𝐿2 (𝐺) .

Hence,

𝑑𝐿2 (𝜈𝑛+1,M𝐻 𝑗
) ≤ ||𝜈𝑛+1 − 𝜈̃𝑛 | |𝐿2 (𝐺) ≤ 𝜎𝑛+1 | |𝜈𝑛 − 𝜈̃𝑛 | |𝐿2 (𝐺) = 𝜎𝑛+1𝑑𝐿2 (𝜈𝑛,M𝐻 𝑗

).

By induction, we get

𝑑𝐿2 (𝜈𝑛,M𝐻 𝑗
) ≤

(
1 − 1

|𝐺 |

) ∏
𝑖∈𝐼𝐻𝑗

𝜎𝑖 .
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Combining these results for all 𝑗 yields

| |𝜈𝑛 − 𝜋 | |𝐿2 = 𝑑𝐿2 (𝜈𝑛,M𝐺) ≤
𝑘∑︁
𝑗=1
𝑐′𝑗

©­«
∏
𝑖∈𝐼𝐻𝑗

𝜎𝑖
ª®¬ .

□

2.2 Algebraic Proof
This subsection is devoted to proving a stronger version of Theorem 2.1:

Theorem 2.5. Let 𝐺 be a finite group and suppose we have a sequence of groups
𝐻1, . . . , 𝐻𝑘 , 𝐺1, . . . , 𝐺𝑘 and morphisms 𝑄1, . . . , 𝑄𝑘 , 𝑄̃1, . . . , 𝑄̃𝑘 as follows:

• We have𝐻1 ⊴ 𝐺. Define𝐺1 = 𝐺/𝐻1. The map𝑄1 is the canonical projection
𝐺 ↠ 𝐺1.

• For 𝑗 > 1, we have 𝐻 𝑗 ⊴ 𝐺 𝑗−1. Define 𝐺 𝑗 = 𝐺 𝑗−1/𝐻 𝑗 . The map 𝑄 𝑗 is the
canonical projection 𝐺 𝑗−1 ↠ 𝐺 𝑗 .

• For 𝑗 ≥ 1, the map 𝑄̃ 𝑗 : 𝐺 → 𝐺 𝑗 is the composition 𝑄 𝑗 ◦𝑄 𝑗−1 ◦ · · · ◦𝑄1.

Let 𝜇1, . . . , 𝜇𝑛 be probability measures on 𝐺. Let 𝜈𝑛 = 𝜇1 ∗ · · · ∗ 𝜇𝑛. For each
𝑗 = 1, . . . , 𝑘 , let 𝐼 𝑗 = {𝑖 | ⟨supp(𝑄̃ 𝑗−1)∗𝜇𝑖⟩ = 𝐻 𝑗 }. Let 𝜋 be the uniform distribution
on 𝐺.

For 𝑖 ∈ 𝐼 𝑗 , let 𝜎𝑖 be the second largest singular value of the (𝑄̃ 𝑗−1)∗𝜇𝑖-random walk
on 𝐻 𝑗 . Then if 𝐺𝑘 = {𝑒} and each 𝐼 𝑗 is nonempty, we have

| |𝜈𝑛 − 𝜋 | |2𝐿2 ≤
𝑘∑︁
𝑗=1

|𝐺 𝑗 | − 1
|𝐺 |

©­«
∏
𝑖∈𝐼 𝑗

𝜎2
𝑖

ª®¬ =

𝑘∑︁
𝑗=1

∏𝑘
𝑖= 𝑗 |𝐻𝑖 | − 1

|𝐺 |
©­«
∏
𝑖∈𝐼 𝑗

𝜎2
𝑖

ª®¬ .
In the case where 𝑘 = 1 and 𝐻1 = 𝐺, we recover the first part of [SZ07, Theorem
3.5]. It is not possible to fully remove the normality assumption, as the following
example shows:

Example 2.6. Consider the alternating group 𝐴5. Recall that 𝐴5 is generated by
the 3-cycles (1 2 3), (1 2 4), (1 2 5). Consider the following three-step time-
inhomogeneous “random walk” on 𝐴5: 𝑋1 is uniformly distributed on ⟨(1 2 3)⟩, 𝑋2

is uniformly distributed on ⟨(1 2 4)⟩, and 𝑋3 is uniformly distributed on ⟨(1 2 5)⟩.
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The step distributions 𝜇1, 𝜇2, 𝜇3 on the respective cyclic groups all have second-
largest singular value zero. However, the product 𝑋1𝑋2𝑋3 is not uniformly dis-
tributed on 𝐴5. Indeed, when 𝑋1𝑋2𝑋3 acts on the tuple (1, 2, 3, 4, 5), 3 can never
end up in the fourth or fifth position, whereas if 𝑋1𝑋2𝑋3 were uniform on 𝐴5, 3
would end up in the fourth and fifth position with probability 1/5 each.

The proof of Theorem 2.5 relies on the following observation that 𝐿2 distance
between a measure and the uniform measure on 𝐺 can be decomposed “along” a
quotient.

Lemma 2.7. Let 𝐺 be a finite group and 𝐻 ≤ 𝐺. Let 𝜋 be the uniform distribution
on 𝐺 and let 𝜇 be any measure on 𝐺. Let 𝑃 : 𝐺 ↠ 𝐺/𝐻 be the set map sending
each element of 𝐺 to the corresponding left coset of 𝐻. For each subset 𝑆 ⊆ 𝐺, let
𝜋
𝜇

𝑆
be the uniform measure on 𝑆 with total mass 𝜇(𝑆). Then

| |𝜇 − 𝜋 | |2
𝐿2 (𝐺) =

1
|𝐻 | | |𝑃∗𝜇 − 𝑃∗𝜋 | |

2
𝐿2 (𝐺/𝐻) +

∑︁
𝑔𝐻∈𝐺/𝐻

| |𝜇 |𝑔𝐻 − 𝜋𝜇
𝑔𝐻

| |2
𝐿2 (𝑔𝐻) .

Proof. We have

| |𝜇 − 𝜋 | |2
𝐿2 (𝐺) =

∑︁
𝑔∈𝐺

(𝜇(𝑔) − |𝐺 |−1)2

=
∑︁

𝑔𝐻∈𝐺/𝐻

∑︁
ℎ∈𝑔𝐻

(𝜇(ℎ) − |𝐺 |−1)2

=
∑︁

𝑔𝐻∈𝐺/𝐻

∑︁
ℎ∈𝑔𝐻

(
𝜇(ℎ) − 𝜇(𝑔𝐻)

|𝐻 | + 𝜇(𝑔𝐻)|𝐻 | − 1
|𝐺 |

)2

=
∑︁

𝑔𝐻∈𝐺/𝐻

∑︁
ℎ∈𝑔𝐻

(
𝜇(ℎ) − 𝜇(𝑔𝐻)

|𝐻 |

)2

+
∑︁

𝑔𝐻∈𝐺/𝐻

∑︁
ℎ∈𝑔𝐻

(
𝜇(𝑔𝐻)
|𝐻 | − 1

|𝐺 |

)2

+ 2
∑︁

𝑔𝐻∈𝐺/𝐻

∑︁
ℎ∈𝑔𝐻

(
𝜇(ℎ) − 𝜇(𝑔𝐻)

|𝐻 |

) (
𝜇(𝑔𝐻)
|𝐻 | − 1

|𝐺 |

)
.

We consider each of these three sums independently. First, notice that∑︁
𝑔𝐻∈𝐺/𝐻

∑︁
ℎ∈𝑔𝐻

(
𝜇(ℎ) − 𝜇(𝑔𝐻)

|𝐻 |

)2
=

∑︁
𝑔𝐻∈𝐺/𝐻

| |𝜇 |𝑔𝐻 − 𝜋𝜇
𝑔𝐻

| |2
𝐿2 (𝑔𝐻) .
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Next, we have∑︁
𝑔𝐻∈𝐺/𝐻

∑︁
ℎ∈𝑔𝐻

(
𝜇(𝑔𝐻)
|𝐻 | − 1

|𝐺 |

)2
=

∑︁
𝑔𝐻∈𝐺/𝐻

|𝐻 |
(
𝜇(𝑔𝐻)
|𝐻 | − 1

|𝐺 |

)2

=
1
|𝐻 |

∑︁
𝑔𝐻∈𝐺/𝐻

(
𝜇(𝑔𝐻) − 1

[𝐺 : 𝐻]

)2

=
1
|𝐻 | | |𝑃∗𝜇 − 𝑃∗𝜋 | |

2
𝐿2 (𝐺/𝐻) .

Finally,

2
∑︁

𝑔𝐻∈𝐺/𝐻

∑︁
ℎ∈𝑔𝐻

(
𝜇(ℎ) − 𝜇(𝑔𝐻)

|𝐻 |

) (
𝜇(𝑔𝐻)
|𝐻 | − 1

|𝐺 |

)
= 2

∑︁
𝑔𝐻∈𝐺/𝐻

(
𝜇(𝑔𝐻)
|𝐻 | − 1

|𝐺 |

) ©­«
∑︁
ℎ∈𝑔𝐻

𝜇(ℎ) − 𝜇(𝑔𝐻)
|𝐻 |

ª®¬
= 2

∑︁
𝑔𝐻∈𝐺/𝐻

(
𝜇(𝑔𝐻)
|𝐻 | − 1

|𝐺 |

)
(𝜇(𝑔𝐻) − 𝜇(𝑔𝐻))

= 0,

completing the proof. □

Combined with induction, this lemma allows us to prove the theorem:

Proof of Theorem 2.5. Let 𝐻0 = {𝑒} and let 𝑄̃0 = id𝐺 .

We will prove the following statement by reverse induction on 𝑟:

| | (𝑄̃𝑟)∗𝜈𝑛 − (𝑄̃𝑟)∗𝜋 | |2𝐿2 (𝐺𝑟 ) ≤
𝑘∑︁

𝑗=𝑟+1

|𝐺 𝑗 | − 1
|𝐺𝑟 |

©­«
∏
𝑖∈𝐼 𝑗

𝜎2
𝑖

ª®¬ . (𝑃(𝑟))

When 𝑟 = 𝑘 , the right hand side of 𝑃(𝑟) is 0, and since both (𝑄̃𝑟)∗𝜈𝑛 and (𝑄̃𝑟)∗𝜋
are the unique probability measure on 𝐺𝑟 = {𝑒}, the left hand side is also 0, so 𝑃(𝑟)
holds.

Now suppose 𝑃(𝑟 + 1) holds. We will show 𝑃(𝑟) holds.

Since (𝑄̃𝑟)∗𝜋 is the uniform distribution on 𝐺𝑟 , Lemma 2.7 applied to 𝐺𝑟 and 𝐻𝑟+1

says

| | (𝑄̃𝑟)∗𝜈𝑛 − (𝑄̃𝑟)∗𝜋 | |2𝐿2 (𝐺𝑟 ) =
1

|𝐻𝑟+1 |
| | (𝑄̃𝑟+1)∗𝜈𝑛 − (𝑄̃𝑟+1)∗𝜋 | |2𝐿2 (𝐺𝑟+1)

+
∑︁

𝑔𝐻𝑟+1∈𝐺𝑟+1

| | (𝑄̃𝑟)∗𝜈𝑛 |𝑔𝐻𝑟+1 − 𝜋
(𝑄̃𝑟 )∗𝜈𝑛
𝑔𝐻𝑟+1

| |2
𝐿2 (𝑔𝐻𝑟+1) .
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By the inductive hypothesis,

1
|𝐻𝑟+1 |

| | (𝑄̃𝑟+1)∗𝜈𝑛 − (𝑄̃𝑟+1)∗𝜋 | |2𝐿2 (𝐺𝑟+1) ≤
𝑘∑︁

𝑗=𝑟+2

|𝐺 𝑗 | − 1
|𝐺𝑟+1 | |𝐻𝑟+1 |

©­«
∏
𝑖∈𝐼 𝑗

𝜎2
𝑖

ª®¬
=

𝑘∑︁
𝑗=𝑟+2

|𝐺 𝑗 | − 1
|𝐺𝑟 |

©­«
∏
𝑖∈𝐼 𝑗

𝜎2
𝑖

ª®¬ .
Now consider the second term,

∑
𝑔𝐻𝑟+1∈𝐺𝑟+1 | | (𝑄̃𝑟)∗𝜈𝑛 |𝑔𝐻𝑟+1 − 𝜋

(𝑄̃𝑟 )∗𝜈𝑛
𝑔𝐻𝑟+1

| |2
𝐿2 (𝑔𝐻𝑟+1)

. By
Lemma 2.4, this is precisely 𝑑𝐿2 ((𝑄̃𝑟)∗𝜈𝑛,M𝑔𝐻𝑟+1)2. Following the argument in the
proof of Theorem 2.1, we get∑︁

𝑔𝐻𝑟+1∈𝐺𝑟+1

| | (𝑄̃𝑟)∗𝜈𝑛 |𝑔𝐻𝑟+1 − 𝜋
(𝑄̃𝑟 )∗𝜈𝑛
𝑔𝐻𝑟+1

| |2
𝐿2 (𝑔𝐻𝑟+1) ≤

(
1 − 1

|𝐺𝑟 |

) ∏
𝑖∈𝐼 𝑗

𝜎2
𝑖

Hence,

| | (𝑄̃𝑟)∗𝜈𝑛 − (𝑄̃𝑟)∗𝜋 | |2𝐿2 (𝐺𝑟 ) ≤
𝑘∑︁

𝑗=𝑟+2

|𝐺 𝑗 | − 1
|𝐺𝑟 |

©­«
∏
𝑖∈𝐼 𝑗

𝜎2
𝑖

ª®¬ +
(
1 − 1

|𝐺𝑟 |

) ∏
𝑖∈𝐼𝑟+1

𝜎2
𝑖

=≤
𝑘∑︁

𝑗=𝑟+2

|𝐺 𝑗 | − 1
|𝐺𝑟 |

©­«
∏
𝑖∈𝐼 𝑗

𝜎2
𝑖

ª®¬ +
(
|𝐺𝑟+1 | − 1

|𝐺𝑟 |

) ∏
𝑖∈𝐼𝑟+1

𝜎2
𝑖

=

𝑘∑︁
𝑗=𝑟+1

|𝐺 𝑗 | − 1
|𝐺𝑟 |

©­«
∏
𝑖∈𝐼 𝑗

𝜎2
𝑖

ª®¬ ,
completing the induction. When 𝑟 = 0, we get

| |𝜈𝑛 − 𝜋 | |2𝐿2 ≤
𝑘∑︁
𝑗=1

|𝐺 𝑗 | − 1
|𝐺 |

©­«
∏
𝑖∈𝐼 𝑗

𝜎2
𝑖

ª®¬ .
□

Remark 2.8. We can use some inequalities to get a similar nice bound on the 𝐿1 or
total variation distance.

Jensen’s inequality says that 1
|𝐺 |2 | |𝜈𝑛 − 𝜋 | |

2
𝐿1 ≤ 1

|𝐺 | | |𝜈𝑛 − 𝜋 | |
2
𝐿2 , so

| |𝜈𝑛 − 𝜋 | |2𝐿1 ≤
𝑘∑︁
𝑗=1

( |𝐺 𝑗 | − 1) ©­«
∏
𝑖∈𝐼 𝑗

𝜎2
𝑖

ª®¬ .
By subadditivity of square root,

| |𝜈𝑛 − 𝜋 | |𝐿1 ≤
𝑘∑︁
𝑗=1

√︃
|𝐺 𝑗 | − 1 ©­«

∏
𝑖∈𝐼 𝑗

𝜎𝑖
ª®¬ .
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Finally, using 𝑑𝑇𝑉 (𝜈𝑛, 𝜋) = 1
2 | |𝜈𝑛 − 𝜋 | |𝐿1 , we get

𝑑𝑇𝑉 (𝜈𝑛, 𝜋) ≤
1
2

𝑘∑︁
𝑗=1

√︃
|𝐺 𝑗 | − 1 ©­«

∏
𝑖∈𝐼 𝑗

𝜎𝑖
ª®¬ .

Combining this remark with Theorem 2.1 yields Theorem 1.1.
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C h a p t e r 3

RANDOM GROUPS

This chapter is devoted to showing universality results for certain kinds of random
groups, using the moment method of Wood. As a warm-up, Section 3.1 contains
a proof that the distributions 𝜇𝑢 from [LW20] are universal for quotients of free
groups by random walks. The main result of this chapter is the proof in Section 3.2
applying the results from Chapter 2 to extend the argument of [Woo19] to cokernels
of random matrices with some dependence in the entries.

Liu and Wood [LW20, Section 3] describe a topology on the set of isomorphism
classes of profinite groups satisfying a sufficiently nice property. In this section,
weak convergence of a sequence of random groups always means weak convergence
in this topology. We use only one fact about this topology, which is that weak
convergence in the topology is equivalent to convergence of moments.

Distributions on these kinds of profinite groups can be studied by analyzing their
moments. For a random group 𝐴 and a group 𝐺, the 𝐺-moment of 𝐴 is the expected
number of surjective homomorphisms from 𝐴 to𝐺, denoted E[# Sur(𝐴, 𝐺)]. Sawin
[Saw20] showed that, provided the 𝐺-moments of 𝐴 grow at most polynomially in
|𝐺 |, for any sequence of random profinite groups 𝐴𝑛, if lim𝑛→∞ E[# Sur(𝐴𝑛, 𝐺)] →
E[# Sur(𝐴, 𝐺)] for an appropriate collection of finite groups 𝐺, then 𝐴𝑛 converge
weakly to 𝐴 in the topology of [LW20, Section 3]. This was proved originally for
abelian groups in [Woo14], and an analogous statement is true more generally for
random objects in “diamond categories”, i.e., categories satisfying an analogue of
the diamond isomorphism theorem [SW22].

The measure 𝜇𝑢 defined by [LW20] has 𝐺-moment 1
|𝐺 |𝑢 for each finite group 𝐺. In

particular, the abelianization of 𝜇𝑢 has moments 1
|𝐺 |𝑢 for finite abelian 𝐺. To prove

that a sequence of random groups converges weakly to 𝜇𝑢, it suffices to show that
their moments converge to 1

|𝐺 |𝑢 .

Here is a brief outline of the proof strategy used in [Woo19; NW22], and other work
to compute the moments of cokernels of random matrices, which we adapt to prove
our universality results. Let 𝑉𝑛 be a free group (or free abelian group, free nilpotent
group, free profinite etc.) on 𝑛 generators. Let 𝑋1,𝑛, . . . , 𝑋𝑚,𝑛 be some random
elements of 𝑉𝑛 (with 𝑚 depending on 𝑛), and let 𝐻𝑛 = ⟨𝑋1,𝑛, . . . , 𝑋𝑚,𝑛⟩𝑉𝑛 be the
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(compact) normal subgroup generated by the 𝑋𝑖,𝑛. We are interested in finding the
moment at a finite group 𝐺 of the random group 𝑉𝑛/𝐻𝑛. For example, in the case
of random matrix cokernels, 𝑉𝑛 = Z𝑛 and 𝑋1,𝑛, . . . , 𝑋𝑛+𝑢,𝑛 are columns of a random
𝑛 × (𝑛 + 𝑢) matrix.

There is a one-to-one correspondence between surjections 𝑉𝑛/𝐻𝑛 → 𝐺 and surjec-
tions 𝑉𝑛 → 𝐺 vanishing on 𝐻𝑛. So,

E[# Sur(𝑉𝑛/𝐻𝑛, 𝐺)] = E


∑︁
𝑓 ∈Sur(𝑉𝑛,𝐺)

1𝐻𝑛⊆ker 𝑓


=

∑︁
𝑓 ∈Sur(𝑉𝑛,𝐺)

E[1𝐻𝑛⊆ker 𝑓 ]

=
∑︁

𝑓 ∈Sur(𝑉𝑛,𝐺)
P[𝐻𝑛 ⊆ ker 𝑓 ] .

If the 𝑋𝑖,𝑛 are independent, then

P[𝐻𝑛 ⊆ ker 𝑓 ] =
𝑚∏
𝑖=1
P[𝑋𝑖,𝑛 ∈ ker 𝑓 ] .

This independence is a crucial assumption of [NW22]. More generally, one can
consider the induced map 𝑓 𝑚 : (𝑉𝑛)𝑚 → 𝐺𝑚 and see that

P[𝐻𝑛 ⊆ ker 𝑓 ] = P[ 𝑓 𝑚 (𝑋1,𝑛, . . . , 𝑋𝑚,𝑛) = 0 ∈ 𝐺𝑚] .

Thus, the problem translates to understanding random elements in the finite group
𝐺𝑚. There are roughly |𝐺 |𝑛 surjections 𝑉𝑛 → 𝐺, so if 𝑓 𝑚 (𝑋1,𝑛, . . . , 𝑋𝑚,𝑛) is close
to uniform in 𝐺𝑚, then P[𝐻𝑛 ⊆ ker 𝑓 ] ≈ 1

|𝐺 |𝑚 and E[# Sur(𝑉𝑛/𝐻𝑛, 𝐺)] ≈ 1
|𝐺 |𝑚−𝑛 . If

𝑚 = 𝑛+𝑢, then in the limit we recover exactly the moments we want for convergence
to 𝜇𝑢.

In the cases we consider, |𝐺𝑚 | grows exponentially with 𝑛, so it is not obvious that
𝑓 𝑚 (𝑋1,𝑛, . . . , 𝑋𝑚,𝑛) should be anywhere close to uniform in 𝐺𝑚. However, when
the 𝑋𝑖,𝑛 are close to independent, the problem reduces to showing closeness to the
uniform distribution in smaller groups, which is much more tractable.

There are two more key regularity issues that need to be addressed. The first is that
the 𝑋𝑖,𝑛 need to have nice enough distributions that their projections can be close to
independent. For example, if 𝑉𝑛 = Z𝑛 and every component of 𝑋𝑛,𝑖 is divisible by
𝑎 with probability 1, then for any group 𝐺 with |𝐺 | = 𝑎, every surjection 𝑉𝑛 → 𝐺

descends to a surjection 𝑉𝑛/𝐻𝑛 → 𝐺, giving us more surjections than we want. In
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[NW22], and in this work, this worst-case example is avoided by demanding that
the 𝑋𝑛,𝑖 satisfy some anti-concentration conditions.

There is also the problem of the map 𝑓 . Most of the time (this will be formalized
later), 𝑓 is sufficiently regular that the regularity of the 𝑋𝑖,𝑛 implies regularity of the
images 𝑓 (𝑋𝑖,𝑛). However, this is not always the case. In [Woo14; Woo19], Wood
gets around this issue by splitting up surjections into nice “codes” and pathological
non-codes, and categorizing non-codes by how far they are from being codes. In
Section 3.1, the 𝑋𝑛,𝑖 are sufficiently regular and this issue does not appear, but in
Section 3.2, we have to extend the approach of [Woo19] to work with dependent
relators.

3.1 Nonabelian Groups
This subsection is devoted to constructing a universality class for 𝜇𝑢, which is given
by the following theorem:

Theorem 3.1. Let 𝑢 ∈ Z. For 𝑛 = 1, 2, . . . , Let 𝐹𝑛 be the free group on 𝑛 generators.
For 𝑖, 𝑗 = 1, 2, . . . , let 𝜇𝑛,𝑖, 𝑗 be probability measures on 𝐹𝑛 with 𝜇𝑛,𝑖, 𝑗 (𝑒) > 0 and
⟨supp 𝜇𝑛,𝑖, 𝑗 ⟩ = 𝐹𝑛. Let 𝜀𝑛 = inf𝑖, 𝑗>0 min𝑥∈supp 𝜇𝑛,𝑖, 𝑗 𝜇𝑛,𝑖, 𝑗 (𝑥). Assume ℓ𝑛 are positive
integers such that lim𝑛→∞

ℓ𝑛𝜀
2
𝑛

log 𝑛 = ∞ for all 𝑖.

For each 𝑛, for 𝑖 = 1, . . . , 𝑛 + 𝑢, let 𝑋𝑛,𝑖 be a random element of 𝐹𝑛 drawn from
𝜇𝑛,𝑖,1 ∗ · · · ∗ 𝜇𝑛,𝑖,ℓ𝑛,𝑖 .

Let 𝐴𝑛 = 𝐹𝑛/⟨𝑋𝑛,1, . . . , 𝑋𝑛,𝑛+𝑢⟩𝐹𝑛 . Then the distributions of the random groups 𝐴𝑛
converge weakly to 𝜇𝑢 as 𝑛→ ∞.

Moreover, if each 𝜇𝑛,𝑖, 𝑗 is symmetric (i.e., 𝜇𝑛,𝑖, 𝑗 (𝑥) = 𝜇𝑛,𝑖, 𝑗 (𝑥−1) for all 𝑥 ∈ 𝐹𝑛), then
we only need that lim𝑛→∞

ℓ𝑛𝜀𝑛
log 𝑛 = ∞.

In particular, suppose 𝜇𝑛,𝑖, 𝑗 is independent of 𝑖, 𝑗 , supported on the generators of
𝐹𝑛, and symmetric. Then if there is some 𝜀 > 0 such that 𝜀𝑛 ≥ 𝜀/𝑛 for all 𝑛, we
recover Theorem 1.2.

To prove this theorem, we will work with moments. The argument is analogous
to some parts of the proof in [Woo19] that the abelianization of 𝜇𝑢 is universal
for abelian groups. First, we make an observation about the problem of finding
moments for a random quotient.
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Let 𝑉 be a group and 𝐺 be a finite group. Let 𝑋1, 𝑋2, . . . , 𝑋𝑛+𝑢 be independent
random elements of 𝑉 , and let 𝐻 = ⟨𝑋1, 𝑋2, . . . , 𝑋𝑛+𝑢⟩𝑉 . Say we want to count
E(# Sur(𝑉/𝐻,𝐺)).

There is a bĳection between surjections𝑉/𝐻 → 𝐺 and surjections𝑉 → 𝐺 vanishing
on 𝐻. So,

E[# Sur(𝑉/𝐻,𝐺)] = E


∑︁
𝑓 ∈Sur(𝑉,𝐺)

1𝐻⊆ker 𝐹


=

∑︁
𝑓 ∈Sur(𝑉,𝐺)

E[1𝐻⊆ker 𝑓 ]

=
∑︁

𝑓 ∈Sur(𝑉,𝐺)
P[𝐻 ⊆ ker 𝑓 ] .

By independence,

E[# Sur(𝑉/𝐻,𝐺)] =
∑︁

𝑓 ∈Sur(𝑉,𝐺)
P[𝐻 ⊆ ker 𝑓 ] =

∑︁
𝑓 ∈Sur(𝑉,𝐺)

𝑛+𝑢∏
𝑖=1
P[ 𝑓 (𝑋𝑖) = 𝑒] .

(3.1)

This reduces the problem of computing moments to understanding the distribution of
the image of one random relator at a time. Since the random relators in Theorem 3.1
come from a random walk, their images in a finite group𝐺 also come from a random
walk, so should converge to a uniform distribution. The following lemma formalizes
this notion.

Lemma 3.2. Fix 𝑛. Let 𝐹𝑛 be the free group on 𝑛 generators. For 𝑗 = 1, 2, . . . , let
𝜇 𝑗 be probability measures on 𝐹𝑛 with 𝜇 𝑗 (𝑒) > 0. Let 𝜀 = inf 𝑗>0 min𝑥∈supp 𝜇 𝑗

𝜇 𝑗 (𝑥).
Let ℓ be a positive integer.

Let 𝑋 be a random element of 𝐹𝑛 drawn from 𝜇1 ∗ · · · ∗ 𝜇ℓ. Let 𝐺 be a finite group
and let 𝑓 : 𝐹𝑛 ↠ 𝐺 be a surjective homomorphism. Then����P[ 𝑓 (𝑋) = 𝑒] − 1

|𝐺 |

���� ≤ exp
(
− 𝜀2ℓ

2|𝐺 |2

)
If each 𝜇 𝑗 is symmetric, then the bound can be improved to exp

(
− 𝜀ℓ

|𝐺 |2

)
.

Proof. The expression
���P[ 𝑓 (𝑋) = 𝑒] − 1

|𝐺 |

��� is bounded above by the 𝐿2 distance
between the distribution of 𝑓 (𝑋) and the uniform distribution on 𝐺.



20

Applying Theorem 2.5 (equivalently, [SZ07, Theorem 3.5]) and Remark 2.8 to the
pushforward 𝑓∗(𝜇1 ∗ · · · ∗ 𝜇ℓ) yields����P[ 𝑓 (𝑋) = 𝑒] − 1

|𝐺 |

���� ≤ ℓ∏
𝑗=1

𝜎𝑗 ,

where 𝜎𝑗 is the second-largest singular value of the 𝑓∗𝜇 𝑗 -random walk on 𝐺.

To bound 𝜎𝑗 , let 𝑀 𝑗 be the transition matrix for the 𝑓∗𝜇 𝑗 -random walk. Then 𝑀∗
𝑗

is the transition matrix for the time-reversed random walk driven by ( 𝑓∗𝜇 𝑗 )∨. So,
𝑀 𝑗𝑀

∗
𝑗

corresponds to taking one step from 𝑓∗𝜇 𝑗 , then one step from the reversed
measure.

Since 𝜇 𝑗 (𝑒) > 0, supp( 𝑓∗𝜇 𝑗 ∗ ( 𝑓∗𝜇 𝑗 )∨) ⊇ supp 𝑓∗𝜇 𝑗 . Moreover,

min
𝑥∈supp( 𝑓∗𝜇 𝑗∗( 𝑓∗𝜇 𝑗 )∨)

( 𝑓∗𝜇 𝑗 ∗ ( 𝑓∗𝜇 𝑗 )∨) (𝑥) ≥ 𝜀2.

By [Sal04, Theorem 6.2],

𝜎2
𝑗 ≤ 1 − 𝜀2

𝐷2 ,

where 𝐷 is the diameter of the Cayley graph of 𝐺 with respect to the generating set
supp( 𝑓∗𝜇 𝑗 ∗ ( 𝑓∗𝜇 𝑗 )∨). In particular, 𝐷 < |𝐺 |, so

𝜎𝑗 ≤

√︄
1 − 𝜀2

|𝐺 |2
≤ 1 − 𝜀2

2|𝐺 |2
≤ exp

(
− 𝜀2

2|𝐺 |2

)
.

The result follows.

If 𝜇 𝑗 is symmetric, then 𝑀 𝑗 is symmetric and its eigenvalues coincide with its
singular values. Hence by [Sal04, Theorem 6.2] we get

𝜎𝑗 ≤ 1 − 𝜀

𝐷2 ≤ exp
(
− 𝜀

|𝐺 |2

)
.

□

To combine the error terms for each individual relator, we use a trick from [Woo19].
The following lemma is a more general restatement of [Woo19, Lemma 2.4], but
the proof is essentially the same.

Lemma 3.3. Let 𝐺 be a finite group, 𝑦1, . . . , 𝑦𝑛+𝑢 fixed elements of 𝐺, 𝑌1, . . . , 𝑌𝑛+𝑢

independent random elements of 𝐺, and 𝑑 > 0 such that for each 𝑖,����P[𝑌𝑖 = 𝑦𝑖] − 1
|𝐺 |

���� ≤ 𝑑 ≤ log 2
|𝐺 | (𝑛 + 𝑢 − 1) .
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Then ����P[𝑌𝑖 = 𝑦𝑖 for all 𝑖] − 1
|𝐺 |𝑛+𝑢

���� ≤ 2(𝑛 + 𝑢)𝑑
|𝐺 |𝑛+𝑢−1 .

Proof. This follows directly from [Woo19, Lemma 2.3]. □

From here, the proof of Theorem 3.1 is straightforward using moments.

Proof of Theorem 3.1. We want to apply Lemma 3.12.

Since 𝜀2
𝑛ℓ𝑛

log 𝑛 → ∞, 𝜀2
𝑛ℓ𝑛 − 𝑐 log 𝑛→ ∞ for all constants 𝑐 ∈ R. Hence,√︁

|𝐺 |
2

exp
(
−
𝜀2
𝑛ℓ𝑛

2|𝐺 |2

)
· |𝐺 | (𝑛 + 𝑢 − 1)

log 2
=

√︁
|𝐺 |
2

exp
(
−
𝜀2
𝑛ℓ𝑛

2|𝐺 |2
+ log(𝑛 + 𝑢 − 1) + log

|𝐺 |
log 2

)
→ 0

as 𝑛→ ∞. In particular, it is less than 1 for large enough 𝑛.

Lemma 3.2 says that for any surjection 𝑓 : 𝐹𝑛 → 𝐺,����P[ 𝑓 (𝑋𝑛,𝑖) = 𝑒] − 1
|𝐺 |

���� ≤ √︁
|𝐺 |
2

exp
(
−
𝜀2
𝑛ℓ𝑛

2|𝐺 |2

)
,

so by Lemma 3.3, for large enough 𝑛,����P[ 𝑓 (𝑋𝑛,𝑖) = 𝑒 for all 1 ≤ 𝑖 ≤ 𝑛 + 𝑢] − 1
|𝐺 |𝑛+𝑢

���� ≤ 𝐶

|𝐺 |𝑛 (𝑛 + 𝑢) exp
(
−
𝜀2
𝑛ℓ𝑛

2|𝐺 |2

)
for some constant 𝐶 depending on |𝐺 | and 𝑢. In particular, since # Hom(𝐹𝑛, 𝐺) =
|𝐺 |𝑛,����E[# Sur(𝐹𝑛/⟨𝑋𝑛,1, . . . , 𝑋𝑛,𝑛+𝑢⟩𝐹𝑛 , 𝐺)] −

1
|𝐺 |𝑢

����
=

������©­«
∑︁

𝑓 ∈Sur(𝐹𝑛,𝐺)
P[ 𝑓 (𝑋𝑛,𝑖) = 𝑒 for all 1 ≤ 𝑖 ≤ 𝑛 + 𝑢]ª®¬ − ©­«

∑︁
𝑓 ∈Hom(𝐹𝑛,𝐺)

1
|𝐺 |𝑛+𝑢

ª®¬
������

≤
∑︁

𝑓 ∈Sur(𝐹𝑛,𝐺)

𝐶

|𝐺 |𝑛 (𝑛 + 𝑢) exp
(
−
𝜀2
𝑛ℓ𝑛

2|𝐺 |2

)
+

∑︁
𝑓 ∈Hom(𝐹𝑛,𝐺)\Sur(𝐹𝑛,𝐺)

1
|𝐺 |𝑛+𝑢

≤ 𝐶 (𝑛 + 𝑢) exp
(
−
𝜀2
𝑛ℓ𝑛

2|𝐺 |2

)
+

∑︁
𝑓 ∈Hom(𝐹𝑛,𝐺)\Sur(𝐹𝑛,𝐺)

1
|𝐺 |𝑛+𝑢 .

[Woo19] showed in Theorem 2.9 that
∑
𝑓 ∈Hom(𝐹𝑛,𝐺)\Sur(𝐹𝑛,𝐺)

1
|𝐺 |𝑛+𝑢 → 0 as 𝑛 → ∞,

and since 𝜀2
𝑛ℓ𝑛

log 𝑛 → ∞ as 𝑛→ ∞, 𝐶 (𝑛 + 𝑢) exp
(
− 𝜀2

𝑛ℓ𝑛

2|𝐺 |2

)
→ 0 as 𝑛→ ∞. Hence,

lim
𝑛→∞
E[# Sur(𝐹𝑛/⟨𝑋𝑛,1, . . . , 𝑋𝑛,𝑛+𝑢⟩𝐹𝑛 , 𝐺) =

1
|𝐺 |𝑢 ,
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which is the 𝐺-moment for 𝜇𝑢. The theorem follows from [Saw20, Theorem 1.2].

If each 𝜇𝑛,𝑖, 𝑗 is symmetric and 𝜀𝑛ℓ𝑛
log 𝑛 → ∞ as 𝑛 → ∞, then the same result holds

using the stronger bound in Lemma 3.2. □

3.2 Abelian Groups with Dependent Relations
In this section, 𝜇𝑢 will refer to the abelianized version for brevity. The goal of this
section is to prove the following theorem, which is also Theorem 1.3:

Theorem 3.4. Let 𝑢 ≥ 0 be an integer. Let 𝐺 be a finite abelian group and let 𝑎
be a multiple of the exponent of 𝐺. Let (𝑤𝑛)𝑛, (ℎ𝑛)𝑛 be sequences of real numbers
such that 𝑤𝑛 = 𝑜(log 𝑛), ℎ𝑛 = 𝑂 (𝑛1−𝛼), and 𝜀𝑛 ≥ 𝑛−𝛽 for some 0 < 𝛼 ≤ 1 and
0 < 𝛽 < 𝛼/2.

For each integer 𝑛 ≥ 0, let 𝑀𝑛 be an (𝑤𝑛, ℎ𝑛, 𝜀𝑛)-balanced 𝑛 × (𝑛 + 𝑢) random
matrix with entries in Z. Then the distribution of coker(𝑀𝑛) converges weakly to 𝜇𝑢
as 𝑛→ ∞.

To prove convergence results, we will use the moment method of Wood (see [Woo14;
Woo19]) as follows. Let 𝑋1, 𝑋2, . . . be a sequence of random finitely generated
abelian groups and 𝑌 be a random finitely generated abelian group. Let 𝑎 > 0 be
an integer and 𝐴 the set of isomorphism classes of abelian groups with exponent
dividing 𝐴. If for every 𝐺 ∈ 𝐴 we have

lim
𝑛→∞
E[# Sur(𝑋𝑛, 𝐺)] = E[# Sur(𝑌, 𝐺)] ≤ | ∧2 𝐺 |

then for every 𝐻 ∈ 𝐴 we have

lim
𝑛→∞
P[𝑋𝑛 ⊗ Z/𝑎Z � 𝐻] = P[𝑌 ⊗ Z/𝑎Z � 𝐻]

[Woo19, Theorem 3.1]. If this holds for all choices of 𝑎, it should be understood
as weak convergence in the set of isomorphism classes of finitely generated abelian
groups with the topology generated by the open sets𝑈𝑎,𝐻 = {𝑋 finitely generated abelian |
𝑋 ⊗ Z/𝑎Z � 𝐻}. Moreover, note that if 𝑌 ∼ 𝜇𝑢, then [Woo19, Lemma 3.2] gives

E[# Sur(𝑌, 𝐺)] = |𝐺 |−𝑢 .

Following this strategy, we will obtain Theorem 1.3 as a corollary of Theorem 3.18,
which states that if 𝑋𝑛 are the cokernels of 𝑛 × (𝑛 + 𝑢) random matrices satisfying
appropriate conditions, then lim𝑛 E[# Sur(𝑋𝑛, 𝐺)] = |𝐺 |−𝑢.



23

When 𝑋𝑛 is the cokernel of a random matrix, the problem of counting surjections
from 𝑋𝑛 into 𝐺 can be attacked with combinatorics. Say 𝑋𝑛 = Z𝑛/𝑁 , where 𝑁 is a
random subgroup of Z𝑛. Then surjections 𝑋𝑛 → 𝐺 are in bĳection with surjections
Z𝑛 → 𝐺 which vanish on 𝑁 . It follows from linearity of expectation that

E[# Sur(Z𝑛/𝐻,𝐺)] =
∑︁

𝑓 ∈Sur(Z𝑛,𝐺)
P[ 𝑓 (𝑁) = 0] .

In the case of cokernels of random matrices, 𝑁 is the subgroup generated by the
columns of the random matrix, viewed as elements of Z𝑛. Given a map 𝑓 : Z𝑛 → 𝐺,
we get a map 𝑓 : (Z𝑛)𝑚 → 𝐺𝑚 applying 𝑓 to each component. Then, viewing 𝑀 as
an element of (Z𝑛)𝑚, we have that 𝑓 (𝑁) = 0 if and only if 𝑓 (𝑀) = 0. Thus, we want
to bound the probabilities 𝑓 (𝑀) = 0. Past work that assumes random matrices with
independent entries (e.g., [Woo19]) has observed that if 𝑍 is a random tuple in Z𝑛

with independent, sufficiently regular components, then for most 𝑓 ∈ Sur(Z𝑛, 𝐺),
the element 𝑓 (𝑍) ∈ 𝐺 is close to uniformly distributed. Applying this independently
to each column allows us to compute P[ 𝑓 (𝑀) = 0]. In this work, we apply the same
principle to consider several columns of a random matrix at a time.

We will start by defining an appropriate notion of regularity for random matrices.

Balanced elements
The following definition captures the idea that a random element in a group is not
too concentrated in a particular coset.

Definition 3.5. Let 𝐺 be a group. A 𝐺-valued random variable 𝑋 is 𝜀-balanced if
for any proper subgroup 𝐻 < 𝐺 and element 𝑔 ∈ 𝐺, we have P[𝑋 ∈ 𝑔𝐻] ≤ 1 − 𝜀.

This definition agrees with the definition for cyclic groups in [Woo19].

In this paper, we consider 𝑛 × 𝑚 integer matrices as elements of the abelian group
(Z𝑛)𝑚. For each subset 𝐸 of {1, . . . , 𝑛} × {1, . . . , 𝑚}, we have a quotient map 𝜋𝑆
from (Z𝑛)𝑚 onto Z𝑆 given by taking the entries of a matrix indexed by pairs in 𝑆.
We say that a subset of the entries of a random matrix 𝑀 with indices 𝑆 is (jointly)
𝜀-balanced if 𝜋𝑆 (𝑀) is 𝜀-balanced in Z𝑆.

The new definition of 𝜀-balanced has some desirable properties that help construct
new examples of 𝜀-balanced random variables.

Lemma 3.6. (1) If 𝜋 : 𝐺 → 𝑄 is a surjective homomorphism of groups and 𝑋 is
𝜀-balanced in 𝐺, then 𝜋(𝑋) is 𝜀-balanced in 𝑄.
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(2) If 𝐺,𝐺′ are groups, 𝑋 is 𝜀-balanced in 𝐺, 𝑌 is 𝜀-balanced in 𝐺′, and 𝑋 and
𝑌 are independent, then (𝑋,𝑌 ) is 𝜀-balanced in 𝐺 × 𝐺′.

Proof. (1) Let 𝑞𝐾 ⊊ 𝑄 be a coset of a proper subgroup of𝑄. We have 𝜋−1(𝑞𝐾) =⋃
𝑔∈𝜋−1 (𝑞) 𝑔𝜋

−1(𝐾). Since 𝜋 is surjective, 𝜋−1(𝐾) is a proper subgroup of 𝐺
(or else 𝐾 = 𝜋(𝜋−1(𝐾)) = 𝜋(𝐺) = 𝑄). Now for any 𝑔, 𝑔′ ∈ 𝜋−1(𝑞), we have
𝜋(𝑔) = 𝜋(𝑔′), so 𝑔𝑔−1 ∈ ker 𝜋 ⊂ 𝜋−1(𝐾) and 𝑔𝜋−1(𝐾) = 𝑔′𝜋−1(𝐾). Hence,
if 𝑔 ∈ 𝜋−1(𝑞), we have 𝜋−1(𝑞𝐾) = 𝑔𝜋−1(𝐾), and this is a coset of a proper
subgroup of 𝐺. Since 𝑋 is 𝜀-balanced,

P[𝜋(𝑋) ∈ 𝑞𝐾] ≤ P[𝑋 ∈ 𝜋−1(𝑞𝐾)] ≤ 1 − 𝜀,

as desired.

(2) Let 𝑘𝐻 be a coset of a proper subgroup of 𝐺 × 𝐺′. Note that

P[(𝑋,𝑌 ) ∈ 𝑘𝐻] = P[(𝑋, 𝑒) ∈ (𝑒,𝑌−1)𝑘𝐻] = P[(𝑋, 𝑒) ∈ (𝑒,𝑌−1)𝑘𝐻∩(𝐺×{𝑒})] .

Recall that the intersection of two cosets in a group is either empty or a coset
of their intersection. In particular, (𝑒,𝑌−1)𝑘𝐻 ∩ (𝐺 × {𝑒}) is either empty or
a coset of a subgroup of 𝐺 × {𝑒}.

Thus there are two cases:

i. If (𝑒, 𝑦−1)𝑘𝐻 ∩ (𝐺 × {𝑒}) ⊊ 𝐺 × {𝑒} for all 𝑦 ∈ 𝐺′:

Condition on 𝑌 = 𝑦 for some fixed 𝑦 ∈ 𝐺′. Since 𝑋 and 𝑌 are indepen-
dent,

P[(𝑋, 𝑒) ∈ (𝑒,𝑌−1)𝑘𝐻∩(𝐺×{𝑒}) | 𝑌 = 𝑦] = P[(𝑋, 𝑒) ∈ (𝑒, 𝑦−1)𝑘𝐻∩(𝐺×{𝑒})] .

Since (𝑒, 𝑦−1)𝑘𝐻∩(𝐺×{𝑒}) ⊊ 𝐺×{𝑒}, either (𝑒, 𝑦−1)𝑘𝐻∩(𝐺×{𝑒}) =
∅ or (𝑒, 𝑦−1)𝑘𝐻 ∩ (𝐺 × {𝑒}) is a coset of a proper subgroup of 𝐺 × {𝑒}.
In the former case, P[(𝑋, 𝑒) ∈ (𝑒, 𝑦−1)𝑘𝐻 ∩ (𝐺 × {𝑒})] = 0. In the
latter case, notice that (𝑋, 𝑒) is 𝜀-balanced in 𝐺 × {𝑒} by (1). Hence
P[(𝑋, 𝑒) ∈ (𝑒, 𝑦−1)𝑘𝐻 ∩ (𝐺 × {𝑒})] ≤ 1 − 𝜀.
In both cases, P[(𝑋, 𝑦) ∈ 𝑘𝐻] = P[(𝑋, 𝑒) ∈ (𝑒, 𝑦−1)𝑘𝐻 ∩ (𝐺 × {𝑒})] ≤
1 − 𝜀. Hence, we have

P[(𝑋,𝑌 ) ∈ 𝑘𝐻] =
∑︁
𝑦∈𝐺′
P[(𝑋, 𝑒) ∈ (𝑒,𝑌−1)𝑘𝐻 ∩ (𝐺 × {𝑒}) | 𝑌 = 𝑦]P[𝑌 = 𝑦]

≤ (1 − 𝜀)
∑︁
𝑦∈𝐺′
P[𝑌 = 𝑦]

= 1 − 𝜀.
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ii. If 𝐺 × {𝑒} ⊆ (𝑒, 𝑦−1)𝑘𝐻 for some 𝑦 ∈ 𝑌 , then (𝑒, 𝑒) ∈ (𝑒, 𝑦−1)𝑘𝐻,
so in particular (𝑒, 𝑦−1)𝑘𝐻 is a subgroup of 𝐺 × 𝐺′ and we must have
(𝑒, 𝑦−1)𝑘𝐻 = 𝐻. We claim that 𝐻 = 𝐺 × 𝐻′ for some proper subgroup
𝐻′ of 𝐺′.

Indeed, let 𝜋 : 𝐺 × 𝐺′ → 𝐺′ be the projection and let 𝐻′ = 𝜋(𝐻). On
one hand, clearly 𝐻 ⊆ 𝐺 × 𝜋(𝐻). On the other, if (𝑔, ℎ′) ∈ 𝐺 ×𝐻′, then
ℎ′ = 𝜋(𝑔′, ℎ) for some (𝑔′, ℎ) ∈ 𝐻. Then (𝑔, ℎ′) = (𝑔(𝑔′)−1, 𝑒) (𝑔′, ℎ).
Since (𝑔(𝑔′)−1, 𝑒) ∈ 𝐺 × {𝑒} ⊆ 𝐻, we have (𝑔, ℎ′) ∈ 𝐻. Hence
𝐻 = 𝐺 × 𝐻′. Note that 𝐻′ ⪇ 𝐺′, or else 𝐻 = 𝐺 × 𝐺′ is not a proper
subgroup.

Then
P[(𝑋,𝑌 ) ∈ 𝑘𝐻] = P[𝑌 ∈ 𝐻′] ≤ 1 − 𝜀.

Hence, in both cases we have P[(𝑋,𝑌 ) ∈ 𝑘𝐻] ≤ 1 − 𝜀 and since this holds
for every proper coset 𝑘𝐻, we have that (𝑋,𝑌 ) is balanced.

□

Note that Lemma 3.6 gives us a nice way to build up 𝜀-balanced matrices. If the
entries of a random matrix can be partitioned into independent subsets and each of
these subsets of the entries is jointly 𝜀-balanced, then the whole matrix is 𝜀-balanced.
For example, any matrix with independent, 𝜀-balanced entries (as in [Woo19]) is
𝜀-balanced as a matrix.

When a random variable is 𝜀-balanced, we can get an upper bound on the associated
singular value.

Lemma 3.7. Suppose𝐺 is a finite group and 𝑋 is 𝜀-balanced in𝐺 with distribution
𝜇. Let 𝜎 be the second largest singular value of the operator ∗𝜇 on 𝐿2(𝐺). Then

𝜎 ≤ exp
(
− 𝜀

2|𝐺 |3

)
.

Proof. Note that 𝜎 is the square root of the second largest eigenvalue of the operator
∗𝜈 B ∗𝜇 ∗ 𝜇̌ : 𝐿2(𝐺) → 𝐿2(𝐺), where ∗𝜇̌ is the adjoint to the operator ∗𝜇, given
by 𝜇̂(𝑥) = 𝜇(−𝑥). The operator ∗𝜈 is the transition operator for a random walk on
𝐺, where each step is a difference of two independent copies of 𝑋 .

In particular, note that this new random walk is time-reversible. By [Sal04, Theorem
6.2], for any symmetric generating set Σ of𝐺, the eigenvalues of ∗𝜇∗ 𝜇̌ are therefore
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bounded above by
𝜎2 ≤ 1 − 𝑚

𝐷2 ,

where 𝑚 = min𝑥∈Σ (𝜇 ∗ 𝜇̌) (𝑥) and 𝐷 is the diameter of the Cayley graph of (𝐺, Σ).
In particular, 𝐷 ≤ |𝐺 |. Since 𝜈 is symmetric, we can relax the assumption that Σ is
symmetric by taking Σ ∪ Σ−1 in the theorem. In that case, 𝑚 stays the same but 𝐷
can only decrease.

The goal is to choose an appropriate Σ to bound 𝑚 from below. Note that if 𝑋1 and
𝑋2 are 𝜀-balanced, then so is 𝑋1𝑋

−1
2 (via conditioning on 𝑋2). In particular, 𝜈 is

𝜀-balanced.

We proceed iteratively. Having chosen 𝑥1, . . . , 𝑥𝑛−1 (including the empty set 𝑛 =

1), if ⟨𝑥1, . . . , 𝑥𝑛−1⟩ = 𝐺 then we are done. Otherwise, since 𝜈 is 𝜀-balanced,
𝜈(⟨𝑥1, . . . , 𝑥𝑛−1⟩) ≤ 1 − 𝜀. Choose

𝑥𝑛 = argmax𝑥∈𝐺\⟨𝑥1,...,𝑥𝑛−1⟩ 𝜈(𝑥).

Since 𝜈(⟨𝑥1, . . . , 𝑥𝑛−1⟩) ≤ 1 − 𝜀, we have 𝜈(𝐺 \ ⟨𝑥1, . . . , 𝑥𝑛−1⟩) ≥ 𝜀, so 𝜈(𝑥𝑛) ≥
𝜀

|𝐺\⟨𝑥1,...,𝑥𝑛−1⟩| ≥
𝜀
|𝐺 | .

Hence we have 𝑚 ≥ 𝜀
|𝐺 | , so

𝜎 ≤
√︂

1 − 𝜀

|𝐺 |3
≤ 1 − 𝜀

2|𝐺 |3
≤ exp

(
− 𝜀

2|𝐺 |3

)
,

as desired. □

Now we will use the 𝜀-balanced condition to give a regularity condition for matrices.

Definition 3.8. Let 𝑆 be a finite set. A partition of 𝑆 is a collection P =

{𝑃1, . . . , 𝑃𝑘 } ⊆ 2𝑆, such that 𝑆 = 𝑃1 ⊔ 𝑃2 ⊔ · · · ⊔ 𝑃𝑘 and each 𝑃𝑖 is nonempty. We
say |P | = max𝑖 #𝑃𝑖 and #P = 𝑘 . If 𝜎 ⊆ 2[𝑛] , write ∪𝜎 for

⋃
𝑆∈𝜎 𝑆.

Note that #P · |P| ≥ #𝑆.

The next definition specifies the kinds of restrictions we will give for the matrices
in our universality class. The idea is that we can split up the columns of the matrix
and then the rows, so that the resulting sections of the matrix are 𝜀-balanced.

If 𝑀 is an 𝑛×𝑚 matrix, 𝑆 = {𝑠1 < · · · < 𝑠𝑘 } ⊂ [𝑛], and 𝑇 = {𝑡1 < · · · < 𝑡ℓ} ⊂ [𝑚],
then 𝑀𝑆,𝑇 is the 𝑘 × ℓ matrix (𝑀𝑠𝑖 ,𝑡 𝑗 )1≤𝑖≤𝑘,1≤ 𝑗≤ℓ.
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Definition 3.9. An 𝑛 × 𝑚 random matrix 𝑀 with entries in a ring 𝑅 is (𝑤, ℎ, 𝜀)-
balanced if there is a partition Q = {𝑄1, . . . , 𝑄𝑟} of [𝑚] and a partition P =

{𝑃1, . . . , 𝑃ℓ} of [𝑛] with |Q| ≤ 𝑤, |P | ≤ ℎ, and such that each random matrix
𝑀𝑃𝑖 ,𝑄 𝑗

is 𝜀-balanced in the additive abelian group (𝑅#𝑃𝑖 )#𝑄 𝑗 and the random matrices
𝑀𝑃𝑖 ,𝑄 𝑗

are independent.

If |P | = |Q| = 1 then we recover the definition of 𝜀-balanced from [Woo19] and
other related work.

Bounds for most maps 𝑓
It turns out that (𝑤, ℎ, 𝜀)-balanced is a strong enough condition that we can get
bounds on P[ 𝑓 (𝑀) = 0] for the vast majority of maps 𝑓 .

Definition 3.10. Let P = {𝑃1, . . . , 𝑃ℓ} be a partition of [𝑛] and𝐺 be a finite abelian
group. A function 𝑓 : 𝑉 → 𝐺 is a P-code of distance 𝑤 if for any 𝜎 ⊂ [#P] with
| ∪ 𝜎 | < 𝑤, we have 𝑓 (𝑉\∪𝜎) = 𝐺.

To approximate P[ 𝑓 (𝑀) = 0] for codes 𝑓 , we will split the matrices 𝑀 into
independent sets of columns. Each such set of 𝑟 random columns gets mapped to
something close to uniform in 𝐺𝑟 . The following lemma is analogous to [Woo19,
Lemma 2.1].

Lemma 3.11. Let 𝑛, 𝑟 ≥ 1 be integers. Let 𝐺 be a finite abelian group and let 𝑎 be
a multiple of the exponent of 𝐺. Let 𝑁 be the number of subgroups of 𝐺. Let 𝜀 > 0
and 𝛿 > 0 be real numbers. Let 𝑉 = (Z/𝑎Z)𝑛. Let P = {𝑃𝑖} be a partition of [𝑛]
with |P | = ℓ. Let 𝑓 ∈ Hom(𝑉, 𝐺) be a P-code of distance 𝑤.

Let𝑀 be an 𝑛×𝑟 random matrix in𝑉𝑟 such that the matrices𝑀𝑃𝑖 ,[𝑟] are independent
and 𝜀-balanced as random elements of ((Z/𝑎Z)#𝑃𝑖 )𝑟 .

Let 𝑔1, . . . , 𝑔𝑟 ∈ 𝐺. Then

|P[ 𝑓 (𝑀) = (𝑔1, . . . , 𝑔𝑟)] − |𝐺 |−𝑟 | ≤ 𝑁 exp
(
− 𝜀𝑤

2ℓ𝑁 |𝐺 |3𝑟

)
Proof. Let 𝑒1, . . . , 𝑒𝑛 be the standard generating set for 𝑉 .

The idea is to treat 𝑓 (𝑀) as a random walk in 𝐺𝑟 . We have

𝑓 (𝑀) =
#P∑︁
𝑖=1

𝑓 (𝑀𝑃𝑖 ,[𝑟]),
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where 𝑀𝑃𝑖 ,[𝑟] is interpreted as an 𝜀-balanced random element of ⟨𝑒 𝑗 | 𝑗 ∈ 𝑃𝑖⟩𝑟 �
((Z/𝑎Z)#𝑃𝑖 )𝑟 , a subgroup of ((Z/𝑎Z)𝑛)𝑟 .

Let 𝑆 = {𝐻 ≤ 𝐺 | 𝐻 = 𝑓 (𝑀𝑃𝑖 ,[𝑟]) for at least 𝑤/ℓ𝑁 values of 𝑖}. Since there are at
most 𝑁 subgroups of 𝐺 not in 𝑆, there are strictly fewer than 𝑤/ℓ values of 𝑖 such
that 𝑓 (𝑀𝑃𝑖 ,[𝑟]) ∉ 𝑆, and for these 𝑖 we must have |⋃𝑖 𝑃𝑖 | ≤ 𝑤. Since 𝑓 is a P-code
of distance 𝑤, it remains surjective if we discard all of these indices, which means
the images of the 𝑀𝑃𝑖 ,[𝑟]s with 𝑓 (𝑀𝑃𝑖 ,[𝑟]) ∈ 𝑆 generate 𝐺. In other words, we have
⟨⋃𝐻∈𝑆 𝐻⟩ = 𝐺. The subgroups in 𝑆 will be the ones we use in the random walk,
applying Theorem 2.1.

By construction of 𝑆, for each 𝐻 in 𝑆 we have #𝐼𝐻 ≥ 𝑤/ℓ𝑁 . By Lemma 3.6,
the steps 𝑓 (𝑀𝑃𝑖 ,[𝑟]) are 𝜀-balanced, which means that by Lemma 3.7 we have
𝜎𝑖 ≤ exp

(
− 𝜀

2|𝐺 |3𝑟

)
(using the fact that each 𝑓 (𝑀𝑃𝑖 ,[𝑟]) is supported on a subgroup

of 𝐺𝑟).

Hence by Theorem 2.1 we have

|P[ 𝑓 (𝑀) = (𝑔1, . . . , 𝑔𝑟)] − |𝐺 |−𝑟 | ≤
∑︁
𝐻∈𝑆

exp
(
− 𝜀𝑤

2ℓ𝑁 |𝐺 |3𝑟

)
≤ 𝑁 exp

(
− 𝜀𝑤

2ℓ𝑁 |𝐺 |3𝑟

)
,

as desired. □

To combine these estimates we will use a result which is a more general version of
Lemma 3.3:

Lemma 3.12. Let 𝑥1, . . . , 𝑥𝑚 ≥ −1 be real numbers such that
∑𝑚
𝑖=1 max{0, 𝑥𝑖} ≤

log 2. Then ����� 𝑚∏
𝑖=1

(1 + 𝑥𝑖) − 1

����� ≤ 2
𝑚∑︁
𝑖=1

|𝑥𝑖 |

and
𝑚∑︁
𝑖=1

min{0, 𝑥𝑖} ≤
𝑚∏
𝑖=1

(1 + 𝑥𝑖) − 1 ≤ 2
𝑚∑︁
𝑖=1

max{0, 𝑥𝑖}.

Proof. The first statement follows from the second statement because max{0, 𝑥𝑖} ≤
|𝑥𝑖 | and min{0, 𝑥𝑖} ≥ −|𝑥𝑖 |. So, we will show the second statement.

First, assume 𝑥𝑖 ≤ 0 for all 𝑖. In that case,

𝑚∏
𝑖=1

(1 + 𝑥𝑖) ≥ 1 +
𝑚∑︁
𝑖=1

𝑥𝑖 .
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Next, assume 𝑥𝑖 ≥ 0 for all 𝑖. Using the fact that 1 + 𝑥𝑖 ≤ 𝑒𝑥𝑖 , we get
𝑚∏
𝑖=1

(1 + 𝑥𝑖) ≤ 𝑒
∑𝑚

𝑖=1 𝑥𝑖 .

We have 𝑒𝑥 − 1 = 2𝑥 at 𝑥 = 0 and 𝑑
𝑑𝑥
(𝑒𝑥 − 1) ≤ 𝑑

𝑑𝑥
(2𝑥) for 𝑥 ≤ log 2, so 𝑒𝑥 − 1 ≤ 2𝑥

for 0 ≤ 𝑥 ≤ log 2. Hence, if
∑𝑚
𝑖=1 𝑥𝑖 ≤ log 2, then exp

(∑𝑚
𝑖=1 𝑥𝑖

)
− 1 ≤ 2

∑𝑚
𝑖=1 𝑥𝑖.

Now consider the general case. By replacing each negative 𝑥𝑖 with zero, we can only
increase the product

∏𝑚
𝑖=1(1 + 𝑥𝑖). On the other hand, by replacing each positive 𝑥𝑖

with zero, we can only decrease it. Hence, for general 𝑥𝑖, we get
𝑚∑︁
𝑖=1

min{0, 𝑥𝑖} ≤
𝑚∏
𝑖=1

(1 + min{0, 𝑥𝑖}) − 1

≤
𝑚∏
𝑖=1

(1 + 𝑥𝑖) − 1

≤
𝑚∏
𝑖=1

(1 + max{0, 𝑥𝑖}) − 1 ≤ 2
𝑚∑︁
𝑖=1

max{0, 𝑥𝑖}.

□

Applying this lemma with 𝑥𝑖 being the error in Lemma 3.11 multiplied by |𝐺 |𝑟

yields an estimate on the probability that the whole matrix maps to zero:

Lemma 3.13. Let 𝑢 ∈ Z. Let𝐺 be a finite abelian group and let 𝑎 be a multiple of the
exponent of𝐺. Let𝑁 be the number of subgroups of𝐺. Let (𝑤𝑛)𝑛, (ℎ𝑛)𝑛, (𝛿𝑛)𝑛, (𝜀𝑛)𝑛
be sequences of real numbers such that 𝑤𝑛 = 𝑜(log 𝑛), ℎ𝑛 = 𝑂 (𝑛1−𝛼), and 𝜀𝑛𝛿𝑛 ≥
𝑛−𝛼+𝛽 for some 0 < 𝛽 ≤ 𝛼 ≤ 1.

For a natural number 𝑛, let 𝑉 = (Z/𝑎Z)𝑛. Let 𝑀 be an (𝑤𝑛, ℎ𝑛, 𝜀𝑛)-balanced
𝑛 × (𝑛 + 𝑢) random matrix with entries in Z/𝑎Z. Let P be the row partition
associated to 𝑀 and let 𝑓 ∈ Hom(𝑉, 𝐺) be a P-code of distance 𝑛𝛿𝑛.

Then there are constants 𝐾, 𝑐, 𝛾 > 0 depending only on 𝐺, 𝛼, 𝛽, and the sequence
ℎ𝑛 such that for all 𝑔1, . . . , 𝑔𝑛+𝑢 ∈ 𝐺,

|P[ 𝑓 (𝑀) = (𝑔1, . . . , 𝑔𝑛+𝑢)] − |𝐺 |−𝑛−𝑢 | ≤ 𝐾 exp(−𝑐𝑛𝛾)
|𝐺 |𝑛+𝑢

Proof. Let P and Q be the row and column partitions for 𝑀 as in the definition of
(𝑤𝑛, ℎ𝑛, 𝜀𝑛)-balanced. Let 𝑀𝑖 = 𝑀[𝑛],𝑄𝑖

for each 𝑖. Let 𝑔𝑄𝑖
= (𝑔 𝑗 | 𝑗 ∈ 𝑄𝑖). By

independence,

P[ 𝑓 (𝑀) = (𝑔1, . . . , 𝑔𝑛+𝑢)] =
∏
𝑖

P[ 𝑓 (𝑀𝑖) = 𝑔𝑄𝑖
] .
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For each 𝑖, let 𝑥𝑖 = |𝐺 |#𝑄𝑖P[ 𝑓 (𝑀𝑖) = 𝑔𝑄𝑖
] − 1. By Lemma 3.11, we have

|𝑥𝑖 | ≤ 𝑁 |𝐺 |#𝑄𝑖 exp
(
− 𝑛𝜀𝑛𝛿𝑛

2𝑁ℎ𝑛 |𝐺 |3#𝑄𝑖

)
≤ 𝑁 |𝐺 |𝑤𝑛 exp

(
− 𝑛𝜀𝑛𝛿𝑛

2𝑁ℎ𝑛 |𝐺 |3𝑤𝑛

)
.

Hence we have

log |𝑥𝑖 | ≤ log 𝑁 + 𝑤𝑛 log |𝐺 | − 𝑛𝜀𝑛𝛿𝑛

2𝑁ℎ𝑛 |𝐺 |3𝑤𝑛
.

Since ℎ𝑛 = 𝑂 (𝑛1−𝛼) and 𝜀𝑛𝛿𝑛 ≥ 𝑛−𝛼+𝛽, there is a constant 𝐶 depending only on the
proportionality constant in ℎ𝑛 such that for large enough 𝑛 we have 𝜀𝑛𝛿𝑛

ℎ𝑛
≥ 𝐶𝑛𝛽−1

so that 𝑛𝜀𝑛𝛿𝑛
2𝑁ℎ𝑛 |𝐺 |3𝑤𝑛

≥ 𝐶𝑛𝛽

2𝑁 |𝐺 |3𝑤𝑛

Since 𝑤𝑛 = 𝑜(log 𝑛), for large enough 𝑛 we have 𝑤𝑛 ≤ 𝛽 log 𝑛
6 log |𝐺 | so that |𝐺 |3𝑤𝑛 =

𝑒3𝑤𝑛 log |𝐺 | ≤ 𝑛𝛽/2 and, for large enough 𝑛, 𝑛𝜀𝑛𝛿𝑛
2𝑁ℎ𝑛 |𝐺 |3𝑤𝑛

≥ 𝐶𝑛𝛽/2

2𝑁 .

Finally, since log 𝑁 + 𝑤𝑛 log |𝐺 | = 𝑜(log 𝑛), we also have that for 𝑛 large enough,
log |𝑥𝑖 | ≤ − 𝐶

4𝑁 𝑛
𝛽/2 and |𝑥𝑖 | ≤ exp

(
− 𝐶

4𝑁 𝑛
𝛽/2

)
. In particular, for 𝑛 large enough,

𝑚∑︁
𝑖=1

|𝑥𝑖 | ≤ 𝑚 exp
(
− 𝐶

4𝑁
𝑛𝛽/2

)
≤ 𝑛 exp

(
− 𝐶

4𝑁
𝑛𝛽/2

)
≤ log 2.

By Lemma 3.12, we therefore have that for such 𝑛,

| |𝐺 |𝑛+𝑢P[ 𝑓 (𝑀) = (𝑔1, . . . , 𝑔𝑛+𝑢)] − 1| =
����� 𝑚∏
𝑖=1

|𝐺 |#𝑄𝑖P[ 𝑓 (𝑀𝑖) = 𝑔𝑄𝑖
] | − 1

�����
=

����� 𝑚∏
𝑖=1

(1 + 𝑥𝑖) − 1

�����
≤ 2

𝑚∑︁
𝑖=1

|𝑥𝑖 |

≤ 2𝑛 exp
(
− 𝐶

4𝑁
𝑛𝛽/2

)
= 2𝑛 exp

(
− 𝐶

8𝑁
𝑛𝛽/2

)
· exp

(
− 𝐶

8𝑁
𝑛𝛽/2

)
.

Since lim𝑛→∞ 2𝑛 exp
(
− 𝐶

8𝑁 𝑛
𝛽/2

)
= 0, the expression 2𝑛 exp

(
− 𝐶

8𝑁 𝑛
𝛽/2

)
is uniformly

bounded above by some constant for all 𝑛 ≥ 0. Then the appropriate constant 𝐾 can
be chosen so that

| |𝐺 |𝑛+𝑢P[ 𝑓 (𝑀) = (𝑔1, . . . , 𝑔𝑛+𝑢)] − 1| ≤ 𝐾 exp
(
− 𝐶

8𝑁
𝑛𝛽/2

)
,

for all 𝑛, as desired. □



31

Bounds for the rest of the maps
This gives results for the case when 𝑓 is a code, but we still need to account
for non-codes. To do this, we will show that non-codes make up a negligible
proportion of all maps 𝑉 → 𝐺 and thus contribute only a small error term to the
sum E[# Sur(coker(𝑀), 𝐺)]. However, it turns out that splitting maps into codes
and non-codes is not enough to get this bound. Instead, we will categorize non-codes
by how far they are from being codes.

Definition 3.14. The (P, 𝛿)-depth of 𝑓 ∈ Hom(𝑉, 𝐺) is the maximal positive 𝐷
such that there is a 𝜎 ⊂ [#P] with | ∪ 𝜎 | < ℓ(𝐷)𝛿𝑛 such that 𝐷 = [𝐺 : 𝑓 (𝑉\∪𝜎)],
or 1 if there is no such 𝐷.

We can count the number of 𝑓 that have given (P, 𝛿)-depth:

Lemma 3.15. If 𝐷 > 1, then the number of 𝑓 ∈ Hom(𝑉, 𝐺) of (P, 𝛿)-depth 𝐷 is at
most

𝐾

(
𝑛

⌈ℓ(𝐷)𝛿𝑛⌉ − 1

)
2ℓ(𝐷)𝛿𝑛 |𝐺 |𝑛𝐷−𝑛+ℓ(𝐷)𝛿𝑛,

where 𝐾 is the number of subgroups of 𝐺 of index 𝐷.

Proof. For each 𝑓 of (P, 𝛿)-depth 𝐷, there is a 𝜎 ⊂ [#P] as described above.
There must be some set 𝑆 ⊂ [𝑛] with #𝑆 = ⌈ℓ(𝐷)𝛿𝑛⌉ − 1 and ∪𝜎 ⊆ 𝑆. There
are

( 𝑛
⌈ℓ(𝐷)𝛿𝑛⌉−1

)
choices of 𝑆, and for each choice of 𝑆, there are certainly at most

2#𝑆 = 2⌈ℓ(𝐷)𝛿𝑛⌉−1 ≤ 2ℓ(𝐷)𝛿𝑛 choices of ∪𝜎. Since P is a partition, ∪𝜎 uniquely
determines 𝜎, so there are at most 2ℓ(𝐷)𝛿𝑛 choices of 𝜎 for each choice of 𝑆.

Now we count how many 𝑓 of (P, 𝛿)-depth 𝐷 have each choice of 𝜎, so fix 𝜎.
There are a constant number of subgroups of 𝐺 with index 𝐷, say 𝐾 of them.

Fix a subgroup 𝐻 of 𝐺 with index 𝐷. We now count the number of 𝑓 with
𝑓 (𝑉\∪𝜎) = 𝐻. There are at most |𝐻 |𝑛−|∪𝜎 | maps from 𝑉\∪𝜎 to 𝐻, and for each
such map, there are at most |𝐺 | |∪𝜎 | homomorphisms from 𝑉 to 𝐺 which restrict
appropriately. Hence, there are at most

|𝐻 |𝑛−|∪𝜎 | |𝐺 | |∪𝜎 | = |𝐺 |𝑛−|∪𝜎 |𝐷−𝑛+|∪𝜎 | |𝐺 | |∪𝜎 |

= |𝐺 |𝑛𝐷−𝑛+|∪𝜎 | ≤ |𝐺 |𝑛𝐷−𝑛+|∪𝜎 | ≤ |𝐺 |𝑛𝐷−𝑛+ℓ(𝐷)𝛿𝑛

maps 𝑓 with 𝑓 (𝑉\∪𝜎) = 𝐻. Combined with the counts of choices of𝜎 and subgroups
of 𝐺 of index 𝐷, we get the lemma. □



32

For non-codes, we do not get precise estimates on P[ 𝑓 (𝑀) = 0], but we can get
upper bounds.

Lemma 3.16. Let 𝑟 ≥ 1 be an integer. Let 𝐺 be a finite abelian group and let 𝑎
be a multiple of the exponent of 𝐺. Let 𝑁 be the number of subgroups of 𝐺. Let
𝜀 > 0 and 𝛿 > 0 be real numbers. Let 𝑉 = (Z/𝑎Z)𝑛. Let P = {𝑃1, . . . , 𝑃𝑚} be a
partition of [𝑛] with |P | = ℓ. Let 𝑓 ∈ Hom(𝑉, 𝐺) have (P, 𝛿)-depth 𝐷 > 1 with
[𝐺 : 𝑓 (𝑉)] < 𝐷.

Let𝑀 be an 𝑛×𝑟 random matrix in𝑉𝑟 such that the matrices𝑀𝑃𝑖 ,[𝑟] are independent
and 𝜀-balanced as random elements of ((Z/𝑎Z)#𝑃𝑖 )𝑟 .

Then

P[ 𝑓 (𝑀) = 0] ≤ (1 − 𝜀)
(
𝐷𝑟 |𝐺 |−𝑟 + 𝑁 exp

(
− 𝜀𝛿𝑛

2𝑁ℓ(𝐷−1 |𝐺 |)3𝑟

))
Proof. Since 𝑓 has (P, 𝛿)-depth 𝐷, there is a 𝜎 ⊂ [#P] with | ∪𝜎 | < ℓ(𝐷)𝛿𝑛 such
that 𝐷 = [𝐺 : 𝑓 (𝑉\∪𝜎)]. Let 𝑓 (𝑉\∪𝜎) = : 𝐻. Since [𝐺 : 𝑓 (𝑉)] < 𝐷, we cannot
have that 𝜎 is empty.

Write 𝑓 (𝑀) = ∑
𝑗∉𝜎 𝑓 (𝑀𝑃 𝑗 ,[𝑟]) +

∑
𝑗∈𝜎 𝑓 (𝑀𝑃 𝑗 ,[𝑟]). So,

P[ 𝑓 (𝑀) = 0] = P[ 𝑓 (𝑀) ∈ 𝐻]P
[∑︁
𝑗∉𝜎

𝑓 (𝑀𝑃 𝑗 ,[𝑟]) = −
∑︁
𝑗∈𝜎

𝑓 (𝑀𝑃 𝑗 ,[𝑟]) | 𝑓 (𝑀) ∈ 𝐻
]
.

We bound the two probabilities on the right side separately. Note that since∑
𝑗∈𝜎 𝑓 (𝑀𝑃 𝑗 ,[𝑟]) ∈ 𝐻, we have 𝑓 (𝑀) ∈ 𝐻 exactly when

∑
𝑗∉𝜎 𝑓 (𝑀𝑃 𝑗 ,[𝑟]) ∈ 𝐻.

Since [𝐺 : 𝑓 (𝑉)] < [𝐺 : 𝐻], there must be some 𝑖 ∈ 𝜎 such that 𝑓 (𝑀𝑃𝑖 ,[𝑟])
reduces to a nonzero element of 𝐺/𝐻. Conditioning on all other 𝑀𝑃𝑘 ,[𝑟] for 𝑘 ≠ 𝑖,
by the 𝜀-balanced assumption we have that

P [ 𝑓 (𝑀) ∈ 𝐻] = P
 𝑓 (𝑀𝑃𝑖 ,[𝑟]) ≡ −

∑︁
𝑗∈𝜎\{𝑘}

𝑓 (𝑀𝑃 𝑗 ,[𝑟]) (mod 𝐻)
 ≤ 1 − 𝜀.

For the second probability, let P′ be the partition of [𝑛] \ ∪𝜎 induced by P. Notice
that 𝑓 |𝑉\∪𝜎 is a P′-code of distance 𝛿𝑛. Indeed, suppose there is some 𝜏 ⊂ [#P′]
with |𝜏 | < 𝛿𝑛 inducing some 𝜏′ ⊂ [#P] with 𝑓 (𝑉\∪(𝜎∪𝜏)) ≠ 𝐻. Then the image of
𝑓 |𝑉\∪(𝜎∪𝜏 ) would have degree strictly greater than 𝐷, contradicting maximality of 𝐷.

Now we can apply Lemma 3.11 to the submatrix 𝑀[𝑛]\∪𝜎,[𝑟] and the code 𝑓 mapping
it into 𝐻𝑟 . If 𝑁′ is the number of subgroups of 𝐻 and ℓ′ = |P′|, then conditioning
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on 𝑀𝑃 𝑗 ,[𝑟] for 𝑗 ∈ 𝜎 gives

P

[∑︁
𝑗∉𝜎

𝑓 (𝑀𝑃 𝑗 ,[𝑟]) = −
∑︁
𝑗∈𝜎

𝑓 (𝑀𝑃 𝑗 ,[𝑟]) | 𝑓 (𝑀) ∈ 𝐻
]
≤ |𝐻 |−𝑟 + 𝑁′ exp

(
− 𝜀𝛿𝑛

2𝑁′ℓ′|𝐻 |3𝑟

)
≤ 𝐷𝑟 |𝐺 |−𝑟 + 𝑁 exp

(
− 𝜀𝛿𝑛

2𝑁ℓ(𝐷−1 |𝐺 |)3𝑟

)
,

and the lemma follows. □

Finally, we use Lemma 3.12 again to get a bound for the full 𝑛 × (𝑛 + 𝑢) matrix:

Lemma 3.17. Let 𝑢 ∈ Z. Let𝐺 be a finite abelian group and let 𝑎 be a multiple of the
exponent of𝐺. Let𝑁 be the number of subgroups of𝐺. Let (𝑤𝑛)𝑛, (ℎ𝑛)𝑛, (𝛿𝑛)𝑛, (𝜀𝑛)𝑛
be sequences of real numbers such that 𝑤𝑛 = 𝑜(log 𝑛), ℎ𝑛 = 𝑂 (𝑛1−𝛼), and 𝜀𝑛𝛿𝑛 ≥
𝑛−𝛼+𝛽 for some 0 < 𝛽 ≤ 𝛼 ≤ 1.

For a natural number 𝑛, let 𝑉 = (Z/𝑎Z)𝑛. Let 𝑀 be an (𝑤𝑛, ℎ𝑛, 𝜀𝑛)-balanced
𝑛× 𝑛+𝑢 random matrix with entries in Z/𝑎Z. Let P be the row partition associated
to 𝑀 and let 𝑓 ∈ Hom(𝑉, 𝐺) have (P, 𝛿𝑛)-depth 𝐷 > 1, with [𝐺 : 𝑓 (𝑉)] < 𝐷.

Then there is a constant 𝐾 > 0 depending only on 𝑢, 𝐺, 𝛼, 𝛽, and the sequences ℎ𝑛,
𝑤𝑛 such that for all 𝑛,

P[ 𝑓 (𝑀) = 0] ≤ 𝐾 exp
(
−𝜀𝑛

𝑛

log 𝑛

)
𝐷𝑛 |𝐺 |−𝑛.

Proof. Let Q be the column partition for 𝑀 as in the definition of (𝑤𝑛, ℎ𝑛, 𝜀𝑛)-
balanced. Let 𝑀𝑖 = 𝑀[𝑛],𝑄𝑖

for each 𝑖. By independence,

P[ 𝑓 (𝑀) = 0] =
∏
𝑖

P[ 𝑓 (𝑀𝑖) = 0] .

For each 𝑖, let 𝑥𝑖 = |𝐺 |#𝑄𝑖𝐷−#𝑄𝑖

1−𝜀𝑛 P[ 𝑓 (𝑀𝑖) = 0] − 1. By Lemma 3.16, we have

max{0, 𝑥𝑖} ≤ 𝑁 |𝐺 |#𝑄𝑖𝐷−#𝑄𝑖 exp
(
− 𝑛𝜀𝑛𝛿𝑛

2𝑁ℎ𝑛 (𝐷−1 |𝐺 |)3#𝑄𝑖

)
≤ 𝑁 |𝐺 |𝑤𝑛𝐷−𝑤𝑛 exp

(
− 𝑛𝜀𝑛𝛿𝑛

2𝑁ℎ𝑛 (𝐷−1 |𝐺 |)3𝑤𝑛

)
.

By the same argument as in the proof of Lemma 3.13, there is some constant 𝐶
depending only on 𝛼 and the sequence ℎ𝑛 such that for large enough 𝑛 (where “large
enough” depends on 𝑢, 𝐺, 𝛼, 𝛽, and the sequences ℎ𝑛 and 𝑤𝑛), we have

𝑚∑︁
𝑖=1

max{0, 𝑥𝑖} ≤ 𝑛 exp
(
𝐶

4𝑁
𝑛𝛽/2

)
≤ log 2.
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By Lemma 3.12, we therefore have that for such 𝑛,

(𝐷−1 |𝐺 |)𝑛+𝑢

(1 − 𝜀𝑛)#Q P[ 𝑓 (𝑀) = 0] − 1 =

𝑚∏
𝑖=1

(𝐷−1 |𝐺 |)#𝑄𝑖

1 − 𝜀𝑛
P[ 𝑓 (𝑀𝑖) = 0] − 1

=

𝑚∏
𝑖=1

(1 + 𝑥𝑖) − 1

≤ 2
𝑚∑︁
𝑖=1

max{0, 𝑥𝑖}

≤ 2𝑛 exp
(
− 𝐶

4𝑁
𝑛𝛽/2

)
= 2𝑛 exp

(
− 𝐶

8𝑁
𝑛𝛽/2

)
· exp

(
− 𝐶

8𝑁
𝑛𝛽/2

)
.

Since lim𝑛→∞ 2𝑛 exp
(
− 𝐶

8𝑁 𝑛
𝛽/2

)
= 0, the expression 2𝑛 exp

(
− 𝐶

8𝑁 𝑛
𝛽/2

)
is uniformly

bounded above by some constant for all 𝑛 ≥ 0. Then the appropriate constant 𝐾′

can be chosen so that

(𝐷−1 |𝐺 |)𝑛+𝑢

(1 − 𝜀𝑛)#Q P[ 𝑓 (𝑀) = 0] − 1 ≤ 𝐾′ exp
(
− 𝐶

8𝑁
𝑛𝛽/2

)
,

for all 𝑛. Hence we have

P[ 𝑓 (𝑀) = 0] ≤ 𝐷𝑛+𝑢 |𝐺 |−𝑛−𝑢 (1 − 𝜀𝑛)#Q
(
1 + 𝐾′ exp

(
− 𝐶

8𝑁
𝑛𝛽/2

))
≤ 𝐷𝑛+𝑢 |𝐺 |−𝑛−𝑢 exp(−𝜀𝑛#Q)

(
1 + 𝐾′ exp

(
− 𝐶

8𝑁
𝑛𝛽/2

))
≤ (𝐾′ + 1)𝐷𝑛+𝑢 |𝐺 |−𝑛−𝑢 exp(−𝜀𝑛#Q).

The lemma follows from the fact that for large enough 𝑛, we have 𝑤𝑛 ≤ log 𝑛, so
#Q ≥ 𝑛

𝑤𝑛
≥ 𝑛

log 𝑛 . □

Putting it all together
Finally, we can combine all these results to compute the limiting moments for
cokernels of (𝑤𝑛, ℎ𝑛, 𝜀𝑛)-balanced random matrices. The most relevant part of this
proof is the part where we handle the non-codes. This will involve a careful choice
of the sequence 𝛿𝑛.

Theorem 3.18. Let 𝑢 ∈ Z. Let 𝐺 be a finite abelian group and let 𝑎 be a multiple
of the exponent of 𝐺. Let (𝑤𝑛)𝑛, (ℎ𝑛)𝑛 be sequences of real numbers such that
𝑤𝑛 = 𝑜(log 𝑛), ℎ𝑛 = 𝑂 (𝑛1−𝛼), and 𝜀𝑛 ≥ 𝑛−𝛽 for some 0 < 𝛼 ≤ 1 and 0 < 𝛽 < 𝛼/2.



35

Then there are 𝑐, 𝐾, 𝛾 > 0 such that the following holds for every natural number
𝑛 large enough that it makes sense. Let 𝑀 be an (𝑤𝑛, ℎ𝑛, 𝜀𝑛)-balanced 𝑛 × (𝑛 + 𝑢)
random matrix with entries in Z/𝑎Z. Then

|E[# Sur(cok(𝑀), 𝐺)] − |𝐺 |−𝑢 | ≤ 𝐾𝑒−𝑐𝑛𝛾 .

Proof. Let 𝑉 = (Z/𝑎Z)𝑛. As usual with this kind of approach, we want to estimate∑
𝑓 ∈Sur(𝑉,𝐺) P[ 𝑓 (𝑀) = 0]. Let P,Q be the row and column partitions witnessing

the (𝑤𝑛, ℎ𝑛, 𝜀𝑛)-balancedness of 𝑀 .

Let 𝛿𝑛 = 𝑛−𝛼/2. Note that then 𝜀𝑛𝛿𝑛 ≥ 𝑛−𝛽−𝛼/2 with −𝛽 − 𝛼/2 > −𝛼, so 𝛿𝑛 satisfies
the conditions for Lemmas 3.13 and 3.17.

Just like in [Woo19, Theorem 2.9], we will allow 𝐾 to change in each line as long
as it remains a constant depending only on 𝑎, 𝑢, 𝛼, 𝛽, (ℎ𝑛)𝑛, (𝑤𝑛)𝑛, 𝐺.

We have ����E[# Sur(cok(𝑀), 𝐺)] − 1
|𝐺 |𝑢

����
=

������ ∑︁
𝑓 ∈Sur(𝑉,𝐺)

P[ 𝑓 (𝑀) = 0] − 1
|𝐺 |𝑢

������
=

������ ∑︁
𝑓 ∈Sur(𝑉,𝐺)

P[ 𝑓 (𝑀) = 0] −
∑︁

𝑓 ∈Hom(𝑉,𝐺)

1
|𝐺 |𝑛+𝑢

������
≤

∑︁
𝑓 ∈Sur(𝑉,𝐺)

𝑓 code of distance 𝑛𝛿𝑛

����P[ 𝑓 (𝑀) = 0] − 1
|𝐺 |𝑛+𝑢

���� (2)

+
∑︁
𝐷>1
𝐷 | |𝐺 |

∑︁
𝑓 ∈Sur(𝑉,𝐺)

𝑓 of (P,𝛿𝑛)-depth 𝐷

P[ 𝑓 (𝑀) = 0] (3)

+
∑︁
𝐷 | |𝐺 |

∑︁
𝑓 ∈Sur(𝑉,𝐺)

𝑓 of (P,𝛿𝑛)-depth 𝐷

1
|𝐺 |𝑛+𝑢 (4)

+
∑︁

𝑓 ∈Hom(𝑉,𝐺)\Sur(𝑉,𝐺)

1
|𝐺 |𝑛+𝑢 (5)

Wood showed that (4) is bounded above by 𝐾𝑒−𝑛 log 2. By Lemma 3.13, we can
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bound (1):∑︁
𝑓 ∈Sur(𝑉,𝐺)

𝑓 code of distance 𝑛𝛿𝑛

����P[ 𝑓 (𝑀) = 0] − 1
|𝐺 |𝑛+𝑢

���� ≤ ∑︁
𝑓 ∈Sur(𝑉,𝐺)

𝑓 code of distance 𝑛𝛿𝑛

𝐾 exp(−𝑐𝑛𝛾)
|𝐺 |𝑛+𝑢

≤ |𝐺 |𝑛𝐾 exp(−𝑐𝑛𝛾)
|𝐺 |𝑛+𝑢

= 𝐾 exp(−𝑐𝑛𝛾).

To bound (2) and (3) we use Lemma 3.15. For each 𝐷 > 1, there are at most

𝐾

(
𝑛

⌈ℓ(𝐷)𝑛𝛿𝑛⌉ − 1

)
2ℓ(𝐷)𝑛𝛿𝑛 |𝐺 |𝑛𝐷−𝑛+ℓ(𝐷)𝑛𝛿𝑛

maps of (P, 𝛿𝑛)-depth 𝐷. A standard inequality says that
(𝑛
𝑘

)
≤

(
𝑛𝑒
𝑘

) 𝑘 , so for
⌈ℓ(𝐷)𝑛𝛿𝑛⌉ ≥ 2 (which is the case for 𝑛 large enough, independent of 𝐷)(

𝑛

⌈ℓ(𝐷)𝑛𝛿𝑛⌉ − 1

)
≤

(
𝑛𝑒

⌈ℓ(𝐷)𝑛𝛿𝑛⌉ − 1

) ⌈ℓ(𝐷)𝑛𝛿𝑛⌉−1

≤
(

2𝑛𝑒
ℓ(𝐷)𝑛𝛿𝑛

)ℓ(𝐷)𝑛𝛿𝑛
=

(
2𝑒

ℓ(𝐷)𝛿𝑛

)ℓ(𝐷)𝑛𝛿𝑛
= exp (ℓ(𝐷)𝑛𝛿𝑛 (1 + log 2 − log ℓ(𝐷) − log 𝛿𝑛)) .

Hence, the number of maps of (P, 𝛿𝑛)-depth 𝐷 is at most

𝐾 |𝐺 |𝑛𝐷−𝑛 exp
(
ℓ(𝐷)𝑛𝛿𝑛

(
log

4𝑒𝐷
ℓ(𝐷) − log 𝛿𝑛

))
= 𝐾 |𝐺 |𝑛 exp

(
ℓ(𝐷)𝑛𝛿𝑛

(
log

4𝑒𝐷
ℓ(𝐷) − log 𝛿𝑛

)
− 𝑛 log𝐷

)
≤ 𝐾 |𝐺 |𝑛 exp

(
ℓ( |𝐺 |)𝑛𝛿𝑛

(
log

4𝑒 |𝐺 |
ℓ( |𝐺 |) − log 𝛿𝑛

)
− 𝑛 log 2

)
Since lim𝛿→0 𝛿 log 𝛿 = 0 and 𝛿𝑛 → 0 as 𝑛 → ∞, for large enough 𝑛 (depending
only on 𝛽 and |𝐺 |) we have ℓ( |𝐺 |)𝛿𝑛

(
log 4𝑒 |𝐺 |

ℓ( |𝐺 |) − log 𝛿𝑛
)
≤ 1

2 log 2, which means
that for large enough 𝑛,∑︁
𝐷 | |𝐺 |

∑︁
𝑓 ∈Sur(𝑉,𝐺)

𝑓 of (P,𝛿𝑛)-depth 𝐷

1
|𝐺 |𝑛+𝑢 ≤

∑︁
𝐷 | |𝐺 |

𝐾 |𝐺 |−𝑢 exp
(
ℓ( |𝐺 |)𝑛𝛿𝑛

(
log

4𝑒 |𝐺 |
ℓ( |𝐺 |) − log 𝛿𝑛

)
− 𝑛 log 2

)
≤

∑︁
𝐷 | |𝐺 |

𝐾 exp
(
− log 2

2
𝑛

)
≤ 𝐾 exp

(
− log 2

2
𝑛

)
,
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bounding (3) as desired.

Finally, we need to bound (2). From Lemma 3.17, we have that if 𝑓 has (P, 𝛿𝑛)-depth
𝐷,

P[ 𝑓 (𝑀) = 0] ≤ 𝐾 exp
(
−𝜀𝑛

𝑛

log 𝑛

)
𝐷𝑛 |𝐺 |−𝑛,

which means∑︁
𝑓 ∈Sur(𝑉,𝐺)

𝑓 of (P,𝛿𝑛)-depth 𝐷

P[ 𝑓 (𝑀) = 0] ≤ 𝐾 exp
(
ℓ(𝐷)𝑛𝛿𝑛

(
log

4𝑒𝐷
ℓ(𝐷) − log 𝛿𝑛

)
− 𝜀𝑛

𝑛

log 𝑛

)

≤ 𝐾 exp
(
ℓ( |𝐺 |)𝑛1−𝛼/2

(
log

4𝑒 |𝐺 |
ℓ( |𝐺 |) +

𝛼

2
log 𝑛

)
− 𝑛1−𝛽

log 𝑛

)
.

Since 𝛽 < 𝛼/2, we have that 𝑛1−𝛼/2(log 𝑛)2 = 𝑜(𝑛1−𝛽), so

lim
𝑛→∞

ℓ( |𝐺 |)𝑛1−𝛼/2
(
log 4𝑒 |𝐺 |

ℓ( |𝐺 |) +
𝛼
2 log 𝑛

)
𝑛1−𝛽/log 𝑛

= 0.

Hence for large enough 𝑛 (depending only on𝐺,𝛼, and 𝛽), we have ℓ( |𝐺 |)𝑛1−𝛼/2
(
log 4𝑒 |𝐺 |

ℓ( |𝐺 |) +
𝛼
2 log 𝑛

)
≤

1
2
𝑛1−𝛽

log 𝑛 and ∑︁
𝑓 ∈Sur(𝑉,𝐺)

𝑓 of (P,𝛿𝑛)-depth 𝐷

P[ 𝑓 (𝑀) = 0] ≤ 𝐾 exp
(
− 𝑛1−𝛽

2 log 𝑛

)
.

For the same reason, for 𝑛 large enough (depending only on 𝛽) we have∑︁
𝑓 ∈Sur(𝑉,𝐺)

𝑓 of (P,𝛿𝑛)-depth 𝐷

P[ 𝑓 (𝑀) = 0] ≤ 𝐾 exp
(
−1

2
𝑛

1−𝛽
2

)
,

which means ∑︁
𝐷>1
𝐷 | |𝐺 |

∑︁
𝑓 ∈Sur(𝑉,𝐺)

𝑓 of (P,𝛿𝑛)-depth 𝐷

P[ 𝑓 (𝑀) = 0] ≤ 𝐾 exp
(
−1

2
𝑛

1−𝛽
2

)
,

giving us a bound on (2).

Finally, take 𝑐 and 𝛾 appropriately to obtain the desired result. □
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C h a p t e r 4

PARTIAL RESULTS AND FUTURE WORK

In this chapter, we give some partial results toward proving a universality theorem for
random class-𝑐 nilpotent groups. Section 4.1 gives some formalism that simplifies
application of Theorem 2.5. In Section 4.2, we use this formalism to prove an
equidistribution result for nilpotent groups analogous to Lemmas 3.2 and 3.11.
Future work will attack the problem of bounding the error caused by non-codes in
the case of nilpotent groups.

4.1 Quotient Sequences
The result of Theorem 2.5 is quite powerful, but it is locked behind a technical
condition. In order to apply Theorem 2.5, we can abstract the condition to make it
easier to work with. Given the term |𝐺 𝑗 |−1

|𝐺 | in the result of Theorem 2.5, the following
definition quite naturally captures the condition for the theorem.

Definition 4.1. Let 𝐺 be a group. A quotient sequence of length 𝑘 is a sequence
𝑄 = (𝑄𝑖 : 𝐺𝑖−1 → 𝐺𝑖)𝑘𝑖=1 of surjections

𝐺 = 𝐺0
𝑄1−−−−−↠ 𝐺1

𝑄2−−−−−↠ . . .
𝑄𝑘−1−−−−−−↠ 𝐺𝑘−1

𝑄𝑘−−−−−↠ 𝐺𝑘 ,

with 𝑄̃𝑖, 𝑗 = 𝑄 𝑗 ◦ · · · ◦ 𝑄𝑖 and 𝑄̃𝑖 = 𝑄̃1,𝑖. A subset 𝑆 of 𝐺𝑖 is called sub-level 𝑗
with respect to 𝑄 if 𝑄̃𝑖, 𝑗 (𝑆) = {𝑒} ∈ 𝐺 𝑗 . 𝑆 is called level 𝑗 with respect to 𝑄 if
𝑄̃𝑖−1, 𝑗 (𝑆) = ker𝑄 𝑗 . 𝑄 is complete if 𝐺𝑘 = {𝑒}.

Remark 4.2. 1. If 𝑆 is sub-level 𝑖, then 𝑆 is also sub-level 𝑗 for all 𝑗 > 𝑖.

2. Each group has a unique trivial complete quotient sequence 𝐺 → {𝑒}.

3. Given a quotient sequence 𝑄′ of length ℓ starting at 𝐺 𝑗 and ending at 𝐺 𝑗+1,
𝑄 can be refined by inserting 𝑄′ between 𝐺 𝑗 and 𝐺 𝑗+1, yielding a quotient
sequence of length 𝑘 + ℓ − 1.

Lemma 4.3. Let 𝑄 : 𝐺 = 𝐺0 → · · · → 𝐺𝑘+1 be a quotient sequence. Let
𝐻1, . . . , 𝐻𝑘 be normal subgroups of 𝐺 𝑗 such that ker𝑄 𝑗+1 = ⟨⋃𝑘

𝑖=1 𝐻𝑖⟩. Then
there exists a quotient sequence

𝑄′ : 𝐺 = 𝐺0 → · · · → 𝐺 𝑗 → 𝐺 𝑗/𝐻1 → · · · → 𝐺 𝑗+1 → · · · → 𝐺𝑘+1
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such that 𝐻𝑖 is level 𝑗 + 𝑖 for each 𝑖.

Proof. By Remark 4.2, it is enough to show this when 𝑄 is a one-step quotient
sequence 𝑄1 : 𝐺 → 𝐺1.

The idea is to inductively construct a quotient sequence for 𝐺 out of the normal
subgroups 𝐻 𝑗 . This is possible because surjections preserve normality.

Given 𝐺′
0 = 𝐺, . . . , 𝐺′

𝑗
, and maps 𝑄′

1, . . . , 𝑄
′
𝑗

let 𝐺′
𝑗+1 = 𝐺′

𝑗
/𝑄̃′

𝑗
(𝐻 𝑗+1). Let 𝑄′

𝑗+1
be the natural projection and 𝑄̃′

𝑗+1 = 𝑄′
𝑗+1◦𝑄̃

′
𝑗
. These determine a quotient sequence

𝑄′ of length 𝑘 . By construction, 𝐻 𝑗 is level 𝑗 in this quotient sequence.

Observe that for each 𝑗 , 𝐻1, . . . , 𝐻 𝑗 ⊆ ker 𝑄̃′
𝑗
, since each level-𝑖 set is sub-level 𝑗 for

𝑗 ≥ 𝑖. In particular, 𝐻1, . . . , 𝐻𝑘 ⊆ ker 𝑄̃′
𝑘
. Since these subgroups generate ker𝑄1,

ker𝑄1 ⊆ ker 𝑄̃𝑘 . On the other hand, since each 𝐻 𝑗 ⊆ ker𝑄1, ker𝑄1 = ker 𝑄̃𝑘 .
This gives an isomorphism 𝐺′

𝑘
� 𝐺1, so 𝑄′ is a quotient sequence from 𝐺 to 𝐺1, as

desired. □

The language of quotient sequences allows for a much more concise rephrasing of
Theorem 2.5.

Theorem 4.4. (Theorem 2.5 with quotient sequences) Let 𝐺 be a finite group and
𝑄 = (𝑄𝑖)𝑘𝑖=1 be a complete quotient sequence of 𝐺. Let 𝜇1, . . . , 𝜇𝑛 be probability
measures on 𝐺. Let 𝜈𝑛 = 𝜇1 ∗ · · · ∗ 𝜇𝑛. For each 𝑗 = 1, . . . , 𝑘 , let 𝐼 𝑗 = {𝑖 |
supp 𝜇𝑖 is level 𝑗}. Let 𝜋 be the uniform distribution on 𝐺.

For 𝑖 ∈ 𝐼 𝑗 , let 𝜎𝑖 be the second largest singular value of the (𝑄̃ 𝑗−1)∗𝜇𝑖-random walk
on ker𝑄 𝑗 . Then we have

| |𝜈𝑛 − 𝜋 | |2𝐿2 ≤
𝑘∑︁
𝑗=1

|𝐺 𝑗 | − 1
|𝐺 |

©­«
∏
𝑖∈𝐼 𝑗

𝜎2
𝑖

ª®¬ .
To illustrate the use of quotient sequences to apply the results of Theorem 2.5/4.4,
we show how a stronger version of Theorem 2.1 follows from Theorem 4.4:

Corollary 4.5. (Theorem 2.1) Let 𝐺 be a finite group, and let 𝜇1, 𝜇2, . . . , 𝜇𝑛 be
probability measures on𝐺. For each subgroup𝐻 of𝐺, let 𝐼𝐻 = {𝑖 | 𝐻 = ⟨supp 𝜇𝑖⟩}.
Let 𝐻1, . . . , 𝐻𝑘 be normal subgroups with𝐺 =

〈⋃𝑘
𝑗=1 𝐻 𝑗

〉
. Write 𝜈𝑛 = 𝜇1 ∗ · · · ∗ 𝜇𝑛.

Also, for each 𝑖, let 𝜎𝑖 be the second-largest singular value of ∗𝜇𝑖 as an operator on
𝐿2(⟨supp 𝜇𝑖⟩). Then there are constants 0 < 𝑐 𝑗 < 1− 1

|𝐺 | depending only on 𝐺 and
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𝐻1, . . . , 𝐻𝑘 such that

| |𝜈𝑛 − 𝜋 | |2𝐿2 ≤
𝑘∑︁
𝑗=1
𝑐 𝑗

©­«
∏
𝑖∈𝐼𝐻𝑗

𝜎2
𝑖

ª®¬ .
Proof. By Lemma 4.3 applied to the trivial quotient sequence, the subgroups
𝐻1, . . . , 𝐻𝑘 induce a complete quotient sequence 𝑄 for 𝐺.

Also, note that if ⟨supp 𝜇𝑖⟩ = 𝐻 𝑗 , then ⟨supp(𝑄̃ 𝑗−1)∗𝜇𝑖⟩ = 𝑄̃ 𝑗−1(𝐻 𝑗 ) = ker𝑄 𝑗 .
Hence, 𝐼 𝑗 = 𝐼𝐻 𝑗

.

Now we bound the second largest singular values of the (𝑄̃ 𝑗−1)∗𝜇𝑖-random walks,
which we will denote by 𝜎′

𝑖
. Recall that 𝜎′

𝑖
is the operator norm of ∗(𝑄̃ 𝑗−1)∗𝜇𝑖

acting on the subspace of 𝐿2(ker𝑄 𝑗 ) consisting of measures with zero total mass.
Let 𝜈 be an arbitrary measure on ker𝑄 𝑗 with zero total mass. Define a measure 𝜈̃
on 𝐻 𝑗 by 𝜈̃(ℎ) = 𝜈(𝑄̃ 𝑗−1 (ℎ))

| ker 𝑄̃ 𝑗−1∩𝐻 𝑗 |
. Note that (𝑄̃ 𝑗−1)∗𝜈̃ = 𝜈, and 𝜈̃ has zero total mass.

In particular, | |𝜈̃ ∗ 𝜇𝑖 | |2𝐿2 (𝐻 𝑗 )
≤ 𝜎2

𝑖
| |𝜈̃ | |2

𝐿2 (𝐻 𝑗 )
.

We have

| |𝜈̃ | |2
𝐿2 (𝐻 𝑗 ) =

∑︁
ℎ∈𝐻 𝑗

𝜈̃(ℎ)2

=
∑︁
ℎ′∈𝐻′

𝑗

∑︁
ℎ∈𝑄̃−1

𝑗−1 (ℎ′)∩𝐻 𝑗

𝜈̃(ℎ)2

=
∑︁
ℎ′∈𝐻′

𝑗

∑︁
ℎ∈𝑄̃−1

𝑗−1 (ℎ′)∩𝐻 𝑗

𝜈(ℎ′)2

| ker 𝑄̃ 𝑗−1 ∩ 𝐻 𝑗 |2

=
1

| ker 𝑄̃ 𝑗−1 ∩ 𝐻 𝑗 |
| |𝜈 | |2

𝐿2 (ker𝑄 𝑗 ) .

On the other hand, for any signed measure 𝜇 on 𝐻 𝑗 we have, by Cauchy-Schwarz,

| | (𝑄̃ 𝑗−1)∗𝜇 | |2𝐿2 (𝐻′
𝑗
) =

∑︁
ℎ′∈𝐻′

𝑗

©­­«
∑︁

ℎ∈𝑄̃−1
𝑗−1 (ℎ′)∩𝐻 𝑗

𝜇(ℎ)
ª®®¬

2

≤ | ker 𝑄̃ 𝑗−1 ∩ 𝐻 𝑗 |
∑︁
ℎ′∈𝐻′

𝑗

∑︁
ℎ∈𝑄̃−1

𝑗−1 (ℎ′)∩𝐻 𝑗

𝜇(ℎ)2

= | ker 𝑄̃ 𝑗−1 ∩ 𝐻 𝑗 | | |𝜇 | |2𝐿2 (𝐻 𝑗 ) .
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Hence,

| |𝜈 ∗ (𝑄̃ 𝑗−1)∗𝜇𝑖 | |2𝐿2 (ker𝑄 𝑗 ) = | | (𝑄̃ 𝑗−1)∗(𝜈̃ ∗ 𝜇𝑖) | |2𝐿2 (ker𝑄 𝑗 )

≤ | ker 𝑄̃ 𝑗−1 ∩ 𝐻 𝑗 | | |𝜈̃ ∗ 𝜇𝑖 | |2𝐿2 (𝐻 𝑗 )

≤ | ker 𝑄̃ 𝑗−1 ∩ 𝐻 𝑗 |𝜎2
𝑖 | |𝜈̃ | |2𝐿2 (𝐻 𝑗 )

≤ 𝜎2
𝑖 | |𝜈 | |2𝐿2 (ker𝑄 𝑗 ) ,

which means 𝜎′
𝑖
≤ 𝜎𝑖.

Hence, applying Theorem 4.4 yields

| |𝜈𝑛 − 𝜋 | |2𝐿2 ≤
𝑘∑︁
𝑗=1

|𝐺 𝑗 | − 1
|𝐺 |

©­«
∏
𝑖∈𝐼 𝑗

(𝜎′
𝑖 )2ª®¬ ≤

𝑘∑︁
𝑗=1

|𝐺 | − 1
|𝐺 |

©­«
∏
𝑖∈𝐼 𝑗

𝜎2
𝑖

ª®¬ .
□

4.2 Equidistribution on Nilpotent Groups
Given a group 𝐺, we say 𝛾1𝐺 B 𝐺, and for integers 𝑖 > 1, 𝛾𝑖𝐺 = [𝛾𝑖−1𝐺,𝐺]. We
denote the 𝑖-step commutator [𝑔1, [𝑔2, [. . . , [𝑔𝑛−1, 𝑔𝑛]]]] by [𝑔1, . . . , 𝑔𝑛].

We denote by Z𝑛 the free abelian group on 𝑛 generators, 𝐹𝑛 the free group on 𝑛
generators, and 𝑁𝑐,𝑛 B 𝐹𝑛/𝛾𝑐+1𝐹𝑛 the free nilpotent group of class 𝑐 on 𝑛 generators.
Note that 𝑁1,𝑛 = Z𝑛. We say a generating set 𝑆 of 𝐹𝑛 (respectively, 𝑁𝑐,𝑛) freely
generates 𝐹𝑛 (𝑁𝑐,𝑛) if there is no nontrivial word in 𝑆 that reduces to 0 (respectively,
every nontrivial word in 𝑆 is a product of 𝑐 + 1-step commutators of words in 𝑆).

The universality result of [Woo19] for abelian groups relied on the use of coordinates
on abelian groups to construct a universality class. While in general groups do not
have well-defined coordinate constructions, it is possible to construct a sort of
independent coordinate system on torsion-free nilpotent groups.

The free nilpotent group 𝑁𝑐,𝑛 has a lower central series

𝑁𝑐,𝑛 = 𝛾1𝑁𝑐,𝑛 → 𝛾2𝑁𝑐,𝑛 → · · · → 𝛾𝑐𝑁𝑐,𝑛 → 𝛾𝑐+1𝑁𝑐,𝑛 = {𝑒}.

Each successive quotient 𝛾𝑖𝑁𝑐,𝑛/𝛾𝑖+1𝑁𝑐,𝑛 is isomorphic to a free abelian group Z𝑚

for some 𝑚. Thus, one can choose elements of 𝛾𝑖𝑁𝑐,𝑛 whose projections freely
generate 𝛾𝑖𝑁𝑐,𝑛/𝛾𝑖+1𝑁𝑐,𝑛 as a free abelian group. One can choose these elements
to be 𝑖-step commutators in the generators of 𝑁𝑐,𝑛. If 𝑎1, . . . , 𝑎𝑛 freely generate
𝑁𝑐,𝑛 as a free class-𝑐 nilpotent group, then an 𝑖-step commutator in 𝑎1, . . . , 𝑎𝑛 is
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[𝑎 𝑗1 , . . . , 𝑎 𝑗𝑖 ] B [𝑎 𝑗1 , [𝑎 𝑗2 , [. . . , [𝑎 𝑗𝑖−1 , 𝑎 𝑗𝑖 ]]]]. Then these elements 𝑢1, . . . , 𝑢𝑚,
called a Maltsev basis for 𝑁𝑐,𝑛, generate 𝑁𝑐,𝑛, and any element of 𝑁𝑐,𝑛 can be
written uniquely in the form 𝑢

𝑥1
1 . . . 𝑢

𝑥𝑚
𝑚 . The numbers 𝑥1, . . . , 𝑥𝑚 are called Maltsev

coordinates.

For a free nilpotent group 𝑁𝑐,𝑛 with given Maltsev basis 𝑢1, . . . , 𝑢𝑚, denote by
(𝑥1, . . . , 𝑥𝑚)𝑀 the element 𝑢𝑥1

1 . . . 𝑢
𝑥𝑚
𝑚 . If 𝑐 = 1, then the standard basis for 𝑁1,𝑛 = Z

𝑛

is a Maltsev basis. For more on Maltsev bases, see [CMZ17, Chapter 4.2].

The idea is to replace random integer vectors in [Woo19] with random vectors in the
Maltsev coordinates. For this, we will need another definition of codes that works
in non-abelian groups:

Definition 4.6. Let 𝑉 = ⟨𝑆⟩ be a group with a distinguished generating set 𝑆, and
let 𝐺 be a group. We say that 𝑓 ∈ Hom(𝑉, 𝐺) is an 𝑆-code of distance 𝑤 (or a
code of distance 𝑤 with respect to 𝑆) if for any 𝑇 ⊆ 𝑆 with #𝑇 < 𝑤, the restriction
𝑓 |⟨𝑆\𝑇⟩ : ⟨𝑆 \ 𝑇⟩ → 𝐺 is surjective.

If 𝑓 is a code with respect to the free generators of 𝑁𝑐,𝑛, then it is a code for each
successive quotient 𝛾𝑖𝑁𝑐,𝑛/𝛾𝑖+1𝑁𝑐,𝑛 in the following sense:

Lemma 4.7. Let 𝑉 be a free nilpotent group of class 𝑐 on {𝑢1, . . . , 𝑢𝑛}. Let 𝐺
be a finite nilpotent group of class at most 𝑐. Let 𝑓 : 𝑁𝑐,𝑛 → 𝐻 be a code of
distance 𝑤 with respect to {𝑎1, . . . , 𝑎𝑛}. Then for each 𝑖, the map 𝑓 induces a map
𝑓𝑖 : 𝛾𝑖𝑁𝑐,𝑛/𝛾𝑖+1𝑁𝑐,𝑛 → 𝛾𝑖𝐺/𝛾𝑖+1𝐺, which is a code of distance 𝑤/𝑖 with respect
to the 𝑖-step commutators in 𝑎1, . . . , 𝑎𝑛 that freely generate 𝛾𝑖𝑁𝑐,𝑛/𝛾𝑖+1𝑁𝑐,𝑛 as an
abelian group.

Proof. Let 𝑆𝑖 be the set of 𝑖-step commutators in 𝑎1, . . . , 𝑎𝑛 that freely generate
𝛾𝑖𝑁𝑐,𝑛/𝛾𝑖+1𝑁𝑐,𝑛 as an abelian group. Let 𝑇𝑖 ⊂ 𝑆𝑖 with #𝑇𝑖 < 𝑤/𝑖. Let 𝑇 be
the set of generators of 𝑁𝑐,𝑛 that appear in any 𝑖-step commutator in 𝑇𝑖. Each of
these commutators can include at most 𝑖 distinct elements of 𝑆, so fewer than 𝑤/𝑖
commutators include fewer than 𝑤 distinct elements of 𝑆 and #𝑇 < 𝑤.

Consider the subgroup 𝑊 of 𝑁𝑐,𝑛 generated by 𝑆 \ 𝑇 . This is also a free nilpotent
group of class 𝑐. Also, 𝛾𝑖𝑊/𝛾𝑖+1𝑊 is free abelian on the 𝑖-step basic commutators
of elements of 𝑆 \ 𝑇 , so we can identify it with the subgroup of 𝛾𝑖𝑁𝑐,𝑛/𝛾𝑖+1𝑁𝑐,𝑛

generated by images of the 𝑖-step basic commutators of elements of 𝑆. In particular,
𝛾𝑖𝑊/𝛾𝑖+1𝑊 is a subgroup of ⟨𝑆𝑖 \ 𝑇𝑖⟩ ⊆ 𝛾𝑖𝑉/𝛾𝑖+1𝑉 .
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Since 𝑓 is an 𝑆-code of distance 𝑤, 𝑓 |𝑊 is surjective. In particular, the restriction
𝑓 |𝛾𝑖𝑊 : 𝛾𝑖𝑊 → 𝛾𝑖𝐺∩𝐻 is surjective, since every element of 𝛾𝑖𝐺 is an 𝑖-step commu-
tator of elements of 𝐺, hence an 𝑖-step commutator of elements in 𝑓 (𝑊), and hence
itself in 𝑓 (𝛾𝑖𝑊). This means ( 𝑓 |𝑊 )𝑖, the map 𝛾𝑖𝑊/𝛾𝑖+1𝑊 → 𝛾𝑖𝐺/𝛾𝑖+1𝐺 induced by
𝑓 |𝑊 , is surjective. But since 𝛾𝑖𝑊/𝛾𝑖+1𝑊 is a subgroup of ⟨𝑆𝑖 \𝑇𝑖⟩ ⊆ 𝛾𝑖𝑁𝑐,𝑛/𝛾𝑖+1𝑁𝑐,𝑛,
the induced map 𝑓 |⟨𝑆𝑖\𝑇𝑖⟩ : ⟨𝑆𝑖 \ 𝑇𝑖⟩ ⊆ 𝛾𝑖𝑁𝑐,𝑛/𝛾𝑖+1𝑁𝑐,𝑛 → 𝛾𝑖𝐺/𝛾𝑖+1𝐺 is also surjec-
tive.

Hence, 𝑓𝑖 is a code of distance 𝑤/𝑖. □

Finally, we use the quotient sequences formalism to prove that a random vector in
Maltsev coordinates maps to something close to uniform under a code.

Proposition 4.8. Let 𝐺 be a finite nilpotent group of nilpotency class 𝑐. Let 𝜀 > 0
and 𝛿 > 0 be real numbers. Let 𝑛 be a positive integer. Let 𝑆 = 𝑆1 ⊔ 𝑆2 ⊔ · · · =
{𝑢1, . . . , 𝑢𝑚} be a Maltsev basis for 𝑁𝑐,𝑛 consisting of commutators in the free
generators 𝑢1, . . . , 𝑢𝑛, where 𝑆𝑖 consists of 𝑖-step commutators. Let 𝑋1, . . . , 𝑋𝑚 be
𝜀-balanced random integers valued in Z/𝑘Z, where 𝑘 is a multiple of the exponent
of 𝐺, and write 𝑋 = (𝑋1, . . . , 𝑋𝑚)𝑀 . Let 𝑓 ∈ Hom(𝑁𝑐,𝑛, 𝐺) be a code of distance
𝛿𝑛 with respect to 𝑆1 = {𝑢1, . . . , 𝑢𝑛}, and let 𝑔 be an element of 𝐺.����P( 𝑓 (𝑋) = 𝑔) − 1

|𝐺 |

���� ≤ |𝐺 | exp(−𝜀𝛿𝑛/2𝑐 |𝐺 |4).

Proof. Let 𝜇𝑖 be the distribution of 𝑢𝑋𝑖
𝑖

in 𝑁𝑐,𝑛, then 𝑋 has distribution 𝜇1 ∗ . . . 𝜇𝑚,
and 𝑓 (𝑋) has distribution 𝑓∗𝜇1 ∗ · · · ∗ 𝑓∗𝜇𝑚. The goal is to apply Theorem 4.4
to this convolution. The bulk of the work for this proof goes into constructing an
appropriate complete quotient sequence to apply Theorem 4.4.

There is a natural complete quotient sequence for 𝐺 of length 𝑐 given by

𝑄 : 𝐺 = 𝐺0 → 𝐺/𝛾𝑐𝐺 → 𝐺/𝛾𝑐−1𝐺 → · · · → 𝐺/𝛾2𝐺 → 𝐺/𝛾1𝐺 = {𝑒},

since 𝛾𝑖𝐺 is a normal subgroup of 𝐺 containing 𝛾𝑖+1𝐺 and therefore projects to a
normal subgroup of the quotient 𝐺/𝛾𝑖+1𝐺.

The image in 𝐺/𝛾𝑖+1𝐺 of the 𝑖-step commutator subgroup of 𝐺 is central, since by
taking the quotient by all 𝑖 + 1-step commutators, we force 𝑖-step commutators to
commute with everything in 𝐺/𝛾𝑖+1𝐺. In particular, for any 𝑖-step commutator 𝑥 in
𝐺, the cyclic subgroup generated by its image in 𝐺/𝛾𝑖+1𝐺 is normal.
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For each 𝑖, let 𝑇𝑖 = {𝑔 ∈ 𝛾𝑖𝐺 | #( 𝑓 −1(𝑔) ∩ 𝑆𝑖) ≥ 𝛿𝑛/𝑖 |𝐺 |}. Note that # 𝑓 −1(𝑇𝑖) >
|𝑆𝑖 | − 𝛿𝑛/𝑖, since there are fewer than 𝛿𝑛/𝑖 elements of 𝑆𝑖 whose image is not in 𝑇𝑖.
Since 𝑓 is a code of distance 𝛿𝑛, the induced map 𝑓𝑖 : 𝛾𝑖𝑁𝑐,𝑛/𝛾𝑖+1𝑁𝑐,𝑛 → 𝛾𝑖𝐺/𝛾𝑖+1𝐺

is a code of width 𝛿𝑛/𝑖. Hence, the restriction of 𝑓𝑖 to the image of 𝑓 −1(𝑇𝑖) is still
surjective. In other words, the images of the elements of 𝑇𝑖 generate 𝛾𝑖𝐺/𝛾𝑖+1𝐺

inside 𝐺/𝛾𝑖+1𝐺.

Hence, by Lemma 4.3, we can refine 𝑄 using the cyclic subgroups ⟨𝑔⟩ ⊴ 𝐺/𝛾𝑖+1𝐺

for 𝑔 ∈ 𝑇𝑖 for each 𝑖. This gives a quotient sequence 𝑄′ for 𝐺. By construction of
the 𝑇𝑖, we have |𝐼 𝑗 | ≥ 𝛿𝑛/𝑖 |𝐺 | for each 𝑗 .

Now applying Theorem 4.4, we get����P( 𝑓 (𝑋) = 𝑔) − 1
|𝐺 |

���� ≤ || 𝑓∗𝜇1 ∗ · · · ∗ 𝑓∗𝜇𝑚 − 𝜋 | |𝐿2

≤

√√√√|𝑇1∪···∪𝑇𝑐 |∑︁
𝑗=1

©­«
∏
𝑖∈𝐼 𝑗

𝜎2
𝑖

ª®¬ ≤
|𝑇1∪···∪𝑇𝑐 |∑︁

𝑗=1

©­«
∏
𝑖∈𝐼 𝑗

𝜎𝑖
ª®¬ .

By Lemma 3.7 and the fact that |𝐼 𝑗 | ≥ 𝛿𝑛/𝑖 |𝐺 | ≥ 𝛿𝑛/𝑐 |𝐺 |, we get

|𝑇1∪···∪𝑇𝑐 |∑︁
𝑗=1

©­«
∏
𝑖∈𝐼 𝑗

𝜎𝑖
ª®¬ ≤

|𝑇1∪···∪𝑇𝑐 |∑︁
𝑗=1

exp(−𝜀𝛿𝑛/2𝑐 |𝐺 |4)

≤ |𝐺 | exp(−𝜀𝛿𝑛/2𝑐 |𝐺 |4),

and the result follows. □

4.3 Future Work
A major direction in our future work is to complete the universality results for
nilpotent matrices from the previous section. We are also interested in using the
machinery of codes to prove similar results about shorter random walks on the
free group. This will probably require some extension of Theorem 2.5 that allows
fewer subgroups to be normal. On the side of universality for cokernels of random
matrices, future work will involve extending Theorem 1.3 to strictly generalize the
result of [NW22], including eliminating the assumption of identical distributions in
[NW22].
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