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ABSTRACT

The modern era of precision cosmology has been driven by advances in detector
technology and observing techniques. Observational cosmology is experiencing a
rapid growth in detector numbers. New architectures are emerging for low-loading
applications such as far-infrared spectroscopy, ultra-sensitive low-threshold sensors
for particle astrophysics, and dark matter investigations. Current millimeter-wave
observatories use kilo-pixel arrays of detectors to measure the polarization of the
Cosmic Microwave Background (CMB). There is a strong push within the CMB
community to deploy new experiments with hundreds of thousands of detectors to
achieve novel scientific outcomes.

However, for over a decade, CMB detectors have been limited by background noise,
where fluctuations in the photon flux incident on the camera overshadow internal
detector noise. As a result, improving instrument sensitivity now requires increasing
the number of pixels. This focal plane size and detector density increase signifi-
cantly complicates integration and readout. Thermal Kinetic Inductance Detectors
(TKIDs) are an innovative solution for scaling up detector counts, offering high sen-
sitivity and ease of multiplexing. TKIDs are narrow-bandwidth superconducting
resonators that can be multiplexed and read out using a single transmission line via
microwave frequency division multiplexing.

In this thesis, I present the design, development, and laboratory characterization
of a TKID polarimeter for CMB studies at 150 GHz with a 25% bandwidth. I
provide a detailed physical model of TKID operation and readout, accurately pre-
dicting detector noise and responsivity. Three generations of prototype detectors
were developed and tested, leading to the final tile design. The first generation
demonstrated the feasibility of fabricating TKIDs with internal noise low enough
for background-limited performance given the expected optical loading on our tele-
scope. The second generation validated the scalability of the initial design to larger
arrays and was crucial for refining fabrication processes, cosmic ray susceptibility
testing, and readout development. The third generation integrated the tested detec-
tor design with a polarization-sensitive planar phased-array antenna. This required
precise fabrication of sub-micron microstrip lines and an in-depth understanding of
both the antenna and detector fabrication processes. We show that antenna-coupled
TKIDs achieve end-to-end optical efficiency comparable to existing Transition Edge
Sensor (TES) detectors and exhibit smooth Gaussian antenna beams matching the
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design spectral response.

Our efforts culminate in the design of a 64-pixel dual-polarization TKID array,
intended for CMB observations in a telescope observing from the South Pole. This
camera will be the first demonstration of TKIDs in the millimeter-wave regime,
advancing the technology for future cosmological and astrophysical applications. I
present results from in-lab dark and optical testing of the TKID focal plane, along
with design methodologies, electromagnetic simulations, and fabrication procedures
for achieving high-yield, uniform TKID arrays.
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C h a p t e r 1

INTRODUCTION AND MOTIVATION

1.1 The Standard Model of Cosmology
Our current knowledge of the composition and evolution of our universe at its largest
scales is captured under the ΛCDM standard model of cosmology (Bergström and
Goobar, 2006). This work began early in the 1930s after Einstein’s Theory of
General Relativity was first applied to the understanding the universe at large.
Einstein’s Field Equations are a set of coupled differential equations that relate
the geometry of space-time to its energy and momentum. For a universe with
cosmological constant Λ, the field equations can be expressed as

𝑅𝜇𝜈 −
1
2
𝑔𝜇𝜈𝑅 = 8𝜋𝐺𝑇𝜇𝜈 − Λ𝑔𝜇𝜈 . (1.1)

Using the cosmological principle, that is, the basic assumption that the universe is
homogeneous (has no special points) and isotropic (all directions are equivalent)
at its largest scales, a solution to Einstein’s Field Equations was co-discovered by
Friedmann, Lemaitre, and Walker (Peebles, 1993). This is the FRW metric which
can be parametrized using time t and spherical coordinates (𝑟, 𝜃, 𝜙) as

d𝑠2 = −d𝑡2 + 𝑎(𝑡)2
[

d𝑟2

1 − 𝐾𝑟2 + 𝑟2dΩ2
]
. (1.2)

The scale factor 𝑎(𝑡) captures the relative change in physical scale of spacial slices
of the universe with the same spatial coordinates (given by a vector ®𝑟). 𝐾 is the
global curvature of the universe which can take on the values [1,0,-1] depending on
whether the universe is closed, flat or open, respectively. dΩ2 = d𝜃2 + sin 𝜃2d𝜙2

is a surface area element in spherical coordinates. Measurements of the Cosmic
Microwave Background (CMB) have shown that the universe is geometrically flat to
high precision (𝜅 = 0). In the FRW model, the evolution of the universe is entirely
captured by the scale factor as a function of time. Relativity couples the composition
of the universe to its geometry. This motivates defining the Hubble parameter 𝐻 (𝑡),
which is the logarithmic change in the rate of expansion of the universe
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𝐻 (𝑡) = 1
𝑎(𝑡)

d𝑎
d𝑡

=
¤𝑎(𝑡)
𝑎(𝑡) . (1.3)

A related and convenient quantity is the conformal time or comoving horizon, 𝜂(𝑡)
which is the time of travel of a light ray from (𝑡 = 0) up to the current time

𝜂(𝑡) =

𝑡∫
0

𝑑𝑡

𝑎(𝑡) =

𝑎∫
0

d𝑎′

𝐻 (𝑎′)𝑎′ . (1.4)

If at a time 𝑡, two locations in the universe separated by a comoving distance greater
than the conformal time 𝜂(𝑡) they could never have been in causal contact. Light
propagating from one location to the other as the universe expands would not have
had enough time to reach the second location by the time the universe has an age
of 𝑡. This fact will be important later when we discuss the horizon problem that
motivates inflation.

To relate geometry to energy, we will take the universe to be permeated of substance
described by an energy density 𝜌 and exerting pressure 𝑝. This energy density is the
sum of different components, each of which can evolve differently over time. How-
ever, our assertion is valid because for an isotropic universe, all cosmological fluids
are at rest in comoving coordinates. Einstein’s equations reduce to the Friedmann
equations:

(
¤𝑎
𝑎

)2
=

8𝜋𝐺
3

𝜌 − 𝐾

𝑎2 , (1.5)

¥𝑎
𝑎

= −4𝜋𝐺
3

(𝜌 + 3𝑝) . (1.6)

Combining the two Friedmann equations allows us to write out the energy conser-
vation from the stress-energy tensor explicitly as

¤𝜌 = −3𝐻 (𝜌 + 𝑝) . (1.7)

These equations make explicit the evolution of the scale factor at a time t provided
that we can account for the composition of the universe at the same time. We
typically parametrize the equation of state that relates the pressure to the energy
density as 𝑝 = 𝑤𝜌. For non-relativistic (cold) matter, 𝑤 = 0, radiation 𝑤 = 1/3
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and for dark energy 𝑤 = −1. From equation 1.7, it is clear that 𝜌 ∝ 𝑎−3(1+𝑤)

which shows that the energy density for radiation, matter and dark energy evolve
as 𝑎−4, 𝑎−3, const, respectively. A useful quantity is the critical energy density 𝜌𝑐
which is the energy density at which the universe becomes flat,

𝜌𝑐 =
3𝐻2

8𝜋𝐺
. (1.8)

The energy density today 𝜌0, relative to the critical energy can be expressed as
Ω0 = 𝜌0/𝜌𝑐 which can be decomposed into the contributions from cold matter,
radiation, dark energy and curvature as

Ω0 = Ω𝑚 +Ω𝛾 +ΩΛ +Ω𝐾 . (1.9)

We can recast the first Friedmann equation using the Hubble parameter as measured
today 𝐻0 and the energy density parameter. We will use subscript 0 to indicate that
the quantities are measured in the present epoch. Additionally, we can make use of
the cosmological redshift 𝑧 defined by 𝑎 = 1/(1 + 𝑧) where we take the scale factor
today to be unity (𝑎 (𝑡0) = 1) since the redshift is a direct cosmological observable:

𝐻 (𝑧)2 = 𝐻2
0
[
Ω0,𝑚 (1 + 𝑧)3 +Ω0,𝛾 (1 + 𝑧)4 +Ω0,Λ +Ω0,𝐾 (1 + 𝑧)2] . (1.10)

The current best measurements of the composition of the universe as reported by the
Planck Collaboration, report that the universe is composed of ∼ 70% dark energy,
and∼30 % cold matter including dark matter and with a tiny amount of radiation. We
are therefore in the dark energy dominated epoch of the universe. Since dark energy
has 𝑤 = −1, the right hand side of the second Friedmann equation is greater than
zero( equation 1.6). Therefore in the dark energy dominated epoch, the expansion of
the universe accelerates with time. Even though radiation has negliglible influence
on the evolution of the universe today since the density of radiation drops off much
faster than matter or dark energy, radiation played a critical role early in the history of
the universe when it contributed a much greater fraction of the total energy density.

1.2 The Cosmic Microwave Background
The Cosmic Microwave Background (CMB), which was first discovered by Penzias
and Wilson in the 1960s, is one of the key observables that have informed the
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development of the standard Hot Big Bang model of cosmology. We understand
the CMB to be the relic radiation from when the universe was roughly 380,000
years old. During this epoch, called recombination, the universe cooled enough for
neutral hydrogen to form. The formation of neutral hydrogen decouples the radiation
in the universe from the baryons, making the universe transparent. Since then,
these photons have been free-streaming towards us, cooling down as the universe
expanded, and now observed as the CMB. Before recombination, the photons, free
electrons and protons were strongly coupled together into an opaque plasma. Before
recombination, the rate of Compton scattering between the photons and the free
electrons was much faster than the expansion rate of the universe and therefore the
hot plasma was in thermal equilibrium. This is why the CMB has a blackbody
spectrum with a temperature of 2.7525K as measured by the FIRAS instrument on
the COBE satellite.

Recombination occurred when the universe, having expanded adiabatically, cooled
to reached a temperature of ∼ 4000𝐾 at a redshift z ∼ 1100. At first glance, we
would expect recombination to occur once the temperature of the universe is lower
than 13.6 eV, the first ionization energy of Hydrogen1. However since the number
density of photons in our universe is greater than that of baryons by about 10 orders
of magnitude, the number density of photons with energy above the ionization
energy of hydrogen due to the tail in the Planck distribution of photon energy,
remains higher than the baryon number density until the universe is much cooler. At
recombination, the free electron density drops rapidly and therefore recombination
is a snapshot of the universe in a narrow window in time.

The CMB is not only a blackbody, but it is also very isotropic across the entire
sky. The global (monopole) CMB signal is well described by a single temperature
𝑇CMB = 2.7525𝐾 . In addition, there is also a dipole signal of amplitudeΔ𝑇/𝑇CMB ∼
10−2 which is believed to be sourced by our motion relative to the last scattering
surface. In addition to the dipole, the CMB has smaller fluctuations in temperature
less than 1 part in 104 at all angular scales as measured from space by both the
DMR instrument on COBE and the later Planck satellite and by many ground based
experiments. Figure 1.1 shows the full sky map of the CMB temperature anisotropies
as measured by Planck.

1Recombination into the ground state of hydrogen is actually quite inefficient since the ionization
cross-section for Ly-𝛼 photons is quite high leading to no net recombination. More efficiently,
electrons can be captured into the 2s level and then subsequently decay into the 1s state. See the
discussion in Peebles, 1993
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Figure 1.1: Full sky CMB temperature anisotropy as measured by Planck from their
2015 data release.

Since the CMB is observationally a sphere on sky, the fluctuations can be nat-
urally described in terms of a spherical harmonics 𝑌𝑙𝑚 basis. Let 𝑇 (𝜃, 𝜙) =

𝑇CMB [1 + Θ (𝜃, 𝜙)], then

Θ (𝜃, 𝜙) =

𝑙=∞∑︁
𝑙=1

𝑚=𝑙∑︁
𝑚=−𝑙

𝑎𝑇𝑙𝑚𝑌𝑙𝑚 (𝜃, 𝜙) . (1.11)

The superscript 𝑇 shows that we are considering temperature fluctuations here.

A key goal of modern cosmology is to characterize the distribution of these
anisotropies in the CMB in order to make comparisons of theory to observation.
Since we expect the fluctuations to be well described by a Gaussian random field2,〈
𝑎𝑇
𝑙𝑚

〉
= 0, and the angular power spectrum 𝐶𝑇𝑇

𝑙
captures the variance in the distri-

bution of fluctuations as a function of angular scale.

𝐶𝑇𝑇𝑙 =
1

2𝑙 + 1

𝑚=𝑙∑︁
𝑚=−𝑙

(
𝑎𝑇∗𝑙𝑚𝑎

𝑇
𝑙𝑚

)
(1.12)

Since for a given 𝑙, each 𝑎𝑙𝑚 is drawn from the same distribution, there is only a finite
number of modes at a given 𝑙. This limit to the amount of statistical information,
called cosmic variance is quite significant at the largest scales. Quantitatively, the
uncertainity Δ𝐶ℓ is given by

2This is motivated by tracing the origins of the fluctuations back to the initial quantum fluctuations
during inflation.
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Δ𝐶ℓ =
2

2𝑙 + 1
𝐶2
ℓ . (1.13)

Cosmic variance is a limit to the precision with which the underlying statistical
distribution that generates the large scale modes on the sky can be measured.

CMB anisotropies are sensitive to not only the composition of the universe, but
also the initial conditions for seeding the perturbations. Figure 1.2 shows the
measured full-sky temperature power spectrum and a best fit model to the un-
derlying cosmology that generates the fluctuations. The related quantity D𝑇𝑇

ℓ
=

[(𝑙 (𝑙 + 1)) /(2𝜋)] 𝐶𝑇𝑇
ℓ

is traditionally plotted since in this quantity, the spectrum
for a scale invariant cosmology is expected to be flat at the largest scales. The best
fit model is a 6 parameter ΛCDM model. This thesis does not discuss the best
fit model to depth, but in order to give a sense of how the underlying cosmology
shapes the spectrum, we will highlight a few of the parameters. The location of the
first peak constrains the mean spatial curvature Ω𝐾 giving a value of ΩΛ. The ratio
of the 2nd and 3rd peaks constrains both the total matter (dark matter + baryons)
fraction Ω𝑚 and the baryon fraction Ω𝑏. The tilt of the primordial spectrum 𝑛𝑠 is
measurable at low l. A strong deviation from 𝑛𝑠 = 1 supports the theory of inflation
described in section 1.3. The locations of the acoustic peaks also favors adiabatic
modes (perturbations that affect all the cosmological species while keeping their
relative number densities unperturbed) over isocurvature modes (perturbations in
the entropy) as the initial conditions for inflation.

1.3 Inflation
The Big Bang cosmology framework was remarkably successful in providing a
framework for explaining the relative abundance of light elements, the observed ex-
pansion of the universe and the existence of the relic microwave radiation. However,
it does not naturally predict the observed isotropy of the CMB, the flatness of the
universe nor provides a mechanism for generating the initial perturbations that seed
the growth of large scale structure.

Inflation is a paradigm that was first proposed by Alan Guth to supplement the
hot Big Bang model. Inflation proposes that the universe went through a period
of rapid accelerated exponential expansion for ∼ 60 e-folds before standard Big
Bang expansion commences. However, inflation requires exotic physics because for
accelerated expansion of the universe we require matter with 𝑤 < −1

3 in the equation
of state.
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Figure 1.2: The power spectrum of temperature fluctuations of the CMB as measured
by Planck from their 2015 data release. The red curve is the best fit to a six parameter
model that describes the cosmology with the residuals from the fit in the bottom
plot. The larger error bars for low 𝑙 data is due to the cosmic variance limit. 𝑙 ∼ 80
corresponds to scales of about 1 ° on sky.

Regardless, inflation naturally addresses a number of key questions in the standard
model of cosmology. Two important puzzles are: the Horizon Problem and the
Flatness Problem. Since Guth and Linde’s early work, the theory of inflation has
been further developed and checked observationally against the anisotropy spectrum
of the CMB. The observable predictions of inflation such as a background of cosmic
gravitational waves or non-gaussianity (depending on the nature of inflation) are the
focus of many current and future cosmic observatories.

Horizon Problem
The high level of isotropy of the CMB as measured today is an important puzzle in
cosmology called the Horizon problem. In order for the CMB to be so uniform as
measured in the present epoch, the entire observable universe as seen today, must
have been in thermal equilibrium at some point before recombination. However,
given our knowledge of the history of the universe, we know that at recombination,
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the comoving horizon corresponds to an angular scale of about 2° on sky today.
The observable universe consisted of many causally disconnected patches. It is
remarkable that large scale isotropy can be observed in the CMB.

Inflation provides a mechanism to bring regions in the observable universe that we
now see to be flat into thermal contact with each other before pushing them out of
causal contact.

Flatness Problem
Measurements of the CMB show the universe to be spatially flat. A joint constraint
of Planck data with Baryon Acoustic Oscillation (BAO) measurements sets Ω𝐾 =

0.0007 ± 0.00037. However, in the FRW model, a flat geometry is an unstable
equilibrium. To see this, we can recast the first Friedmann equation (equation 1.5)
as

1 −Ω = − 𝐾

(𝑎𝐻)2 . (1.14)

The comoving Hubble radius (𝑎𝐻)−1 has increased during the matter and radiation
dominated epochs of the universe. However, an increasing Hubble radius drives Ω
away from one. Even small deviations in 𝐾 away from 0 would cause the universe to
develop curvature with time. It therefore seems contrived that the universe appears
so flat today.

Inflation provides a natural mechanism for decreasing the Hubble radius while
stretching out space in the early universe. This removes the fine-tuned requirement
need to match the observed geometry of the universe.

Slow-Roll Inflation
A simple but powerful model for inflation is slow-roll scalar inflation which proposes
that the universe was permeated by a scalar field 𝜙 called the inflaton evolving under
a potential𝑉 (𝜙). The stress-energy tensor of the field gives the energy and pressure,
respectively, as

𝜌 =
1
2
¤𝜙2 +𝑉 (𝜙), (1.15)

and
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𝑝 =
1
2
¤𝜙2 −𝑉 (𝜙). (1.16)

If the dynamics of the field is dominated by the potential (1
2
¤𝜙2 ≪ 𝑉 (𝜙)), then

𝑝 ≈ −𝜌 and the scalar field has the negative pressure needed to generate acceler-
ated expansion of the universe. This is the first slow-roll condition. The energy
conservation equation (1.7) gives the dynamics of the inflation field,

¥𝜙 + 3𝐻 ¤𝜙 − d𝑉
d𝜙

= 0. (1.17)

This is the equation of a damped harmonic oscillator where the Hubble expansion
generates the friction term that damps the oscillations in the field. The second
slow-roll condition is that the kinetic energy term remains small for a sufficiently
long enough period of time, i.e., | ¥𝜙 | ≪ 3𝐻 | ¤𝜙 |. These 2 conditions can be recast by
defining 2 variables 𝜖, 𝜂 (not to be confused with the conformal time) that vanish
when 𝜙 is no longer evolving. These variables can be expressed given the Planck
mass 𝑀𝑝𝑙 as

𝜖 ≡
¤𝐻
𝐻2 ≪ 1, (1.18)

𝜂 ≡ − ¤𝜖
𝐻𝜖

≪ 1. (1.19)

The number of e-folds 𝑁𝑒 in the exponential expansion of the universe is

𝑁𝑒 =

𝑎 𝑓∫
𝑎𝑖

𝑑 ln 𝑎 =

𝑡 𝑓∫
𝑡𝑖

𝑑𝐻 ≃
𝜙∫

𝜙𝑒𝑛𝑑

𝑉

𝑑𝑉/𝑑𝜙𝑑𝜙. (1.20)

In order to solve the Horizon problem, inflation must last for about 50-60 e-folds.
The exact number of e-folds however, depends on the energy density in the field
at reheating when the energy in the inflaton field is converted to kinetic energy,
breaking the slow-roll condition and ending the inflationary epoch.

Perturbations in Inflation
Inflation predicts that the anisotropies of the CMB and the perturbations that seed
the growth of large scale structure in the universe were generated by the zero-point
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vacuum quantum fluctuations of the inflaton field. These become the nearly scale-
invariant spectrum that we see today. In order to study the initial conditions for
structure formation, we need to consider the perturbations in both the inflaton field
𝜙 and the metric 𝑔𝜇𝜈.

To first order, the perturbation in the inflaton is given by

𝜙(®𝑥, 𝑡) = 𝜙(𝑡) + 𝛿𝜙(®𝑥, 𝑡), (1.21)

where 𝜙 is the unperturbed field and 𝛿𝜙 the perturbation. Similarly the perturbations
to the metric can be expressed as

𝑔𝜇𝜈 (®𝑥, 𝑡) = 𝑔̄𝜇𝜈 (𝑡) + ℎ𝜇𝜈 (®𝑥, 𝑡), (1.22)

with 𝑔̄𝜇𝜈 the unperturbed FRW metric. Perturbations to the metric can be decom-
posed into 4 scalar modes, 2 vector components (each with 2 degrees of freedom) and
a single transverse traceless tensor (with 2 degrees of freedom). This decomposition
totals the 10 degrees of freedom in the original perturbation. Scalar perturbations of
the metric couple to the density of matter and radiation. Vector perturbations decay
away as the universe expands. The tensor perturbations are gravitational waves
which do not couple directly to matter but do induce fluctuations in the polarization
of the CMB.

Since the perturbations are small, we can work in a linear approximation. This allows
us to switch to Fourier space where the perturbative modes evolve independently.
Isotropy requires that each mode is labelled only by its wavenumber 𝑘 = | ®𝑘 | and not
its direction. During inflation, quantum mechanical perturbations are induced when
all the modes at relevance scales today were in causal contact. These modes were
then forced outside the causal horizon by inflation once 𝑘 < 𝑎𝐻. At this point, the
modes stop evolving and then re-enter much later as the initial conditions for the
growth of structure and anisotropy. All modes with the same wavenumber enter the
horizon simultaneously and in phase. It is this coherence that leads to the peaks and
troughs in the CMB anisotropy spectrum.

The scalar perturbations can be described by a power spectrum 𝑃𝑠 (𝑘) parametrized
by a power law with amplitude 𝐴𝑠 and spectral index 𝑛𝑠 as

𝑃𝑠 (𝑘) = 𝐴𝑠𝑘
𝑛𝑠−4. (1.23)



11

A power spectrum with 𝑛𝑠 = 1 is said to be scale invariant. Inflation predicts that
𝑛𝑠 deviates slightly from 1. Expressed in the slow roll parameters, we find that

𝑛𝑠 = 1 − 4𝜖 − 2𝜂. (1.24)

Similarly, the power spectrum of tensor perturbations is:

𝑃𝑡 (𝑘) = 𝐴𝑡𝑘
𝑛𝑡−3. (1.25)

A scale invariant tensor spectrum therefore has 𝑛𝑡 = 0. The spectral index of tensor
perturbations generated by inflation is

𝑛𝑡 = −2𝜖 . (1.26)

This is one of the most robust predictions of inflation. For both scalar and tensor
perturbations, we can define dimensionless power spectra Δ2

𝑠 ,Δ
2
𝑡 close to scale

invariant such that

Δ2 ≡ 𝑘3

2𝜋2𝑃(𝑘). (1.27)

The primordial perturbations are usually parametrized by the tensor-to-scalar ration
𝑟

𝑟 =
Δ2
𝑡

Δ2
𝑠

= 16𝜖, (1.28)

which is proportional to the potential energy scale of the inflaton field.

𝑉1/4 ∼
( 𝑟

0.01

)
1016GeV. (1.29)

A measurably large 𝑟 allows us to explore physics at the Grand Unified Theory
(GUT) scale. Since 𝑟 = −8 𝑛𝑡 , measuring the spectral tilt of tensor perturbations
is a powerful probe their primordial origins. The current best constraint on 𝑟 is
𝑟0.05 < 0.035, (95% CL), with 𝜎(𝑟) = 0.009 (Ade, Ahmed, Amiri, Barkats, et al.,
2021) at the pivot scale 𝑘0 = 0.05 Mpc−1. Figure 1.3 shows the
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Figure 1.3: Joint constraints in the 𝑟 (at the pivot scale 𝑘0 = 0.002 Mpc−1) vs. 𝑛𝑠
plane for the Planck 2018 baseline analysis (Planck Collaboration, Aghanim, N.,
et al., 2020), with BICEP/Keck data acquired through the end of the 2018 season
(Ade, Ahmed, Amiri, Barkats, et al., 2021). Baryon Acoustic Oscillation (BAO)
data was also added to improve constraints on 𝑛𝑠. The black lines are the predicted
values for a few single field polynomial inflation models along with the 𝑁𝑒 = 50 and
𝑁𝑒 = 60 e-fold contour boundaries. The purple band represents natural inflation.
Once popular models are now largely ruled out by the BK data at the 2𝜎 level.

From Primordial Fluctuations to CMB anisotropies
Scalar perturbations generated during inflation remain largely constant when they
are outside the horizon. As they enter the horizon, they begin to evolve through the
epochs of radiation and matter domination. Before recombination, these perturba-
tions couple to both the radiation and matter distributions. The combined effect of
gravitational instability and radiation pressure causes the perturbations to evolve as
acoustic waves in the baryon-photon plasma. Overdensities in the plasma during
recombination result in redshifted photons because the photons must climb out of
the potential well to free stream towards us.

Given the primordial scalar power spectrum 𝑃𝑠 (𝑘), the temperature angular power
spectrum as measured today is given by
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𝐶𝑇𝑇𝑙 =
2
𝜋

∞∫
0

d𝑘𝑘2𝑃𝑠 (𝑘) |Δ𝑇,𝑙 (𝑘) |2, (1.30)

where Δ𝑇,𝑙 (𝑘) is a transfer function that accounts for the evolution of a mode from
horizon re-entry to recombination and the geometric projection to the CMB sphere.

The largest scale modes have hardly evolved since they were the last to cross the
horizon before recombination. Therefore, they preserve the initial perturbation
spectrum from inflation. The power spectrum for those modes is given by 𝑙 (𝑙 +
1)𝐶𝑇𝑇

ℓ
∝ 𝑙𝑛𝑠−1. To date, 𝑛𝑠 has been measured to be less than 1 decisively using data

from Planck’s CMB TT Power Spectrum. However, the measurement using only
the temperature data is limited by cosmic variance. Anisotropies in the polarization
of the CMB provide us with an additional probe of inflationary cosmology.

1.4 Polarization of the Cosmic Microwave Background
Generation of Polarization
During recombination, the CMB is weakly polarized by the Compton scattering
of CMB photons off electrons in the plasma. However, isotropic radiation cannot
generate a net polarization through Compton scattering. The contributions from
different directions cancel to generate zero polarization in the line of sight. Dipole
anisotropies, also do not generate any net polarization. A quadrupolar anisotropy is
the simplest incoming radiation pattern required to generate a net polarization. This
fact has important consequences for CMB cosmology.

As already discussed, scalar perturbations from inflation source density perturba-
tions in the baryon-photon plasma. These density perturbations generate a velocity
gradient field in the plasma under the action of gravitational attraction and radiation
pressure. The velocity field is responsible for the quadrupole anisotropy because
photons approaching an electron from different directions will be Doppler shifted
by different amounts. We therefore expect the polarization generated by scalar
perturbations to be correlated to the temperature anisotropies. This polarization is
even under parity inversion because the polarization direction is perpendicular to
the gradient of the amplitude of the polarization signal. Such even parity modes are
commonly referred to as E-modes.

The quadrupole signal is very small because the electrons and photons are tightly
coupled to each other and therefore the mean free path of the photons is quite short.
After recombination, the electron density is too small for Compton scattering to
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occur efficiently. The polarization anisotropy signal can therefore be produced only
within a small window around recombination and is therefore much fainter than the
temperature anisotropy.

The tensor perturbations that create a stochastic background of primordial gravi-
tational waves also polarize the CMB. The distortion of space by the gravitational
waves as they travel also generates quadrupolar anisotropies. However, in this case,
the anisotropies are not rotationally invariant around the direction of propagation
and have a handedness to them. These modes can again be decomposed into even
parity E modes and additionally odd parity B modes. Since the B mode polarization
signal is generated only by tensor and not scalar perturbations, the measurement of
primordial B mode polarization of the CMB is a clean test for primordial gravita-
tional waves. B modes and E modes are in orthogonal subspaces of the polarization
field and therefore the B mode signal is not limited by the cosmic variance of the E
mode signal.

Stokes Parameters
The combined temperature and polarization signal on sky can be decomposed
into the 4 Stokes’ parameters, [I, Q, U, V]. A monochromatic polarized plane
electromagnetic wave is specified by its propagation vector ®𝑘 and its complex Jones
vector (𝐸1, 𝐸1) in two basis directions (𝜖1, 𝜖2). For convinience, we will choose the
propagation direction as the 𝑧 direction and 𝜖1 = 𝑥, 𝜖2 = 𝑦̂. Its the transverse wave
vector has a decomposition into its two components as:

𝐸𝑥 (𝑧, 𝑡) = 𝐸0𝑥 cos (𝑘𝑧 − 𝜔𝑡 + 𝜃𝑥) (1.31)

𝐸𝑦 (𝑧, 𝑡) = 𝐸0𝑦 cos
(
𝑘𝑧 − 𝜔𝑡 + 𝜃𝑦

)
(1.32)

where 𝐸1 = 𝐸0𝑥𝑒
𝑖𝜃𝑥 and 𝐸2 = 𝐸0𝑦𝑒

𝑖𝜃𝑦 .

The 4 Stokes parameters are defined as:

𝐼 =
〈
𝐸2

0𝑥
〉
+

〈
𝐸2

0𝑦

〉
(1.33)

𝑄 =
〈
𝐸2

0𝑥
〉
−

〈
𝐸2

0𝑦

〉
(1.34)

𝑈 = 2
〈
𝐸0𝑥𝐸0𝑦

〉
cos

(
𝜃𝑥 − 𝜃𝑦

)
(1.35)

𝑉 = 2
〈
𝐸0𝑥𝐸0𝑦

〉
sin

(
𝜃𝑥 − 𝜃𝑦

)
. (1.36)
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𝐼 represents the total intensity of the wave while 𝑄 and 𝑈 are the 2 linear po-
larizations. The angle brackets represent time averaging. The 4th parameter 𝑉
is the degree of circular polarization. Compton scattering only generates linear
polarization therefore we expect 𝑉 = 0 in the early universe.

Our decomposition of the plane wave is coordinate dependent. When the 2 axes are
rotated through an angle 𝜙 about the propagation axis, Q,U changes by (𝑄 ± 𝑖𝑈) =

𝑒∓𝑖2𝜙 (𝑄 ± 𝑖𝑈). The polarization field has symmetry under rotations by 𝜋 and
is therefore a spin-2 field and can be decomposed in spin-2 weighted spherical
harmonics:

(𝑄 ± 𝑖𝑈) (𝑛̂) =
∑︁
𝑙𝑚

𝑎±2,𝑙𝑚±2𝑌𝑙𝑚 (𝑛̂). (1.37)

A more useful parametrization is to use the two coordinate-invariant quantities
referred to as E and B modes. The E and B modes are defined as:

𝑎𝐸𝑙𝑚 = −1
2

(
𝑎2,𝑙𝑚 + 𝑎−2,𝑙𝑚

)
(1.38)

𝑎𝐵𝑙𝑚 =
𝑖

2
(
𝑎2,𝑙𝑚 − 𝑎−2,𝑙𝑚

)
, (1.39)

so that

(𝑄 ± 𝑖𝑈) (𝑛̂) =
∑︁
𝑙𝑚

(
𝑎𝐸𝑙𝑚 ∓ 𝑖𝑎𝐵𝑙𝑚

)
±2𝑌𝑙𝑚 (𝑛̂). (1.40)

And the power spectra:

𝐶𝐸𝐸ℓ =
1

2𝑙 + 1

𝑚=𝑙∑︁
𝑚=−𝑙

(
𝑎𝐸∗𝑙𝑚𝑎

𝐸
𝑙𝑚

)
(1.41)

𝐶𝐸𝐵ℓ =
1

2𝑙 + 1

𝑚=𝑙∑︁
𝑚=−𝑙

(
𝑎𝐸∗𝑙𝑚𝑎

𝐵
𝑙𝑚

)
(1.42)

𝐶𝐵𝐵ℓ =
1

2𝑙 + 1

𝑚=𝑙∑︁
𝑚=−𝑙

(
𝑎𝐵∗𝑙𝑚𝑎

𝐵
𝑙𝑚

)
. (1.43)

Under this definition, E modes are even under parity inversion while B modes are
odd. As discussed, tensor perturbations generate both E and B modes on sky, while
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scalar perturbations generate only E modes. Oscillations in the E mode spectrum
are out of phase with the temperature spectrum. This is because the E modes are
primarily sourced by the dipole at recombination while the temperature anisotropies
are sourced by both the monopole and dipole terms. The dipole is proportional to
the velocity of the baryon-photon fluid. Since the velocity is maximum for modes
halfway between their compression or rarefaction extrema, the dipole is out phase
with the monopole which peaks at the extrema. The primordial B mode signal peaks
at lower angular scales since B modes are only created by the tensor modes that
cross the horizon at recombination. These modes subsequently decay rapidly. The
primordial B-mode signal is expected to peak at 𝑙 ≈ 80.

1.5 Reionization and Weak Lensing
The polarization signal from recombination is altered by two main processes before
it is detected today: weak gravitational lensing and re-ionization. Reionization
is the Thomson scattering of the free streaming CMB photons by free electrons
along the line of sight once the universe becomes reionized by a redshift 𝑧 ∼ 6.
Reionization is parametrized by the optical depth to reionization 𝜏, once of the 6
ΛCDM parameters. Reionization damps anisotropies generated at recombination
by a factor 𝑒−𝜏. Re-ionization also enhances the polarization signal at the largest
scales of 𝑙 ≤ 30. The height and position of the polarization bump depends on
the mean reionization redshift and the duration of reionization. 𝜏 is the least well
constrained with an uncertainty of about 10% in comparison with the sub percent
precision on the other parameters. A direct measurement of 𝜏 on the reionization
peak will also break the degeneracy between 𝜏 and 𝐴𝑠, the amplitude of the scalar
perturbations. The reionization peak has only been directly measured on full sky-
polarized observations from space (both EE and TE) by WMAP and Planck. Large
scales on sky are difficult to access from ground based observatories but are targeted
by projects such as CLASS (Essinger-Hileman et al., 2014).

Weak lensing is the distortion of the initial polarization pattern by the gravitational
effect of large scale structure between us and the surface of last scattering. The
effect is to remap the observed temperature and polarization maps by the gradient
of the gravitational potential projected along the line of sight 𝜙:

Θ(𝑛̂) = Θ̃ (𝑛̂ + ∇𝜙) (1.44)

(𝑄(𝑛̂) ± 𝑖𝑈 (𝑛̂)) =
(
𝑄̃(𝑛̂) ± 𝑖𝑈̃ (𝑛̂)

)
(𝑛̂ + ∇𝜙) . (1.45)
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The lensing potential 𝜙 is an integral over the gravitational potential Ψ along the
line of sight

𝜙 = −
𝐷𝑠∫

0

d𝐷
𝐷𝑠 − 𝐷
𝐷𝐷𝑠

Ψ (𝐷𝑛̂, 𝐷) (1.46)

where 𝐷 is the comoving distance along the line of sight and 𝐷𝑠 is the distance to
the surface of last scattering. By working with sufficiently small sections of sky,
we can use the flat sky approximation and work in Fourier space to get a sense
of the impact of lensing on the temperature and polarization anisotropies (Hu and
Okamoto, 2002). The changes in the anisotropy moments are

𝛿Θ(®𝑙) =

∫
d2𝑙

′

(2𝜋)2 𝜃 (
®𝑙 ′)𝑊 ( ®𝑙 ′ , ®𝐿), (1.47)

𝛿𝐸 (®𝑙) =

∫
d2𝑙

′

(2𝜋)2

[
𝐸̃ ( ®𝑙 ′) cos 2𝜓 ®𝑙′ ,®𝑙 − 𝐵̃(

®𝑙 ′) sin 2𝜓 ®𝑙′ ,®𝑙

]
𝑊 ( ®𝑙 ′ , ®𝐿), (1.48)

𝛿𝐵(®𝑙) =

∫
d2𝑙

′

(2𝜋)2

[
𝐵̃( ®𝑙 ′) cos 2𝜓 ®𝑙′ ,®𝑙 + 𝐸̃ (

®𝑙 ′) sin 2𝜓 ®𝑙′ ,®𝑙

]
𝑊 ( ®𝑙 ′ , ®𝐿), (1.49)

where 𝜓 ®𝑙′ ,®𝑙 = 𝜓 ®𝑙′ − 𝜓®𝑙 , ®𝐿 = ®𝑙 − ®𝑙 ′ , and𝑊 ( ®𝑙 ′ , ®𝐿) = −
(
®𝑙 ′ · ®𝐿

)
𝜙( ®𝐿). cos𝜓®𝑙 = 𝑛̂ · ®𝑙.

Since 𝐵̃ is small, the effect of lensing on E modes is similar to that in Θ when
cos𝜓 ®𝑙′ ,®𝑙 ≈ 1 for 𝐿 ≪ 𝑙, when the lens is smooth compared to the deflection. The
lensing potential peaks at 𝐿 ∼ 50 because the line of sight deflects coherently by
a few degrees. Lensing smooths the peaks and troughs of the temperature and E
mode power spectra. In contrast, lensing will generate B mode polarization even in
the absence of unlensed B mode polarization. Because lensing generates B modes
from E modes, the lensing B mode signal peaks at much smaller angular scales.
These modes have non-vanishing EB and TB correlation. This is expected because
large scale structure formation is a non-linear process and therefore these lensed
modes are both anisotropic and non-Gaussian. For ℓ ≤ 200, lensing generates B
modes that look like white noise. The lensed contribution to the B mode spectrum
dominates over the primordial B mode spectrum for many possible values of 𝑟 as
shown in fig. 1.4. Measurement of the primordial B mode power spectrum requires
reconstructing the lensing potential from a suitable tracer such as the small scale
E mode anisotropy map. The reconstructed lensing potential can then be used to
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Figure 1.4: A summary of publsihed CMB B-mode polarization upper limits and
detections up to 2021. The lensing B-mode signal has been detected by BICEP, SPT,
POLARBEAR and ACT collaborations. Also included are theoretical predictions
shown for the lensing B-modes signal in solid red. Primordial B-modes are shown
in dashed red for two values of 𝑟 peaking at degree angular scales.

reduce the effective lensing sample variance in the B mode measurements at the
scale of interest (ℓ ∼ 80). This subtraction procedure is referred to as delensing
and is essential for achieving the targetted uncertainities on 𝑟 for current and future
CMB experiments (Abazajian et al., 2016; Ade, Ahmed, Amiri, Anderson, et al.,
2021). The lensing signal is interesting in its own right as a powerful tool for
studying the cumulative matter power spectrum. The lensing potential is sensitive
to parameters such as the sum of neutrino masses, or the equation of state of dark
energy that impact structure formation in the late history of the universe. It is
therefore complementary to galaxy surveys and particle experiments as a probe to
constraining these quantities.

1.6 Foregrounds
Efforts to detect the cosmic B mode polarization signal are also confounded by
the presence of polarized galactic foregrounds with the strongest of these signals
being due to galactic synchrotron radiation and the polarized emission from dust
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Figure 1.5: Diffuse polarized galactic foregrounds and their spectral dependence as
measured by Planck from their 2015 data release (Planck Collaboration, Adam, R.,
Ade, P. A. R., Aghanim, N., Alves, M. I. R., et al., 2016). The amplitude of the
foregrounds are presented as the rms brightness temperature

grains. However, since the foreground signal is not distributed uniformly on sky,
CMB observers have been able to select patches of sky where the foregrounds are at
their lowest. Additionally, as shown in figure 1.5 , the foregrounds have a spectral
signature different from that of the CMB’s blackbody spectrum. These foregrounds
can in principle be characterized and subtracted from CMB maps if the sky is
mapped at multiple frequency channels.

Synchrotron Radiation
Diffuse synchrotron emission is generated by relativistic cosmic-ray electrons accel-
erated by the galactic magnetic field. Synchrotron radiation can have a polarization
fraction as high as 75%, but this is typically lower due to line of sight averaging.
Theoretical models and observations suggest that synchrotron radiation is well ap-
proximated by a power law with index 𝛽 ≈ −3 at frequencies above 20 GHz. The
synchrotron brightness temperature 𝑇 (𝜈) ∝ 𝜈−𝛽, where the power law index 𝛽 re-
lates to the power law SED of the electrons, 𝑁 (𝐸) ∝ 𝐸−𝑝 where 𝛽 = (𝑝 + 3) /2.
The negative spectral index makes synchrotron the dominant foreground at lower
frequencies.
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Dust Emission
Interstellar dust grains are thermally excited by absorbing background starlight.
They cool down through thermal emission which can be described as blackbody
radiation with a frequency dependent emissivity. Thermal dust typically has a
temperature of about 20K and is the dominant foreground in the higher frequency
CMB bands. These grains are aspherical and can have large magnetic moments.
This causes them to align with their long axis perpendicular to the magnetic field
lines of the interstellar media. As a result, they absorb radiation with a partial
polarization perpendicular to the fieldlines. Polarized dust emission is typically
modelled as

𝐼 (𝜈) ∝ ℓ𝛼𝑑𝜈𝛽𝑑𝐵 (𝜈, 𝑇𝑑) , (1.50)

where 𝛼𝑑 is the spatial index, 𝛽𝑑 the power index of the emissivity and 𝑇𝑑 the dust
temperature.

1.7 Design Requirements for CMB Polarimetry
The goal of any CMB experiment is to make estimates and quantify uncertainities on
cosmological parameters by making maps of the CMB temperature and polarization
on a part of, or the whole sky. The data analysis pipeline transforms large quantities
of time ordered data, often taken across multiple observatories for many years, first
into maps of the sky, then one dimensional power spectra and finally a small set of
cosmological parameters. At each step, care must be taken to appropriately deal
with systematics of the instrument and observing strategy, as well as noise and
analysis artifacts in the data. These details are far beyond the scope of this section.
Our goal is to instead consider the requirements that observing the CMB imposes
on the telescope design.

We consider a fiducial CMB experiment observing a fraction of sky 𝑓𝑠𝑘𝑦 for an
observed period 𝑡𝑜𝑏𝑠 seeking to set constraints only on the scalar-to-tensor ratio 𝑟.
Our goal is to estimate a single power spectrum 𝐶ℓ in bands centered at ℓ and with
a bandwidth of Δℓ. The underlying cosmology makes predictions of 𝐶ℓ through a
model with a set of cosmological parameters. We can use a Fisher matrix formalism
to study the uncertainties on the model parameters from the measurement.

Since the effect of tensor modes on the temperature and E-mode power spectrum
is small, constraints on 𝑟 are primarily set by the B-mode power spectrum (given
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perfect delensing and setting aside the enhancement in the low-ℓ B mode spectrum).
In this limit, the Fisher matrix reduces to (Wu, 2015)

𝐹𝑖 𝑗 =
∑︁
ℓ

1
(Δ𝐶ℓ)2

(
𝜕𝐶

𝐵tensor
ℓ

𝜕𝑟

)2

, (1.51)

where 𝐶𝐵tensor
ℓ

is the tensor contribution to the B mode power spectrum and

(Δ𝐶ℓ)2 =
2

(2ℓ + 1) 𝑓𝑠𝑘𝑦

(
𝐶
𝐵tensor
ℓ

+ 𝑁 𝑖𝑛𝑠𝑡ℓ + 𝑁 𝑓 𝑔

ℓ
+ 𝑁𝑟𝑒𝑠ℓ

)2
. (1.52)

The error in the measurement of the power spectrum Δ𝐶ℓ in eq. (1.52) has contribu-
tions from both the cosmic variance, the instrument noise 𝑁 𝑖𝑛𝑠𝑡

ℓ
, the foreground 𝑁 𝑓 𝑔

ℓ

and the residuals from delensing 𝑁𝑟𝑒𝑠
ℓ

.The instrument noise covariance (Bowden
et al., 2004) is given by

𝑁ℓ = |𝐵ℓ |−2 · Ω𝑝𝑖𝑥𝜎
2
𝑝𝑖𝑥 , (1.53)

where Ω𝑝𝑖𝑥 is the instrument solid angle per pixel and 𝐵ℓ is the azimuthally averaged
spherical harmonic transformation of the telescope beam. Typically, the beam is
Gaussian with full width at half maximum beam size, 𝜃FWHM so that

|𝐵ℓ |2 = exp

(
−𝑙 (𝑙 + 1)

𝜃2
FWHM
8 ln 2

)
. (1.54)

The pixel noise 𝜎𝑝𝑖𝑥 for an experiment covering a fraction 𝑓𝑠𝑘𝑦 of the total sky area
𝐴𝑠𝑘𝑦 with 𝑁𝑑𝑒𝑡 detectors each of sensitivity, NET is

𝜎2
𝑝𝑖𝑥 =

NET2
CMB 𝑓𝑠𝑘𝑦𝐴𝑠𝑘𝑦

𝑡𝑜𝑏𝑠𝑁𝑑𝑒𝑡Ω𝑝𝑖𝑥

. (1.55)

Appendix A details how to calculate the single pixel NET of CMB receiver. The
integrated sensitivity of a CMB experiment is given by the map noise achieved at the
end of observations. Using eq. (1.53), we can see that the polarization map depth 𝑠
at a single frequency, is the quantity 𝑠2 = 2𝜎2

𝑝𝑖𝑥
·Ω𝑝𝑖𝑥 , typically expressed in units

of 𝜇K·arcmin. The polarization map depth is
√

2 higher than the temperature map
depth because pairs of detectors are used to construct the polarized signal.
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As an example, a polarimeter with 𝜃FWHM = 0.2°observing at 150 GHz fielding
1024 detectors with single pixel NET of 350𝜇K ·

√
𝑠 and observing 1% of the

sky continuously for 5 years, will achieve a map depth of about 2 𝜇K · arcmin and
ℓ(ℓ+1)

2𝜋 𝑁ℓ ∼ 1×10−4𝜇K2 at ℓ ∼ 80 for a Signal to Noise Ratio (SNR),𝐶ℓ/Δ𝐶ℓ ∼ 1 for
the 𝑟 = 0.03 scenario shown in fig. 1.4. For a realistic experiment, the observing
efficiency, detector yield and NET degradation need to be accounted for in the
performance forecast. As the back of the envelope calculations here show, achieving
the goal of constraining cosmological parameters using CMB power spectra requires
long duration observations with large numbers of sensitive detectors.

1.8 Motivation for TKIDs for CMB Polarimetry
To date, most ongoing (Abitbol et al., 2018; Benson et al., 2014; Henderson et al.,
2016; H. Hui et al., 2016; Howard Hui et al., 2018; Kermish et al., 2012) and planned
CMB experiments (Abazajian et al., 2016) use bolometers as detectors to measure
the optical power from the CMB. Bolometers are incoherent/direct detectors and
are sensitive only to the amplitude of the incoming radiation and not its phase. An
optical detector is background limited when the greatest source of noise present is
that of the incoming radiation itself. In this respect, at frequencies of interest to
CMB studies, incoherent bolometric detectors outperform coherent receivers such
as interferometers (Zmuidzinas, 2003). In fact, bolometers that are in current use
for CMB observations are already background limited and have been so for the last
decade.

Since the detectors are background limited, the raw sensitivity of CMB experiments
can only be improved by scaling the number of detectors as eqs. (1.53) and (1.55)
demonstrate. Stage-3 CMB experiments being fielded currently deploy ∼ 104

detectors. Upcoming stage-4 experiments such as CMB-S4 (Abazajian et al., 2016)
require 1 𝜇K · arcmin across over half the sky to achieve their science goals which
can only be achieved by fielding ∼ 105 detectors.

Modern bolometric detectors use Transition Edge Sensors (TESes) (Irwin and
Hilton, 2005) as their thermometers because TESes can be fabricated using thin-film
lithography and thus integrated into monolithic arrays with large detector counts.
TESes are superconducting devices and require cryogenic cooling to very low tem-
peratures in order to operate. However, in order to limit the thermal cable load
on the cryogenic stages, which have limited cooling capacity, multiple TESes must
be read out on a single line using Superconducting Quantum Interference Devices
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(SQUIDs) (Clarke and Braginski, 2005). SQUIDs are low noise and have low
impedance as well as sufficient bandwidth to multiplex many TESes on a single line
with minimal crosstalk. The two main schemes developed to multiplex TES pixels
are time-division multiplexing (TDM) (Irwin, Vale, et al., 2002; Korte et al., 2003)
and frequency-division multiplexing (FDM) (Dobbs et al., 2012). Currently oper-
ating instruments fielding kilo-pixel detector arrays have implemented TDM and
FDM readout schemes. However, it is challenging and expensive to integrate and
read out arrays with detector counts above ∼10,000 using the existing SQUID-based
multiplexing schemes.

Kinetic Inductance Detectors (KIDs) (Day et al., 2003; Dober et al., 2014; Doyle
et al., 2008; Golwala et al., 2012; Kovács et al., 2012; Mazin et al., 2013; McKenney
et al., 2012; Monfardini et al., 2011; Patel et al., 2013) are an alternative detector
technology that offer a promising solution to the problem of scaling up to larger
detector counts. Like TESes, KIDs can be fabricated on silicon wafers using thin-
film lithography. However, each KID pixel, which is a superconducting resonator,
has a unique frequency and a narrow bandwidth. This is an advantage of KIDs over
TESes because large numbers of KIDs can be read out on a single transmission
line using microwave frequency-division multiplexing (mFDM) without requiring
complex SQUID-based readout and assembly.

In the place of SQUIDs, KID readout systems typically use fast FPGA-based (Bour-
rion et al., 2016; Golwala et al., 2012; Gordon et al., 2016; van Rantwĳk et al.,
2016) or GPU-based (L. Minutolo, B. Steinbach, et al., 2019; Lorenzo Minutolo,
2019) digital electronic systems to generate probe tones that are sent down a coaxial
line with filters and attenuators to excite the KID array. The detector responses are
then amplified using a cryogenic Low Noise Amplifier (LNA) before passing out
of the cryostat where they are demodulated and digitized into detector timestreams
(Mauskopf, 2018).

Thermal Kinetic Inductance Detectors (TKIDs) are a variation of Kinetic Inductance
Detectors and as such, they offer the same multiplexing benefits. A TKID integrates
a superconducting resonator into a bolometer. Rather than tracking the changes in the
resistance of the superconductor as TES bolometers do, the temperature variations of
the thermally isolated island are measured by the changes in the kinetic inductance
of the superconducting resonator circuit. Because all the power is thermalized
on the bolometer island, a TKID’s absorber can be electrically decoupled from the
resonator circuit, unlike in most KID designs. This gives TKIDs an additional degree
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of engineering flexibility since the resonator and the absorber can be optimized
independently.

TKIDs have been an active area of research since (Sauvageau and McDonald, 1989)
early work on kinetic inductance thermometry. TKIDs have been developed as
energy detectors for X-ray imaging spectroscopy (Ulbricht et al., 2015) to simul-
taneously achieve high spatial and energy resolution and for thermal X-ray photon
detection (Quaranta et al., 2013). TKIDs have also been used as THz radiation de-
tectors (Arndt et al., 2017; Dabironezare et al., 2018; Timofeev et al., 2013; Wernis,
2013) operating at kelvin-range temperatures.

However, TKIDs have not yet been demonstrated as power detectors for millimeter-
wave instruments that operate at sub-kelvin temperatures. The measurement of the
polarization anisotropies of the Cosmic Microwave Background (CMB) is one of the
most important use cases for bolometric power detectors working in the millimeter-
wave regime. CMB observations have strict requirements on detector sensitivity,
stability, and scalability, especially for future experiments targeting high detector
counts.

This thesis demonstrates the feasibility of using TKIDs for CMB observations.
Our TKID design targets the detector performance requirements needed for CMB
observations at 150 GHz.

1.9 Thesis Outline
In this thesis, I describe the design, development, and laboratory characterization of
a TKID CMB polarimeter. Chapter 2 details a physical model of TKID operation
and readout. This model makes robust predictions of the expected detector noise
and responsivity.

In Chapter 3, I discuss three successive generations of prototype detectors that were
developed and tested before the final tile design. With the first generation, we
demonstrated a TKID device design and fabrication procedure that yielded TKIDs
with internal detector noise low enough for background limited performance given
the expected optical loading on our telescope. The second generation of TKID
prototype devices validated the scale-up of the initial design to larger arrays. These
devices were indispensable for fabrication refinement as well as cosmic ray sus-
ceptibility testing, and readout development. In the third generation, we integrated
our tested detector design with a polarization sensitive planar phased-array antenna.
The lithographed antenna imposes strict requirements in both fabrication and de-
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sign, such as sub-micron line fidelity in the microstrip lines. Coupling an antenna
to TKID bolometers required an extensive understanding of the fabrication process
in order to smoothly accommodate the fabrication requirements of both the antenna
and the detector. We demonstrate that antenna-coupled TKIDs have end-to-end op-
tical efficiency comparable to that of exisiting TES detectors, and match the design
spectral response with smooth Gaussian antenna beams.

Chapter 4 presents the design and operation of the TKID demonstration receiver.
I present the design principles for a small aperture, compact telescope with cold
optics for measuring the polarization of the CMB at 150 GHz from the South Pole.
The TKID receiver maintains many features from the earlier Keck Array telescopes
but adapts the receiver with an RF chain, new DC wire routing and additional
modifications for compatibility with TKID readout. We also discuss TKID readout
for both lab and on sky measurements.

These efforts culminate with the design of the 64 pixel dual-polarization TKID arrays
presented in Chapters 5 and 6. The TKID focal plane is the focus of Chapter 5. In
chapter 6, I present the laboratory characterization of the receiver. The focal plane
consists of 4, 4-inch TKID tiles. This camera would be the first demonstration of
TKIDs operating in the millimeter wave regime, maturing the technology for broader
future cosmological and astrophysical applications. I detail design methodologies,
electromagnetic simulations, and fabrication procedures for realizing uniform TKID
arrays with high yield.
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C h a p t e r 2

TKID THEORY

2.1 Introduction
This chapter details the principles of operation of TKID devices. In operation,
TKIDs have much in common with TES bolometers. Just like a TES, a TKID is a
bolometer; a temperature sensitive impedance that is heated by incoming radiation
and that transduces the absorbed power into an electrical signal. Much of AC TES
bolometer theory carries over to the TKID bolometer physics discussed here.

In readout and design, TKIDs share many features in common with microwave Ki-
netic Inductance Detectors (MKIDs). Much like in many MKID designs, electrical
readout circuit of a TKID consists of a parallel LC resonator typically built up of
lumped element components. A large capacitor 𝐶 sets the resonance frequency 𝑓𝑟 ,
and with smaller additional capacitors 𝐶𝑐 couple the resonator to both the transmis-
sion line and to ground. The inductor, is the temperature sensitive impedance and
is located on the island. The proportion of the total inductance 𝐿 that is sensitive
to temperature is its kinetic inductance 𝐿𝑘 . Kinetic inductance arises from the
superconductivity of the inductor film. The remaining inductance is the geometric
inductance 𝐿𝑔 due to the geometric layout of the inductor wire on the island. Changes
in 𝐿𝑘 with temperature shift both the resonance frequency and the internal quality
factor 𝑄𝑖 of the resonator. A large kinetic inductance fraction, 𝛼𝑘 = 𝐿𝑘/(𝐿𝑔 + 𝐿𝑘 )
therefore creates a large responsivity to thermal fluctuations (Zmuidzinas, 2012).
We can achieve this by either minimizing the geometric inductance by design, or
alternatively by choosing a material with a large resistivity or a large 𝑇𝑐.

There are some noteworthy distinctions. In TKIDs the absorber element on the
island that receives incident radiative is in thermal contact with but electrically
isolated from the inductor. The absorber can be modified with no impact on the
resonator. In this, TKIDs differ from many MKID designs in which the inductor
also doubles as the optical absorber. Optimizing a single design for these two
competing goals is difficult in practice. A separate absorber also allows TKIDs to
be used as a drop-in replacement for TESes in a bolometer in order to take advantage
of already developed radiation-coupling technologies such as planar phased-array
antennas, horns or lenslets (Ade, Aikin, Amiri, Barkats, Benton, Bischoff, Bock,
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Bonetti, et al., 2015; Henderson et al., 2016; Kermish et al., 2012) even at different
observing frequencies with minor changes to the TKID design. Figure 2.1a shows
a schematic of the thermal and electrical circuit of a TKID pixel as an aid to the
discussion presented here.

Figure 2.1: Schematic of a TKID bolometer coupled to a readout chain. The thermal
circuit is shown in red while the electrical system is depicted in black. 𝑅ℎ represents
the absorber which thermalizes optical power on the bolometer membrane. The
electrical circuit includes the 2 amplification stages typically used in the TKID
readout chain.

TKIDs are a complementary technology to both MKIDs and TESes. As we will
discuss in this chapter, TKID design and operation offers a unique window into
understanding material properties, non-linear processes, and readout techniques
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that are broadly relevant to many superconducting device architectures.

2.2 Modeling Superconducting Resonators
In order to make predictions of the power dissipation in the TKID bolometer as
well as its small signal response, a complete model of the scattering parameters
of the resonator is needed. In the simplest case of a single-pole, symmetric shunt
resonator, the forward scattering parameter 𝑆21 completely specifies the resonator
properties.

In general, however, non-ideal experimental configurations and unaccounted par-
asitic effects often lead to asymmetry in the resonator line shape. This not only
complicates the recovery of the quality factors of the resonator, but also creates
additional ambiguity in the determining the amount of power dissipated in the res-
onator. Predicting the power dissipation in resonators is especially important as
superconducting resonators are increasingly used under high excitation, especially
for negative electrothermal feedback in TKIDs (Agrawal et al., 2021). Power dissi-
pation in the resonator also determines the dynamic range within which the resonator
can be operated. The onset of non-linearity at high readout power levels sets the
upper limit of the linear dynamic range, while the readout noise in the resonator
often sets the noise floor relative to which any signals mediated by the resonance
can be measured. The question of whether resonator asymmetry leads to readout
noise penalties remains open.

Close to resonance, microwave resonators can be described using an equivalent
lumped element circuits. One such model, depicted in fig. 2.2 representing a
notch-type resonator with both capacitive and inductive coupling to a transmission
line. Khalil et al., 2012 considers this network and derives the forward scattering
parameter 𝑆21 from the circuit elements by finding the Norton equivalent circuit of
the network. On the other hand, Deng et al., 2013, develops an algebraic approach
to the same network topology, the Closest Pole and Zero Method (CPZM) to isolate
the resonator parameters. Both these approaches show how effects such as resonator
asymmetry can arise due to line mismatch, wirebond inductance and other parasitic
effects.

However, both the forward scattering parameter 𝑆21 and the reflected scattering
parameter 𝑆11 are needed in order to compute the power dissipation in the resonator.
In more complicated circuits or simulations, the relationship between 𝑆21 and 𝑆11 is
not trivial. It is not a priori clear that the approximate expression for 𝑆21 captures all
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𝐿1 [nH] 𝑀 [nH] 𝐿 [nH] 𝐶𝑐 [pF] 𝐶 [pF] 𝑅[𝑘Ω]
0.71 0.9 10.0 0.2 22.5 50

Table 2.1: Circuit parameters for network shown in fig. 2.2.

𝜔
′

0 𝛼 𝛽 𝛾 𝜉 𝑞

2𝜋 × 335.5MHz 0.090 0.071 0.0089 0.42 0.00042

Table 2.2: Reduced network parameters matching the circuit elements in section 2.2.

the information needed to correctly predict the resonator properties. Since a circuit
can have an arbitrarily large number of elements, we require a general approach
that is applicable to different circuit designs beyond the current model. The results
of this section are applicable to any passive microwave system with an embedded
notch-type resonator. This includes electromagnetic simulations in which the loss
in the system is dominated by the dissipation in the resonance.

Lumped Element Model for a Single Pole Resonator
It is informative to first examine the network’s impedance parameters, here denoted
𝑍̂ . For clarity, we reduce the circuit elements to a new set of 6 variables: three di-
mensionless variables that describe the coupling [𝛼 = 𝑀/𝐿, 𝛽 = 𝐿1/𝐿, 𝛾 = 𝐶𝑐/𝐶],
the bare resonance frequency, 𝜔′

0 = 1/
√
𝐿 𝐶, and two additional dimensionless

resonator quantities, 𝑞 = 1/(𝜔′

0𝑅𝐶), the inverse quality factor and, 𝜉 = 1/(𝜔′

0𝑍0𝐶).
𝜉 is the ratio of the capacitive/inductive reactance at the bare resonance frequency,√︁
𝐿/𝐶, to the reference impedance and measures the total energy stored in the

resonator. Deng et al., 2013 also makes use of the same set of variables. Table
section 2.2 lists the values of the parameters used to generate all the plots in this
section. The parameter values are chosen to match typical values used in our TKID
resonator design (see section 3.1).

By applying Kirchoff’s first rule at every node in the network, we can derive the
impedance parameters of the model presented in fig. 2.2. For clarity, 𝐶 and 𝑅

are combined into the single complex variable 𝐶𝑝 = 𝐶 + 1/ 𝑗𝜔𝑅. This gives the
impedance parameters:
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Figure 2.2: Schematic of a lumped element resonator with inductive and capacitive
coupling. The red dashed lines are the reference planes at which the ports are defined.
The voltage and current at the input port are 𝑉1 and 𝐼1 respectively. 𝑉2 = 𝑉out is the
voltage at the output port and 𝐼2 is the current at the output port. 𝑉 is the voltage
across the resonator.

𝑍11 = 𝑗𝜔𝐿1 +
1

𝑗𝜔𝐶𝑐
+ 𝑗𝜔(𝐿 − 𝑀)

1 − 𝜔2𝐿𝐶𝑝
− 𝑗𝜔𝑀

1 − 𝜔2𝑀𝐶𝑝

1 − 𝜔2𝐿𝐶𝑝
, (2.1)

𝑍21 =
1

𝑗𝜔𝐶𝑐
+ 𝑗𝜔(𝐿 − 𝑀)

1 − 𝜔2𝐿 𝐶𝑝
, (2.2)

𝑍22 =
1

𝑗𝜔𝐶𝑐
+ 𝑗𝜔𝐿

1 − 𝜔2𝐿 𝐶𝑝
. (2.3)

This is a reciprocal, passive network, and therefore, 𝑍12 = 𝑍21. The impedance
parameters have the factor

(
1 − 𝜔2𝐿𝐶𝑝

)−1 in common. We can isolate this factor
dividing the rational functions 𝑍11 and 𝑍22 by 𝑍21 to obtain quotients 𝛿 and 1/𝛿.
The remainders are 𝑍𝐴/𝛿 and 𝑍𝐵 · 𝛿, respectively.
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𝑍𝐴

𝛿
=

1
𝑗𝜔𝐶𝑐

𝑀

𝐿
+ 𝑗𝜔

(
𝐿1 − 𝑀2/𝐿

)
, (2.4)

𝛿 · 𝑍𝐵 =
1

𝑗𝜔𝐶𝑐

(
1 − 1

1 − 𝑀/𝐿

)
, (2.5)

𝛿 =
1

1 − 𝑀/𝐿 . (2.6)

The full impedance matrix with no approximations, is succint when captured using
this set of 4 network functions: [𝑍𝐴, 𝑍𝐵, 𝑌 , 𝛿]. Explicitly,

𝑍̂ (𝜔) =


1
𝛿

(
𝑍𝐴 (𝜔) + 1

𝑌 (𝜔)

)
1

𝑌 (𝜔)
1

𝑌 (𝜔) 𝛿

(
𝑍𝐵 (𝜔) + 1

𝑌 (𝜔)

) . (2.7)

The description of the impedance matrix in eq. (2.7) is similar to a T decomposition
of a 2 port passive network (Pozar, 2005). This motivates the equivalent network
model shown in fig. 2.3, where 𝑍𝐴, 𝑍𝐵 and 𝑌 are the elements of a T decomposition
of a 2 port network. The scaling factor 𝛿 = 𝑁2 gives the turns ratio 𝑁 of the 2
identical transformers that couple the source and the load to the resonator network.
Therefore, the condition 𝛿 ≠ 1 signals that the resonator network is mismatched to
either the source or the load or both.

In the reduced variable scheme, the network functions are

𝑍𝐴 ( 𝑗𝜔) = 𝑗𝜔
𝑍0𝜉

(
𝛽 − 𝛼2)

𝜔
′
0 (1 − 𝛼)

+ 1
𝑗𝜔

𝑍0𝛼𝜉𝜔
′

0
𝛾 (1 − 𝛼) , (2.8)

𝑍𝐵 ( 𝑗𝜔) =
1
𝑗𝜔

𝑍0𝛼𝜉𝜔
′

0
𝛾

, (2.9)

𝑌 ( 𝑗𝜔) = 𝑌 ( 𝑗𝜔) · 𝐻 ( 𝑗𝜔), (2.10)

𝑌 ( 𝑗𝜔) = 𝑗𝜔
𝛾

𝑍0𝜉𝜔
′
0
, (2.11)

𝐻 ( 𝑗𝜔) =
( 𝑗𝜔)2 + 𝑗𝜔 · 𝑞 𝜔′

0 + (𝜔′

0)
2

𝑎−1
0 ( 𝑗𝜔)2 + 𝑗𝜔 · 𝑞 𝜔′

0 + (𝜔′
0)2
, (2.12)

𝛿 =
1

1 − 𝛼, (2.13)

where 𝑎0 = (1 + 𝛾(1 − 𝛼))−1. 𝑎0 is a measure of the detuning of the resonator
due to the coupling to the transmission line. 𝑍𝐴 is a capacitance in series with an
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Figure 2.3: An equivalent network description of the impedance matrix given in
equation eq. (2.7). The impedance matrix of the Khalil network can be interpreted
as a 2 port network with a T decomposition coupled to ideal transformers at the
input and output. The turns ratio 𝑁 =

√
𝛿.

inductance while 𝑍𝐵 and 𝑌 are pure capacitances. Additionally, eqs. (2.8), (2.9)
and (2.11) show that [𝑍𝐴, 𝑍𝐵, 𝑌 ] have no poles or zeros close to the bare resonance
frequency.

Fig. 2.4 plots the magnitude of the network functions given the parameters specified
in table section 2.2. From the set eqs. (2.8) to (2.13), we observe that:

• 𝑌 can be decomposed as a product of a rational function 𝐻 of frequency and
a purely imaginary admittance 𝑌 . 𝑌 carries the global frequency dependence
of the shunt admittance.

• 𝑍𝐴, 𝑍𝐵 and 𝑌 are purely imaginary. This reflects the fact that the resonator is
the only lossy part of the network.

• While 𝑍𝐴, 𝑍𝐵 and 𝑌 have non-trivial frequency dependence, they are smooth
slowly varying functions of frequency within the frequency range of interest.

• 𝛿 is a real constant.

• 𝐻 (𝜔) is a rational function of 𝑗𝜔 and is a second order notch filter. The closer
𝑎0 is to 1, the tighter the notch.

• The single parameter 𝑞 captures all the loss in the network. The resonance
vanishes in the limit 𝑞 → ∞ since 𝐻 → 1.
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Figure 2.4: Magnitude of the impedance parameters (eq. (2.7)) of the circuit model
fig. 2.2 as a function of frequency.

The 3 smoothly varying network functions [𝑍𝐴, 𝑍𝐵 and 𝑌 ] collectively determine
the coupling to resonance and generate the resonator asymmetry. Note that the
individual circuit elements (except 𝑅) map non trivially onto more than one of the
smooth network functions.

Deriving the Scattering Parameters
The scattering matrix 𝑆 referenced to the port impedance 𝑍0, given an impedance ma-
trix 𝑍̂ and 𝐼 the identity matrix, is defined by 𝑆(𝜔) =

[
𝑍̂ (𝜔) + 𝑍0 · 𝐼

]−1 [
𝑍̂ (𝜔) − 𝑍0 · 𝐼

]
.

We introduce two complex dimensionless functions: 𝜁 (𝜔) = 𝛿 + 𝑍𝐴 (𝜔) /𝑍0 and
𝜂 (𝜔) = 1/𝛿 + 𝑍𝐵 (𝜔) /𝑍0. As we will see, the scattering parameters are concisely
expressed in terms of 𝜁 and 𝜂. Additionally, let 𝑍tot = 𝑍0 [1/𝜁 + 1/𝜂]−1 be the total
impedance looking out into the external circuit from the resonator. In closed form
and with no approximations, 𝑆11, 𝑆21, and 𝑆22 are
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Figure 2.5: Magnitude of the scattering parameters of the circuit in fig. 2.2 as
a function of frequency. The dashed curves are the baseline of the scattering
parameters.

𝑆21 =
2

𝜁 + 𝜂 · 1
1 + 𝑌 · 𝑍tot

(2.14)

𝑆11 = 1 − 2𝛿
𝜁

+ 𝜂 𝛿
𝜁

2
𝜁 + 𝜂 · 1

1 + 𝑌 · 𝑍tot
(2.15)

𝑆22 = 1 − 2
𝜂 𝛿

+ 𝜁

𝜂 𝛿

2
𝜁 + 𝜂 · 1

1 + 𝑌 · 𝑍tot
. (2.16)

Figure 2.5 shows the magnitude of the scattering parameters matching the impedance
parameters shown in figure 2.4. eqs. (2.14) to (2.16) reflect the non-trivial relation-
ship between 𝑆11 and 𝑆21 that makes predicting the power dissipation difficult.
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Figure 2.6: A comparison of the full |𝑆21 | from eq. (2.15) with its CPZM approx-
imation given in eq. (2.30). The two curves completely overlap across the entire
frequency range. The green curve is the shunt 𝑆21 model given in eq. (2.44) which
captures all the resonator parameters but completely ignores the line transmission.
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We will first consider 𝑆21 fully and then consider 𝑆11 and 𝑆22 in turn. In equations
eqs. (2.10) to (2.12), we showed that 𝑌 can be decomposed into a product of 𝑌 ,
which carries the global behavior of the shunt admittance, and 𝐻, a notch filter.
Intuitively, for a high quality factor resonator, the response of the network close to
resonance will be dominated by the frequency dependence of 𝐻.

To proceed, we recognize 𝜅(𝜔) to be a dimensionless coupling parameter given by

𝜅 =
𝑗𝑌 (𝜔) · 𝑍tot(𝜔)

1 + 𝑌 (𝜔) · 𝑍tot(𝜔)
, (2.17)

so that 𝑆21 from eq. (2.15) can be rewritten as

𝑆21 =
2 (1 + 𝑗 𝜅)
𝜁 + 𝜂 · 1

1 + 𝑗 𝜅 − 𝑗 𝜅 · 𝐻 . (2.18)

From eq. (2.18), when 𝜅 → 0, the resonance disappears. The complex parameter
𝜅 screens the effect of the resonance on 𝑆21. Its additional effect is seen far from
resonance where 𝑆21 → 2(1+ 𝑗 𝜅)

𝜁+𝜂 . Therefore, 𝜅 captures the perturbation to the line
due to the presence of the resonator network. The weak coupling limit corresponds
to |𝜅 | ≪ 1 in which case, 𝑆21 ≈ 2

𝜁+𝜂 and is unperturbed even far from resonance.
In the ideal case, 𝜅 is small and purely real so it only induces a small phase shift on
the transmission through the line.

Let𝜔𝑧, 𝜔𝑝 be the zero and pole frequencies of𝐻 respectively when 𝑅 → ∞ (𝑞 → 0).
eq. (2.36) directly shows that𝜔𝑧 = 𝜔

′

0. 𝜔𝑝 is shifted slightly from the bare resonance
by the coupling capacitance and mutual inductance. When the coupling is weak, we
expect 𝜔𝑝 < 𝜔𝑧.

𝐻 has a pair of conjugate zeros at (𝑧0, 𝑧0) and conjugate poles at (𝑝0, 𝑝0). Where 𝑧0

is the complex conjugate of 𝑧0. We can therefore write 𝐻 ( 𝑗𝜔) as

𝐻 ( 𝑗𝜔) =

(
𝜔𝑝

𝜔𝑧

)2
· ( 𝑗𝜔 − 𝑧0)
( 𝑗𝜔 − 𝑝0)

· ( 𝑗𝜔 − 𝑧0)
( 𝑗𝜔 − 𝑝0)

. (2.19)

The inverse quality factor perturbs the zero and pole frequencies so that 𝑧0 =

𝑗𝜔𝑧 (1 + 𝑗
𝑞

2 ) and 𝑝0 = 𝑗𝜔𝑝 (1 + 𝑗
𝜔𝑝

𝜔𝑧

𝑞

2 ) accurate to second order in 𝑞. 𝑝0 and 𝑧0

are the pole and zero closest to the bare resonance frequency. These dominate the
resonator response and therefore we can make the approximation
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𝐻 ( 𝑗𝜔) ≈
(
𝜔𝑝

𝜔𝑧

)2
·

(
𝑗𝜔

′

0 − 𝑧0

)(
𝑗𝜔

′
0 − 𝑝0

) ( 𝑗𝜔 − 𝑧0)
( 𝑗𝜔 − 𝑝0)

. (2.20)

Since 𝑞 ≪ 1 and 𝜔𝑝 is close to 𝜔𝑧, the frequency independent factors in eq. (2.20)
are close to 1 and can be dropped. This gives us

𝐻 ≈
𝑗𝜔 − 𝑗𝜔𝑧

(
1 + 𝑗 𝑞2

)
𝑗𝜔 − 𝑗𝜔𝑝

(
1 + 𝑗 𝑞2

) . (2.21)

To derive the response the network, we will make one additional approximation.
We take 𝜁 (𝜔) ≈ 𝜁 (𝜔′

0), 𝜂(𝜔) ≈ 𝜂(𝜔
′

0), and 𝑌 (𝜔) ≈ 𝑌 (𝜔′

0) in all terms multiplying
𝐻 in eqs. (2.14) to (2.16).

Using our first approximation, we specify 𝜅0 = 𝜅 (𝜔 = 𝜔𝑧) to be the coupling at the
bare resonance frequency in the denominator in eq. (2.18). Therefore,

𝑆21 ≈ 2 (1 + 𝑗 𝜅)
𝜁 + 𝜂 ·

1 −
− 𝑗 𝜅0

(
𝜔𝑝 − 𝜔𝑧

) (
1
𝑞
+ 𝑗

2

)
𝜔
𝑞
−

(
1
𝑞
+ 𝑗

2

) (
𝜔𝑝 + 𝑗 𝜅0

(
𝜔𝑝 − 𝜔𝑧

) )  (2.22)

From eq. (2.22), we can define the measured resonance frequency 𝜔0 which is
shifted from the resonance pole at 𝜔𝑝 as

𝜔0 = 𝜔𝑝 − Im(𝜅0)
(
𝜔𝑝 − 𝜔𝑧

)
. (2.23)

We can group the remaining terms in eq. (2.22) in a familiar form by defining the
resonator parameters as:

𝑄−1
𝑐 = −2

𝜔𝑧 − 𝜔𝑝
𝜔0

Re(𝜅0), (2.24)

𝑄−1
𝑖 = 𝑞, (2.25)

𝜙𝑐 = arg(𝜅0), (2.26)

where 𝑄𝑐 is the coupling quality factor, 𝑄𝑖 the internal quality factor and 𝜙𝑐 is the
resonator asymmetry angle. For our network, Re(𝜅0) < 0 and therefore 𝑄𝑐 > 0
as expected. The total quality factor 𝑄𝑟 =

(
𝑄−1
𝑖

+𝑄−1
𝑐

)−1 as expected. 𝑄𝑐 and 𝜙𝑐



38

combine into a single complex coupling parameter 𝑄̂𝑐 = 𝑄𝑐 · cos 𝜙𝑐 · 𝑒 𝑗𝜙𝑐 chosen
so that 𝑄𝑐 = 1/[Re(𝑄̂−1

𝑐 )] holds.

To relate 𝑆21 to 𝑆11 and 𝑆22, we also define the line perturbation parameters

𝜙 = arg(𝜅) (2.27)

𝜑 = arg(𝑍tot). (2.28)

so that 𝜅 = sin(𝜙−𝜑) sec(𝜑) exp( 𝑗𝜙). This is the equation of a circle on the complex
plane with center (−1

2 tan 𝜑, 1
2 ), radius sec 𝜑 and polar angle 2𝜙. 𝜅 is purely real

when 𝜙 = 0. Just as in the Fano picture, we can interpret 𝜙 as a phase difference
between the resonant pathway and the continuum transmission through the line.
Note that 𝜙 (𝜔 = 𝜔𝑧) = 𝜙𝑐 . With this, 𝑆21 can be written in the form

𝑆21 =
2

𝜁 + 𝜂 · 1 − 𝑗 tan 𝜑
1 − 𝑗 tan 𝜙

1 −
𝑄𝑟𝑄̂

−1
𝑐

(
1 + 𝑗 1

2𝑄𝑖

)
1 + 𝑗2𝑄𝑟 𝜔−𝜔0

𝜔0
+ 𝑗

2
1

𝑄𝑐+𝑄𝑖

 (2.29)

≈ 2
𝜁 + 𝜂 · 1 − 𝑗 tan 𝜑

1 − 𝑗 tan 𝜙

[
1 −

𝑄𝑟𝑄̂
−1
𝑐

1 + 𝑗2𝑄𝑟 𝜔−𝜔0
𝜔0

]
. (2.30)

The final line of equation 2.30 is valid whenever 𝑄𝑖, 𝑄𝑐 ≫ 1, as is true for high
quality resonances. This is our final approximation that gives the usual expression
for a single pole resonance in the square brackets.

We can reproduce the results of Khalil et al., 2012 and Deng et al., 2013, obtaining
𝑆21 can be obtained directly from the impedance parameters as

𝑆21 =
2𝑍21𝑍0

(𝑍11 + 𝑍0) (𝑍22 + 𝑍0) − 𝑍2
21
. (2.31)

Let the impedance seen from the input of the 2 port network terminated by the load
resistor be 𝑍in. Therefore,

𝑍in = 𝑍11 −
𝑍2

21
𝑍0 + 𝑍22

(2.32)

The voltage across the resonator,𝑉 = 𝑉2−(𝐼1+ 𝐼2)/( 𝑗𝜔𝐶𝑐) = −((1+ 𝑗𝜔𝐶𝑐𝑍0) 𝐼2 +
𝐼1)/( 𝑗𝜔𝐶𝑐) and 𝐼2 = (𝑍in − 𝑍11)/𝑍21𝐼1. With this, we obtain the same expression
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for 𝑆21 given Eqn. 1 in Deng et al., 2013 and Eqn. 1. in Khalil et al., 2012 with
𝑍in = 𝑍out = 𝑍0.

𝑆21 = (1 + 𝜖) ·
[
1 − 𝑉

𝑉𝑔

𝑌 · 𝑍0 · 𝛿
𝜁

]
, (2.33)

where

(1 + 𝜖) =
2

2 + 𝑗𝜔𝐶𝑐𝑍0 + 𝑗𝜔
(
𝐿1 − 𝑀2/𝐿

)
· (1 + 𝑗𝜔𝐶𝑐𝑍0) /𝑍0

, (2.34)

𝑌 · 𝑍0 · 𝛿
𝜁

=
𝑀

𝐿
+ 𝑗𝜔𝐶𝑐

(
𝑍0 + 𝑗𝜔

(
𝐿1 −

𝑀2

𝐿

))
. (2.35)

Comparing eq. (2.33) to eq. (2.18), (1 + 𝜖) = (2 (1 + 𝑗 𝜅)) /(𝜁 + 𝜂). This prefactor
is typically ignored in derivations of 𝑆21 for a single pole resonance. Here, we ac-
counted for it in order to correctly relate 𝑆21 to 𝑆11 to compute the power dissipation.
Additionally, eq. (2.33) gives the voltage across the resonator directly.

We can also examine 𝐻 in terms of the circuit elements

𝐻 ( 𝑗𝜔) =
1 + 𝑗 𝜔𝐿

𝑅
− 𝜔2𝐿𝐶

1 + 𝑗 𝜔𝐿
𝑅

− 𝜔2 (𝐿 (𝐶 + 𝐶𝑐) − 𝑀𝐶𝑐)
. (2.36)

We recognize that

𝑌
𝐻

1 − 𝐻 = 𝛿

[
1
𝑗𝜔𝐿

+ 1
𝑅
+ 𝑗𝜔𝐶

]
. (2.37)

This demonstrates that the pole in the resonance is shifted away from the zero at the
bare resonance frequency by the coupling to the transmission line.

To complete this analysis, we express eqs. (2.24) to (2.26) using the network param-
eters defined in eqs. (2.8) to (2.13). This determines the leading order contributions
to 𝑄𝑐, 𝜙𝑐 and 𝜔0.
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𝑄−1
𝑐 =

𝐶2
𝑐 𝑍0𝜔

′

0
2 𝐶

+
𝑀2 𝜔

′

0
2 𝐿 𝑍0

(2.38)

𝜙𝑐 = −
𝐶𝑐𝜔

′

0𝑍0

2
−

(
𝑀

𝐿

)2 1
2 𝐶𝑐 𝑍0𝜔

′
0
+
𝐿1𝜔

′

0
2 𝑍0

(2.39)

𝜔0 = 𝜔
′

0

[
1 − 𝐶𝑐

2 𝐶

]
(2.40)

To leading order, the capacitive and inductive couplings contribute additively to
𝑄−1
𝑐 . Both 𝐶𝑐 and 𝑀 show up as second order terms in 𝑄−1

𝑐 . On the other
hand the asymmetry angle has contributions from 𝐶𝑐, 𝑀, and 𝐿1 to leading order.
However, we expect the dominant contributor to the resonator asymmetry to be the
line inductance 𝐿1 which can be arbitrarily large. Typically, design constrains both
𝑀 ≪ 𝐿 and𝐶𝑐 ≪ 𝐶. Again, this matches our expectation that the reactive elements
in the network will generate the resonator asymmetry.

Completing 𝑆11 and 𝑆22

There is little additional work needed to derive the frequency dependence of 𝑆11

and 𝑆22 since the relevant resonator term are shared with 𝑆21.

One helpful observation, is that in the limit that the resonator vanishes (say𝑄𝑟 → 0),
this network is now lossless and therefore the scattering matrix must be unitary. We
can make this explicit in our notation by taking 𝜁 = 𝛿 (1 + 𝑗 tan 𝜃in) and 𝜂 =

(1 + 𝑗 tan 𝜃out) /𝛿, where 𝜃in and 𝜃out are the input and output port phase delays.
This definition also gives the rotation matrix that shifts the reference plane of our
network, 𝑅𝑧 = diag

(
𝑒− 𝑗𝜃in , 𝑒− 𝑗𝜃out

)
.

𝜑 (derived in equation 2.28) and 𝛿 are not independent parameters and can be
combined into a single angle 𝜓 using the relation tan (𝜓/2) · 𝛿 = cos 𝜃in/cos 𝜃out.
As we will show in 2.41, the angle 𝜓 gives the magnitude of 𝑆21 far from resonance.

Our 3 original functions: [𝑍𝐴, 𝑍𝐵, 𝛿] now correspond to 3 angles [𝜃in, 𝜃out, 𝜓] that
relate to the measured scattering parameters. In general, these angles are functions
of frequency. The scattering matrix is a sum of 3 terms:

𝑆 = 𝑆0(𝜔) − 𝑗 sin 𝜙 𝑒 𝑗𝜙𝐾̂ (𝜔) + 𝐾̂ (𝜔′

0)𝑒
𝑗2𝜙𝑐 · 𝑄𝑟

𝑄𝑐

1
1 + 𝑗2𝑄𝑟 𝜔−𝜔0

𝜔0

. (2.41)

Intuitively, we have decomposed the full scattering parameters into the continuum
and the resonant modes. The presence of the resonator perturbs the continuum mode
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from its initial configuration. The scattering matrix therefore comprises into 3 terms:
the unperturbed continuum transmission (the unitary matrix 𝑆0), the perturbation
to the continuum and the resonant term. The resonator asymmetry angle 𝜙 sets
the magnitude of the perturbation and the resonant terms. Equation 2.41 quantifies
the perturbation to the transmitting continuum mode due to the presence of the
resonator network. The resonator network has a back-reaction on the embedding
network. The strength of this perturbation unsurprisingly, also gives the coupling
of the resonator to the network.

Expressed in 𝜓, 𝑆0 is

𝑅𝑧 · 𝑆0 · 𝑅𝑧 =
(
− cos𝜓 sin𝜓
sin𝜓 cos𝜓

)
, (2.42)

while the coupling matrix 𝐾̂ given by

𝑅𝑧 · 𝐾̂ · 𝑅𝑧 =
(
−1 + cos𝜓 − sin𝜓
− sin𝜓 − (1 + cos𝜓)

)
. (2.43)

Close to resonance, can simplify the scattering matrix by shifting the reference
planes to remove the input and output phases, 𝜃in and 𝜃out, respectively. Additionally,
𝜙 = 𝜙𝑐. When 𝜓 = 𝜋/2, we recover the familiar relation between 𝑆11 and 𝑆21 for
a purely shunt network, i.e., 𝑆shunt

21 = 1 + 𝑆shunt
11 . However, the form of 𝑆21 is

modified to

𝑆shunt
21 = cos 𝜙𝑐 · 𝑒 𝑗𝜙𝑐

©­­«1 − 𝑄𝑟

𝑄𝑐

1 + 𝑗 tan 𝜙𝑐
1 + 𝑗2𝑄𝑟

(
𝜔−𝜔0
𝜔0

) ª®®¬ . (2.44)

Whereas, we typically consider 𝑆21 to be fully determined modulo any scale factors,
eq. (2.44) shows that this isn’t true for asymmetric resonators. The asymmetry
angle also scales the overall transmission through the resonator. To see this further,
consider |𝑆shunt

21 |2, with 𝛿 = 2𝑄𝑟𝑥 (not to be confused with our previous use of 𝛿),

|𝑆shunt
21 |2 =

[
cos2 𝜙𝑐 +

𝑄2
𝑟

𝑄2
𝑐

1
1 + 𝛿2 − 2

𝑄𝑟

𝑄𝑐
cos 𝜙𝑐

cos 𝜙𝑐 + sin 𝜙𝑐𝛿
1 + 𝛿2

]
. (2.45)

|𝑆shunt
21 |2 is exactly the Fano transmission in Yoon and Magnusson, 2013. The key

distinction is that, for superconducting resonators, we preserve both the magnitude
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and the phase information in the measurement. We conclude that an asymmetric
resonator is a Fano-type resonator with non-resonant transmission cos2 𝜙𝑐, and 𝜙𝑐
as the phase difference between the resonant and non-resonant transmission paths.
The time reversibility from Maxwell’s Equations requires that given 𝑆 relating the
incoming and outgoing modes of the network, the time-reversed outgoing waves
must also scatter to the time-reversed incoming waves (Yoon, Jung, et al., 2012).
This constraints the form of the scattering matrix such that 𝑆† (𝑄𝑖− > −𝑄𝑖) =

𝑆−1 (𝑄𝑖− > −𝑄𝑖). As a result, the phase difference the resonant and continuum
pathways and amplitude of the continuum pathway are not independent parameters
and are both given by 𝜙𝑐.

The coupling matrix satisfies the relations: 𝐾̂ · 𝐾̂† = −2𝑆0 · 𝐾̂† and 𝑆0 · 𝐾̂† = 𝐾̂ · 𝑆†0.
The perturbed continuum transmission through the network, 𝑆0 + 𝑗 sin 𝜙𝑒 𝑗𝜙𝐾̂ , is
therefore unitary for all possible values of the asymmetry angle 𝜙.

Far from resonance, 𝑆21 → 𝑆0
21 = sin𝜓 · cos 𝜙 · 𝑒 𝑗𝜙𝑒 𝑗 (𝜃in+𝜃out) . In the weak cou-

pling limit, cos 𝜙 ≈ 1 and therefore |𝑆0
21(𝜔) | = sin[𝜓(𝜔)] + O(𝜙2) . Weak cou-

pling induces a small phase shift to the transmission in the line to leading order.

Computing the Power Dissipation
Given the full scattering matrix, we can immediately compute the fraction of power
available from the source that is dissipated by the resonator, 𝜒 = 1− |𝑆11 |2 − |𝑆21 |2.
This is the 1,1 component of the matrix

(
𝐼 − 𝑆𝑆†

)
(Zmuidzinas, 2003). Using

eq. (2.41),

𝜒 =

(
−𝑆0𝐾̂

†
)

1,1
𝜒𝑐 · 𝜒𝑔,

= sin2
(
𝜓

2

)
· 𝜒𝑐 · 𝜒𝑔 .

(2.46)

The coupling efficiency 𝜒𝑐 =
4𝑄2

𝑟

𝑄𝑖𝑄𝑐
and the detuning efficiency 𝜒𝑔 =

[
1 + 4𝑄2

𝑟 𝑥
2]−1

for 𝑥 = (𝜔 − 𝜔0) /𝜔0 are well discussed in Zmuidzinas, 2012. Equation 2.46 is a
modified version of the well-known expression for power dissipation in single pole
resonators, 𝜒 = 1

2 · 𝜒𝑐 · 𝜒𝑔 (ibid.). Importantly, the power dissipation in the
resonator is independent of 𝜙𝑐. Figure 2.7 compares the computed dissipation in
the network using the full network solution and the approximation given in eq. (2.46).

In the weak coupling limit, we find that
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Figure 2.7: Power dissipation in the resonator computed using the full circuit model
compared to the prediction from the model in eq. (2.46).

sin2
(
𝜓

2

)
≈ 1

2
·
[
1 −

√︃
1 − |𝑆0

21 (𝜔) |2
]
. (2.47)

This is what we intuitively expect if we consider for example, a resonator coupled
to a mismatched line so that |𝑆0

21 | ∼ 0 in which case we should obtain 𝜒 ∼ 0.

In our circuit variables, to lowest order

sin2
(
𝜓

2

)
≈ 1

2

[
1 − 𝑀

𝐿
+ 𝐿1𝑀

𝐿𝐶𝑐𝑍
2
0

]
. (2.48)

In conclusion, the network analysis presented in this section, details a systematic
approach for extracting resonator parameters from general circuit models while
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capturing all the necessary aspects of the circuit that are important in determining
the power dissipation of the resonator. Furthermore, the decomposition of the
scattering parameters into transmission and resonant contributions can be more
generally applied even to lossy networks. As a result, we have determined that the
resonator asymmetry does not affect the power dissipation in the resonator.

2.3 Bolometer Physics
A bolometer consists of a radiation absorber and thermometer on a thermally isolated
island at a temperature 𝑇bath, that is weakly linked to a thermal bath held at a fixed
temperature 𝑇0. Let 𝑘 (𝑇 ′) be the thermal conductivity at temperature 𝑇 ′ of a point
𝑥 of the thermal link of area 𝐴 and length 𝑙. For simplicity, we assume that material
is homogeneous so that the thermal conductivity has no dependence on the position
along the thermal link. The temperature gradient across the thermal link induces
power 𝑃(𝑥) to flow from the island to the bath.

𝑃(𝑥) = 𝐴 · 𝑘 (𝑇 ′) · d𝑇 ′

𝑑𝑥
. (2.49)

The net power flowing across the thermal link 𝑃leg is obtained by integrating over
the total length and temperature difference

𝑃leg =
𝐴

𝑙

𝑇𝑏∫
𝑇0

𝑘 (𝑇 ′)d𝑇 ′
. (2.50)

In our TKID design, a narrow dielectric bridge between a suspended membrane and
the silicon wafer substrate provides the weak thermal link. At the low temperatures
of interest, the thermal conductivity typically has a power law form 𝑘 (𝑇) = 𝑘0 · 𝑇 𝛽.
The total power through the legs is therefore given by

𝑃leg =
𝑘0 · 𝐴
𝑙

(
𝑇 𝛽+1 − 𝑇 𝛽+1

𝑏

)
. (2.51)

The conductivity index 𝛽 is indicative of the type of heat carriers in the material.
𝛽 = 1 for electron thermal transport while 𝛽 = 3 corresponds to phonons in a 3D
material (Ade, Aikin, Amiri, Barkats, Benton, Bischoff, Bock, Bonetti, et al., 2015).

The incident sources of power on the bolometer are the optical power being measured
𝑃opt, and the readout power dissipated by the inductor 𝑃read. Let 𝐶𝑏 be the heat
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capacity of the island. The thermal response of the bolometer is governed by the
heat balance differential equation

𝐶𝑏
d𝑇𝑏
d𝑡

= −𝑃leg + 𝑃read + 𝑃opt. (2.52)

The bolometer steady-state operating condition is satisfied when the left hand side
of eq. (2.52) vanishes. Of interest, is the small-signal response 𝛿𝑇𝑏 of the bolometer
to small fluctuations in the optical power 𝛿𝑃opt. The fluctuation in the power flowing
down the leg is given by the thermal conductance 𝐺 (𝑇) which is the derivative of
the net heat flow through the leg with respect to temperature. 𝛿𝑃leg = 𝐺 (𝑇𝑏)𝛿𝑇𝑏.
In Fourier space,

𝑗𝜔𝐶𝑏 · 𝛿𝑇𝑏 = 𝛿𝑃opt − 𝐺 (𝑇𝑏) · 𝛿𝑇𝑏 . (2.53)

For now, we assume that there is negligible readout power dissipation on the bolome-
ter island. This is the operating condition for the devices discussed in chapters 3
and 5. We will revisit this assumption when we consider electrothermal feedback
in section 2.9. Rearranging eq. (2.53), gives the single pole thermal response of the
bolometer with a time constant 𝜏bolo = 𝐶𝑏 (𝑇𝑏)/𝐺 (𝑇𝑏).

𝛿𝑇𝑏 (𝜔) =
𝛿𝑃opt(𝜔)
𝐺 (𝑇𝑏)

1
1 + 𝑗𝜔𝜏bolo

(2.54)

The bolometer time constant sets the usable bandwidth of the device. We require
that the device bandwidth 𝜈𝐵𝑊 = 1/(2𝜋𝜏bolo) be much larger than the frequency
band of the CMB signal on sky, i.e., 𝜈𝐵𝑊 > ¤𝜃/𝜃FWHM where ¤𝜃 is the scan rate of the
telescope and 𝜃FWHM is the detector beam size on sky. For ground based telescopes
mapping degree scale features on sky, the science band is between 0.01-1 Hz whereas
the thermal bandwidth is on the order of tens of Hz. For space applications which
have tighter bandwidth requirements, the detector bandwidth must be modified
either by reducing the heat capacity of the island or taking advantage of negative
electrothermal feedback to speed up the bolometer response.

The discrete nature of the phonon quanta that transport heat down the bolometer
legs to the thermal bath sets a limit to the fundamental sensitivity of a bolometer.
We can derive this noise threshold by first taking the thermal island to be in thermal
equilibrium with the bath. In thermal equilibrium there is no net heat flow between
the island and the bath.
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Phonon Noise

To derive the phonon noise, we consider the mean square fluctuations
〈
𝛿𝑈2〉 in the

internal energy𝑈 of the thermal island. A standard result from statistical mechanics
is that

〈
𝛿𝑢2〉 = 𝑘𝐵𝑇2 ·𝐶𝑏 (Kittel and Kroemer, 1980). In a bolometer, 𝛿𝑈 = 𝐶𝑏 ·𝛿𝑇𝑏,

and therefore,
〈
𝛿𝑇2

𝑏

〉
= 𝑘𝐵𝑇

2
𝑏
/𝐶𝑏. The variance of the temperature fluctuations

relates to integral of the power spectrum 𝑆ph = NEP2
ph/

(
1 + 𝜔2𝜏2

bolo

)
of thermal

fluctuations across the bolometer thermal link through eq. (2.54)

〈
𝛿𝑇2

𝑏

〉
=
𝑘𝐵𝑇

2
𝑏

𝐶𝑏
=
𝑆ph

𝐺2

∞∫
0

d𝜔
2𝜋

· 1
1 + 𝜔2𝜏2

bolo
. (2.55)

Completing the integral gives

NEP2
ph = 4𝑘𝐵𝑇2

𝑏𝐺 (𝑇𝑏).. (2.56)

Impact of the Thermal Gradient Across the Thermal Link
The phonon NEP we have derived is only strictly true when the weak link is in
thermal equilibrium. Since the island is typically at a higher temperature than the
thermal bath, we need to generalize the result to account for the temperature gradient
across the bolometer leg.

The approach is to divide the bolometer link into a series of nearly isothermal
sections for each of which eq. (2.56) holds. The total noise is a weighted sum of
the contributions of each section accounting for the relative thermal conductivity
of each section of the link. This derivation is well discussed in literature (Mather,
1982, 1984; Richards, 1994). The cumulative effect is to modify the phonon NEP
to

NEP2
ph = 4𝑘𝐵𝑇2

𝑏𝐺 (𝑇𝑏)𝐹 (𝑇𝑏, 𝑇0) , (2.57)

where the bolometer F link factor is typically between 0.5-1. The F link factor,
depends not only on the island and bath temperatures, but additionally on whether
the phonon reflection from the surface is specular or diffusive. As has been noted in
Hoevers et al., 2005, depending on the leg geometry, the thermal conductivity can
be dominated by radiative ballistic transport over diffusive conductivity in which
case 𝐹 = 1.
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To directly compare phonon noise to photon noise defined in eq. (A.7), we rewrite
the phonon NEP by taking advantage of the fact that 𝑃leg = 𝑃opt to eliminate 𝐺 (𝑇𝑏)
in favor of 𝑃opt. We find that NEP2

ph = 4𝐹̃ (𝑇𝑏, 𝑇0)𝑘𝐵𝑇𝑏𝑃opt, where 𝐹̃ (𝑇𝑏, 𝑇0) =

𝐹 (𝑇𝑏, 𝑇0) · 𝑛/(1 − (𝑇0/𝑇𝑏)𝑛) and 𝑛 = 𝛽 + 1. For our device parameters, 𝐹 (𝑇𝑏, 𝑇0) =
0.57 and 𝐹̃ (𝑇𝑏, 𝑇0) = 2.4, giving NEPph = 16 aW/

√
Hz, which is much smaller

than the expected photon NEP, NEPphoton = 45 aW/
√

Hz at 𝜈opt = 150 GHz,
Δ𝜈opt/𝜈opt = 0.25. Bolometers are optimized so that the phonon noise is the
dominant contributor to the internal detector noise at the operating temperature.
This is a key distinction between TKIDs and other MKID designs (Zmuidzinas,
2012).

2.4 Electrodynamics of a Superconductor
Kinetic Inductance
Many properties of a superconductor can be understood under a 2-fluid model as
discussed in Tinkham, 1996. The superconducting electrodynamics are due to
the combined effects of both the superconducting and normal electron fluid in the
material. We will distinguish these 2 contributions using subscripts 𝑠 and 𝑛 to label
quantities relating to the superconducting and normal contributions, respectively.
𝑞, 𝑛 and 𝑚 are the charge, volume charge density and mass of given charge carriers
in the superconductor.

The 2 London equations govern the relationship between the superconducting cur-
rent and the applied electric and magnetic fields. These are

𝜕 ®𝐽𝑠
𝜕𝑡

=
𝑛𝑠𝑞𝑠

𝑚𝑠

®𝐸, (2.58)

®∇ × ®𝐽𝑠 = −𝑛𝑠𝑞𝑠
𝑚𝑠

®𝐵. (2.59)

According to the first London equation, an AC superconducting current must be
sustained by a non-zero electric field within the superconductor. This electric
field also acts on the small population of normal electrons in the superconductor
generating a small but non zero dissipation. This is in contrast to the DC case where
the resistance vanishes entirely.

The inertia of the superconducting charge carriers under the effect of the changing
electric field creates reactance. To see this, we consider a superconductor with a
time varying electric field ®𝐸 applied across it. This causes an AC supercurrent 𝐼𝑠
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to flow through the conductor of length, width and thickness 𝑙, 𝑤, 𝑡, respectively.
The conductor has cross-sectional area 𝐴 = 𝑤 · 𝑡. We can use the Drude model to
describe the motion of the charge carriers in the material as a drift with velocity
®𝑣𝑑 and a scattering relaxation time 𝜏. The normal and superconducting fluids have
different densities, drift velocities and relaxation times. The drift velocity of the
charge carriers satisfies the differential equation

−𝑞 ®𝐸 − 𝑚 ®𝑣𝑑
𝜏

= 𝑚
d
d𝑡
®𝑣𝑑 . (2.60)

Crudely, for the superconducting carriers, the scattering time is long 𝜏 → ∞ and the
Drude equation reduces to the first London equation. Considering a single mode
in Fourier space at frequency 𝜔, the current density ®𝐽𝑠 = 𝑛𝑠𝑞𝑠®𝑣𝑠. This gives the
relation

𝑉 = 𝑗𝜔

[
𝑚𝑠

𝑛𝑠𝑞
2
𝑠 𝑡

· 𝑙
𝑤

]
𝐼𝑠 . (2.61)

The quantity in square brackets is the kinetic inductance 𝐿𝑘 of the superconductor.
We can also similarly define the kinetic inductance of the normal charge carriers, but
since their drift velocity is small, their contribution to the total kinetic inductance
of the superconductor is negliglible.

The kinetic inductance relates to the density of kinetic energy in the charge carriers

𝐿𝑘 𝐼
2/2

𝐴 · 𝑙 = 𝑛𝑠
1
2
𝑚𝑠𝑣

2
𝑠 . (2.62)

Looking ahead, we know from BCS theory that the superconducting charge carriers
are pairs of electrons bound together over a distance roughly set by the coherence
length 𝜉0. Therefore 𝑞𝑠 = 2𝑒 and 𝑚𝑠 = 2𝑚𝑒 where 𝑒, 𝑚𝑒 are the charge and mass of
a single electron, respectively. The surface kinetic inductance, L𝑠 = 𝐿𝑘/(𝑙/𝑤), is
therefore

L𝑠 =
𝑚𝑒

2𝑛𝑠𝑒2𝑡
. (2.63)

The calculation presented here is not rigorous but gives some intuition. We can
expect that the conductivity in a superconductor is a complex function of frequency
𝜎(𝜔) = 𝜎1(𝜔) − 𝑗𝜎2(𝜔). 𝜎2 → 0 as 𝜔 → 0. However, our model does not
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predict the density of normal charge carriers in the superconductor. It also fails
to account for the loss in superconducting properties for frequencies above Δ/ℏ
and the temperature dependence of the superconducting state. A full treatment of
the electrodynamics of a superconductor requires BCS theory which we will now
consider.

BCS Theory
The full details of BCS theory are beyond the scope of this thesis. The interest reader
can consult Bardeen et al., 1957. We will reproduce only the key results required in
order to model TKID performance. Through laboratory and on-sky measurements,
TKIDs are operated over a broad temperature range from 0.1 − 0.8 𝑇𝑐. Modeling
the device response across this entire regime requires a careful consideration of
the BCS model beyond the asymptotic expressions for the complex conductivity in
common use since these are typically only accurate below 0.2𝑇𝑐.

In BCS theory, pairs of electrons form bound states called Cooper pairs due to weak
attraction from electron-phonon interactions in the superconductor. The details of
the electron-phonon interaction are not required; it suffices that the relevant matrix
element in the Hamiltonian is approximately −𝑉BCS for energies close to the Fermi
level 𝐸𝐹 .

A key prediction of BCS theory is that there exists a gap energy Δ(𝑇) that sets the
minimum excitation energy 𝐸min = 2Δ(𝑇) that is required to break a Cooper pair
generating 2 quasiparticle excitations. At 𝑇 = 0, all the electron states up to the
Fermi energy are occupied. We will denote the gap energy at 𝑇 = 0 as Δ0. At finite
temperatures, taking 𝛽 = 𝑘𝐵𝑇 , quasiparticles are excited into energy states with 𝐸 ≥
Δ with a probability given by the Fermi-Dirac distribution 𝑓 (𝐸) =

[
𝑒𝛽𝐸 + 1

]−1.
At higher microwave excitation powers, the quasiparticle distribution is modified on
account of quasiparticle injection. The quasiparticle density of states relative to the
Fermi level 𝜌(𝐸) is given by

𝜌(𝐸) =
𝐸

√
𝐸2 − Δ2

. (2.64)

The quasiparticle excitation spectrum cuts off at high energies of the order of the
Debye energy Ω𝐷 = ℏ𝜔𝐷 where 𝜔𝐷 is the Debye frequency. This is not surprising
since the electron-electron attraction in a Cooper pair is phonon mediated. Given
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the single spin electron density at the Fermi level 𝑁0, the gap energy satisfies the
relation

1
𝑁0𝑉BCS

=

Ω𝐷∫
Δ(𝑇)

d𝐸
√
𝐸2 − Δ2

· (1 − 2 𝑓 (𝐸)) . (2.65)

As we will see, this equation can be numerically inverted to obtain the gap energy
as a function of temperature. The critical temperature 𝑇𝑐 is the temperature at which
Δ(𝑇) → 0. By comparing eq. (2.65) in the 2 limits: 𝑇 = 0 and 𝑇 = 𝑇𝑐 we can show
that Δ0 = 1.764𝑘𝐵𝑇𝑐.

In materials with strong electron-phonon coupling, Δ can no longer be taken to be
real. The imaginary part of the gap energy, Γ, gives the damping of quasiparticle
excitations by decay through the generation of real phonons (Eliashberg, 1960).
Such materials are better described by a density of states given by

𝜌(𝐸, Γ) = Re


𝐸√︃

𝐸2 − (Δ − 𝑗Γ)2

 . (2.66)

Regardless, given the density of states, the quasiparticle density 𝑛𝑞𝑝 is given by

𝑛𝑞𝑝 = 4𝑁0

∞∫
Δ

d𝐸 𝜌(𝐸) 𝑓 (𝐸). (2.67)

Superconductor length scales

Using Ampere’s Law ®∇ · ®𝐵 = 𝜇0 ®𝐽 and the second London equation eq. (2.59), we
can define a characteristic length scale 𝜆 =

√︁
𝑚𝑒/𝜇0𝑛𝑠𝑒, over which an external

magnetic field is suppressed exponentially. This is the London penetration depth.

A second length scale can be obtained by considering the long range coherence
of the superconducting state. This scale is the superconducting coherence length
𝜉0 = ℎ𝑣𝐹/𝜋Δ0, where 𝑣𝐹 is the Fermi velocity. For BCS superconductors, the
coherence length is the length scale over which 𝑛𝑠 varies and gives the typical size
of a Cooper pair.

The final length scale, 𝑙 is the mean free path over which electrons in the material
are scattered. The mean free path relates to the quality of the film since the presence
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of impurities or defects act as scattering centers. The mean free path also limits the
range over which the superconducting field coheres giving an effective length scale
𝜉,

1
𝜉

=
1
𝜉0

+ 1
𝑙
. (2.68)

With 3 length scales there are several limiting cases we could take. A full consider-
ation is presented by Jiansong Gao, 2008. In our case, we are interested in the local
(dirty) limit which holds when 𝑙 ≪ 𝜉0 or 𝑙 ≪ 𝜆𝑙𝑜𝑐𝑎𝑙 . The penetration depth is now
modified to 𝜆𝑙𝑜𝑐𝑎𝑙 (𝑇) =

√︁
ℏ/𝜋Δ(𝑇)𝜇0𝜎𝑛. For superconducting thin films, the film

thickness 𝑡 also plays a role. When 𝑡 < 𝑙, then the thickness is the limiting length
scale. The penetration depth is modified to

𝜆𝑡ℎ𝑖𝑛 = 𝜆2
𝑙𝑜𝑐𝑎𝑙/𝑡. (2.69)

The Mattis Bardeen Equations
When BCS Theory is applied to the electrodynamics of the superconductor, we
obtain the 2 Mattis Bardeen (MB) equations for the conductivity 𝜎 = 𝜎1 − 𝑗𝜎2,
relative to the normal state conductivity 𝜎𝑛 (Mattis and Bardeen, 1958). The
conductivity is only reasonably defined in the local(dirty) limit, where the electron
mean free path in the superconductor is much shorter than both the coherence
length and the London penetration depth. In this case, Ohm’s law ®𝐽 = 𝜎 ®𝐸 holds.
Restricting our analysis to frequencies lower than the gap frequency, ℏ𝜔 < 2Δ, the
real part of the conductivity is given by

𝜎1(𝜔,𝑇)
𝜎𝑛

=
2
ℏ𝜔

∫ ∞

Δ

d𝐸 [ 𝑓 (𝐸) − 𝑓 (𝐸 + ℏ𝜔)] 𝜌(𝐸)𝜌(𝐸 + ℏ𝜔)ℎ(𝐸, 𝐸 + ℏ𝜔).
(2.70)

The coherence factor ℎ(𝐸, 𝐸′) =
(
1 + Δ2/𝐸𝐸′) accounts for the phase coherent

superposition of occupied one-electron states in the superconducting phase. The
constructive interference of these states enhances the transition probabilities with
the largest effect for states within about Δ away from the Fermi Level. The factor
𝜌(𝐸)𝜌(𝐸 + ℏ𝜔) [ 𝑓 (𝐸) − 𝑓 (𝐸 + ℏ𝜔)] is worth closer consideration. 𝜌(𝐸) 𝑓 (𝐸) is
the number of occupied states at energy 𝐸 while 𝜌(𝐸) (1 − 𝑓 (𝐸)) is the number of
available states at energy 𝐸 . The transition probability from an initial state at energy
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𝐸 to a final state at energy 𝐸 +ℏ𝜔 is given by 𝜌(𝐸) 𝑓 (𝐸)𝜌(𝐸 +ℏ𝜔) [1 − 𝑓 (𝐸 + ℏ𝜔)].
The reverse process also occurs where quasiparticles fall from the higher energy
state 𝐸 + ℏ𝜔 down to 𝐸 with probability 𝜌(𝐸 + ℏ𝜔) 𝑓 (𝐸 + ℏ𝜔)𝜌(𝐸) [1 − 𝑓 (𝐸)].
The difference between these two terms is exactly the factor in the integral.

Plugging in our expressions for the density of states (eq. (2.64)) gives

𝜎1(𝜔,𝑇)
𝜎𝑛

=
2
ℏ𝜔

∫ ∞

Δ

d𝐸
𝐸2 + Δ2 + ℏ𝜔𝐸

√
𝐸2 − Δ2

√︁
(𝐸 + ℏ𝜔)2 − Δ2

[ 𝑓 (𝐸) − 𝑓 (𝐸 + ℏ𝜔)] .

(2.71)

The imaginary part of the conductivity has a similar form but is less amenable to
the previous breakdown

𝜎2(𝜔,𝑇)
𝜎𝑛

=
1
ℏ𝜔

∫ Δ+ℏ𝜔

Δ

d𝐸 [1 − 2 𝑓 (𝐸)] 𝐸2 + Δ2 − ℏ𝜔𝐸
√
𝐸2 − Δ2

√︁
Δ2 − (𝐸 − ℏ𝜔)2

. (2.72)

At 𝑇 = 0, 𝜎1 vanishes and we have the following closed form expression for 𝜎2 in
terms of elliptic integrals 𝐸 and 𝐾 ,

𝜎2(𝜔, 0) =
𝜎𝑛

2

[(
2Δ0
ℏ𝜔

+ 1
)
𝐸 (𝑘 ′) +

(
2Δ0
ℏ𝜔

− 1
)
𝐾 (𝑘 ′)

]
. (2.73)

In eq. (2.73), 𝑘 = |2Δ0 − ℏ𝜔| /|2Δ0 + ℏ𝜔| and 𝑘 ′
=

√
1 − 𝑘2.

Surface Impedance
Using the BCS framework, we can now refine our prior discussion of the ki-
netic inductance. Consider the surface impedance of a thin superconducting film
𝑍𝑠 (𝜔,𝑇) = 𝑅𝑠 (𝜔,𝑇) + 𝑗 𝑋𝑠 (𝜔,𝑇). Given the conductivity, the surface impedance
is

𝑍𝑠 (𝜔,𝑇) = 𝜇0𝜔𝜆𝑡ℎ𝑖𝑛 (𝑇)
𝜎2(𝜔, 0)
𝜎(𝜔,𝑇) . (2.74)

The surface inductance defined by 𝑋𝑠 (𝑇) = 𝑗𝜔L𝑠 (𝑇) can be expressed approxi-
mately as

L𝑠 ≈ 1
𝜎𝑛𝑡

ℏ

𝜋Δ(𝑇)
𝜎2(𝜔, 0)
𝜎2(𝜔,𝑇)

. (2.75)
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This generalizes our earlier expression in eq. (2.63) incorporating the temperature
and microwave frequency dependence of the superconducting state.

2.5 Responsivity at Low Readout Powers
We can now consider the response of the TKID resonator to the thermal fluctuations
of the bolometer island. The small signal changes in the island temperature are
read out by monitoring the forward transmission 𝑆21 of the TKID resonator given
in eq. (2.44). At the operating temperature 𝑇𝑏, the resonance frequency and internal
quality factor are 𝑓𝑟 , and𝑄𝑖, respectively. Given the resonance frequency at absolute
zero 𝑓𝑟,0, 𝑓𝑟 = 𝑓𝑟,0 (1 + 𝑥MB) and 𝑄𝑖 directly arise from the full MB conductivity as

𝑥MB = −𝛼𝑘
2

(
𝜎2(𝜔,𝑇𝑏) − 𝜎2(𝜔, 0)

𝜎2(𝜔, 0)

)
, (2.76)

and
𝑄−1
𝑖 = 𝛼𝑘

(
𝜎1(𝜔,𝑇𝑏)
𝜎2(𝜔, 0)

)
. (2.77)

In the equations above,

Fluctuations over time 𝑡 in the island temperature 𝛿𝑇𝑏 (𝑡), induce fractional changes
in the resonance frequency, 𝛿𝑥(𝑡) = ( 𝑓𝑟 (𝑡) − 𝑓𝑟)/ 𝑓𝑟 as well as in the resonator
dissipation, 𝛿𝑖 = 𝑄−1

𝑖
(𝑡) − 𝑄−1

𝑖
. In the adiabatic limit, these fluctuations are slower

than the resonator bandwidth Δ 𝑓𝑟 = 𝑓𝑟/2𝑄𝑟 , and the response of the resonator
𝛿𝑆21(𝜈) in Fourier space is given by

𝛿𝑆21(𝜈) =
𝑄𝑖

4
𝜒𝑐𝜒𝑔𝑒

−2 𝑗 (𝜙𝑔−𝜙𝑐) [𝛿𝑖 (𝜈) − 𝑗2𝛿𝑥(𝜈)] . (2.78)

Expressed in our conductivity integrals, with 𝛿𝜎2(𝜔,𝑇𝑏) = 𝜎2(𝜔,𝑇𝑏) − 𝜎2(𝜔, 0),
we find

𝛿𝑥(𝑡) = 𝑥MB(𝑇𝑏)
d ln 𝛿𝜎2(𝜔,𝑇𝑏)

d ln𝑇𝑏
𝛿𝑇𝑏 (𝑡)
𝑇𝑏

, (2.79)

and
𝛿𝑖 (𝑡) = 𝑄−1

𝑖 (𝑇𝑏)
d ln𝜎1(𝜔,𝑇𝑏)

d ln𝑇𝑏
𝛿𝑇𝑏 (𝑡)
𝑇𝑏

. (2.80)

At lower temperatures, we can make the approximation that the superconductor state
is fully specified once the quasiparticle density 𝑛qp is known. The quasiparticle
generation mechanism is a key distinction between standard KIDs and TKIDs.
In KIDs, energy is injected into the quasiparticle system directly via photons or
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athermal phonons. On the other hand, in TKIDs, thermal phonons are the main
quasiparticle generators.

For aluminum TKIDs, the expected quasiparticle lifetime 𝜏qp is in the tens to hun-
dreds of microseconds range; much smaller than the thermal time constant. Since
we take the thermal quasiparticle generation to be the dominant mechanism, the
total quasiparticle density reduces to the thermal quasiparticle density 𝑛th given by
BCS theory as in (Tinkham, 1996):

𝑛th = 2𝑁0
√︁

2𝜋𝑘𝐵𝑇Δ · exp
[
− Δ

𝑘𝐵𝑇

]
. (2.81)

As expected, 𝑛th depends on the temperature 𝑇 , the gap energy Δ and the single-
spin density of states at the Fermi level 𝑁0. Changes in the quasiparticle density
with temperature can be directly related to changes in the resonant frequency and
dissipation using the Mattis-Bardeen equations by introducing 𝛽; the ratio of the
frequency response to the dissipation response. 𝛽 is a function of the probe frequency
𝑓 and temperature 𝑇 and for a thermal quasiparticle distribution, it is asymptotically
given by the equation

𝛽( 𝑓 , 𝑇) =
1 +

√︃
2Δ
𝜋𝑘𝐵𝑇

exp
[
− ℎ 𝑓

2𝑘𝐵𝑇

]
𝐼0

[
ℎ 𝑓

2𝑘𝐵𝑇

]
2
𝜋

√︃
2Δ
𝜋𝑘𝐵𝑇

sinh
[
ℎ 𝑓

2𝑘𝐵𝑇

]
𝐾0

[
ℎ 𝑓

2𝑘𝐵𝑇

] . (2.82)

𝐾0 and 𝐼0 are the zeroth-order modified Bessel functions of the first and second
order, respectively. At our targeted 𝑇𝑏 = 380mK and 𝑓 ∼ 300MHz, 𝛽 >> 1.
The frequency shift provides a larger signal than the dissipation channel. Given 𝛽,
𝑄𝑖 · 𝛿𝑖 =

(
𝛿𝑛qp/𝑛qp

)
and 𝑄𝑖 · 𝛿𝑥 = 1

2 𝛽( 𝑓 , 𝑇)
(
𝛿𝑛qp/𝑛qp

)
.

Therefore, the power-to-frequency responsivity 𝑆 of a TKID bolometer in the low
readout power limit is

𝑆 ≡ 𝛿 𝑓𝑟

𝛿𝑃opt
=
𝜕 𝑓𝑟

𝜕𝑥

𝜕𝑥

𝜕𝑛qp

𝜕𝑛qp

𝜕𝑇

𝜕𝑇

𝜕𝑃opt
= 𝑓𝑟,0

𝜅(𝑇)𝛽( 𝑓 , 𝑇)
2 𝑄𝑖 𝐺 (𝑇) 𝑇 , (2.83)

where
𝜅(𝑇) ≡

d ln 𝑛qp

d ln 𝑇
=

(
1
2
+ Δ

𝑘𝐵𝑇

)
.

Fig. 2.8 shows the predicted responsivity of a TKID bolometer designed to achieve
an operating temperature of 380 mK under a 5 pW optical load with no electrothermal
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Figure 2.8: Predicted responsivity for three TKID bolometers for 3 different choices
of superconducting temperature 𝑇𝑐. The bolometer properties were chosen to match
those of the 337 MHz resonator in table 3.2 and the resonator was taken to be
optimally coupled at 380 mK.

feedback. Over a large range in loading, the responsivity is non-linear. However, in
typical operation, where a telescope only measures small variations over a slowly
varying background, the non-linearity is comparable to that of Planck for the case
where 𝑇𝑐 = 1.2 K.

2.6 Numerical Evaluation of the Mattis Bardeen Equations
The initial step in numerically evaluating the conductivity integrals is to determine
Δ(𝑇). We take 𝑁0, Ω𝐷 , and Δ0 to be known through direct measurements material
properties or from reported literature. 1/𝑁0𝑉BCS = log (2Ω𝐷/Δ0). To do so, we
define two strictly positive dimensionless variables, 𝛾 = 𝛽Ω𝐷/4, and 𝜉 = Δ/Ω𝐷 . To
make use of Gauss-Jacobi quadrature (suitable for integrals defined over the range
[-1,1]), we change the integration variable to 𝑥 = (𝜉 + 1 − 2(𝐸/Ω𝐷)) /(𝜉 − 1). We
can re-express the consistency relation as a function
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𝑔(𝜉; 𝛾) =
1∫

−1

d𝑥 (1 + 𝑥)−1/2 · 𝑓 (𝑥; 𝛾, 𝜉) − 1
𝑁0𝑉BCS

, (2.84)

so that when 𝑔(𝜉 = 𝜉∗; 𝛾) = 0, Δ(𝑇) = 𝜉∗Ω𝐷 .

The kernel of the integral,

𝑓 (𝑥; 𝛾, 𝜉) = 2 (1 − 𝜉)−1/2 · tanh [𝛾 (1 + 𝜉 + 𝑥(1 − 𝜉))]√︁
1 + 3𝜉 + 𝑥(1 − 𝜉)

, (2.85)

is a smooth function on the interval [-1,1]. This integral can be evaluated using
Gauss-Jacobi quadrature and weight indices 𝛼 = 0, 𝛽 = −1/2.

The derivative of the kernel, d 𝑓 /d𝜉, is also required in order to evaluate the root of
the consistency equation using Newton’s method.

d 𝑓 (𝑥; 𝛾, 𝜉)
d𝜉

= 2𝛾 (1 − 𝜉)−1/2 · (1 − 𝑥) sech2 [𝛾 (1 + 𝜉 + 𝑥(1 − 𝜉))]
(1 + 3𝜉 + 𝑥(1 − 𝜉))1/2

+ 4 (1 − 𝜉)−3/2 · tanh [𝛾 (1 + 𝜉 + 𝑥(1 − 𝜉))]
(1 + 3𝜉 + 𝑥(1 − 𝜉))3/2 . (2.86)

𝜉 converges rapidly to 𝜉∗ within a few iterations of the Newton-Raphson algorithm.

In a similar procedure, to evaluate eqs. (2.71) to (2.72), we define new dimensionless
variables: 𝛾 = 𝛽Δ/2 and 𝜂 = ℏ𝜔/Δ. Our conductivity integrals are now of the
form

𝜎1(𝜔,𝑇)
𝜎𝑛

=

∫ ∞

0
d𝑥 𝑒−𝑥 𝑓1(𝑥; 𝛾, 𝜂), (2.87)

and
𝜎2(𝜔,𝑇)
𝜎𝑛

=

∫ 1

−1
d𝑥

𝑓2(𝑥; 𝛾, 𝜂)
√

1 − 𝑥2
. (2.88)

Gauss-Laguerre and Chebyshev-Gauss quadrature are appropriate for the 𝜎1 and 𝜎2

integrals, respectively.

The integration kernels are

𝑓1(𝑥; 𝛾, 𝜂) =
𝑒𝑥

√
1 + 𝑥2

· sinh(𝛾 𝜂)
𝛾𝜂

1 + 𝑥2 + 𝜂
(√

1 + 𝑥2 + 𝜂
)

√︂
𝑥2 + 𝜂

(
2
√

1 + 𝑥2 + 𝜂
) , (2.89)



57

and

𝑓2(𝑥; 𝛾, 𝜂) =
tanh [𝛾 (1 + 𝜂(1 + 𝑥)/2)]

4𝜂
8 + 4𝜂𝑥 − 𝜂2(1 − 𝑥2)√︁

4 + 𝜂(𝑥 + 1)
√︁

4 + 𝜂(𝑥 − 1)
. (2.90)

These two kernels are obtained from the change of variables, 𝐸 = Δ
√

1 + 𝑥2 and
𝐸 = Δ + ℏ𝜔

2 (𝑥 + 1), respectively. Fig. 2.9 compares the results of the numerical
routine presented here and the asymptotic analytical expressions valid at small
fractions of the transition temperature. This is especially important when assessing
the resonator response under high loading conditions.

2.7 The Quasiparticle and Phonon Systems in TKID Devices
The fluctuations in the quasiparticle density of the superconductor due to the random
nature of the pair-breaking and recombination processes determines not only the
noise in the superconductor but also the responsivity of the TKID device. In fact,
as we will discuss, the electron-phonon link in the superconductor can be modelled
in much in the same way as the bolometer link. The physics of electron-phonon
coupling give an effective generation-recombination (gr) conductance. We can
therefore expect an additional noise term of the form 4𝑘𝐵𝑇2𝐺gr(𝑇). In addition
to the noise, the ’heat capacity’ of the quasiparticle system sets the generation-
recombination time constant of the superconductor. For a TKID, unlike in many
KID applications, TKID responsivity is maximized when the quasiparticle time
constant is short to ensure that the superconductor is always in thermal equilibrium
with the bolometer.

One approach, is to construct a set of kinetic equations for the dynamics of the
superconductor and phonon systems. This effort was inspired by the work done
by Wilson and Prober, 2004 and maintains their notation. The approach taken by
Rostem et al., 2018 was also instructive. Let 𝑁 be the number of quasiparticle
in the superconductor of total volume 𝑉𝑠𝑐. Only phonons with energy 𝐸Ω > 2Δ
can break Cooper pairs to generate quasiparticles. We will therefore only consider
the phonon spectra of the superconductor, bolometer island and bath at frequencies
above twice the gap energy. Let the density of phonons in the superconductor with
energy greater than 2Δ be 𝑁Ω. Similarly, the superconductor is in thermal contact
with a substrate with a phonon density 𝑁Ω,𝑠 and the bath has a phonon density 𝑁Ω,𝑏.
Again, we are only interested in pair breaking phonons. The TKID is a 4 level
dynamical system as shown in fig. 2.10. In the general case, we include a term for



58

(a) (b)

(c) (d)

(e) (f)

Figure 2.9: A comparison of the full numerically integrated superconductor electro-
dynamics to the low temperature asymptotic analytic expressions for a 50 nm thick Al
film with𝑇𝑐 = 1.2K and surface resistance 𝑅𝑠 = 0.25Ω/sq with𝜔 = 2𝜋×300MHz.
Figure 2.9a. The suppression in the gap energy as a function of temperature. Figure
2.9b compares the quasiparticle density from eq. (3.2) to eq. (2.81). Figures 2.9c and
2.9d are the numerically evaluated Mattis Bardeen conductivity integrals. Figures
2.9e and 2.9f show that for 𝑇/𝑇𝑐 > 0.5, the asymptotic expressions underestimate
the fractional frequency shift 𝑥MB and 𝑄−1

𝑖
.
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Figure 2.10: The 4 level quasiparticle and phonon system of a TKID.

quasiparticle injection 𝐼𝑞𝑝 into the SC but we will ignore it in this discussion. The
dynamics of the combined quasiparticle and phonon systems is given by

d𝑁
d𝑡

= 2
[
−1

2
𝑅

𝑉𝑠𝑐
𝑁2 + Γ𝐵𝑁Ω

]
(2.91)

d𝑁Ω

d𝑡
=

1
2
𝑅

𝑉𝑠𝑐
𝑁2 − Γ𝐵𝑁Ω − Γ𝑒𝑠𝑁Ω + Γ𝑘𝑁Ω,𝑠 (2.92)

d𝑁Ω,𝑠

d𝑡
= Γ𝑒𝑠𝑁Ω + Γ𝑀𝑁Ω,𝑏 − Γℓ𝑁Ω,𝑠 − Γ𝑘𝑁Ω,𝑠 (2.93)

d𝑁Ω,𝑏

d𝑡
= Γ𝐿𝑁Ω,𝑠 − Γ𝑀𝑁Ω,𝑏 (2.94)

The quasiparticle recombination constant 𝑅 is a material property. Given the
electron-phonon time constant 𝜏0,

1
𝑅

= 𝜏0 · 2𝑁0𝑘𝐵𝑇𝑐 ·
(

2Δ
𝑘𝐵𝑇𝑐

)2
. (2.95)

We account for phonon generation in the thermal island due to absorbed optical
power by raising the temperature of the island to 𝑇 above that of the bath 𝑇bath. The
equilibrium phonon spectrum in the thermal island is therefore given by
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𝑁0
Ω,𝑠 = 𝑁𝑖𝑜𝑛,𝑠

ℏΩ𝐷,𝑠∫
2Δ

𝐹 (Ω)𝑛(Ω, 𝑇), (2.96)

where 𝑁𝑖𝑜𝑛𝑠,𝑠 is the number of ions in the substrate, Ω𝐷,𝑠 is the Debye frequency
of the substrate, 𝐹 (Ω) is the phonon density of states. This is typically taken to be
quadratic at low excitations 𝐹 (Ω) = 𝑎Ω2 with 𝑎 a material dependent constant.
Finally, 𝑛(Ω) = [exp (ℏΩ/𝑘𝐵𝑇) − 1]−1 is the Bose-Einstein distribution.

Since the thermal bath is large, we can assume its phonon density to be constant and
set only by its temperature, 𝑇bath. We take d𝑁Ω,𝑏/d𝑡 = 0 so that Γ𝐿𝑁0

Ω,𝑠
= Γ𝑀𝑁

0
Ω,𝑏

.
The superscript denotes that we are taking the steady state values. Our system
reduces to the effective 3 level system given by

d𝑁
d𝑡

= − 𝑅

𝑉𝑠𝑐
𝑁2 + 2Γ𝐵𝑁Ω (2.97)

d𝑁Ω

d𝑡
=

1
2
𝑅

𝑉𝑠𝑐
𝑁2 − Γ𝐵𝑁Ω − Γ𝑒𝑠𝑁Ω + Γ𝑘𝑁Ω,𝐵 (2.98)

d𝑁Ω,𝑠

d𝑡
= Γ𝑒𝑠𝑁Ω − (Γ𝐿 + Γ𝑘 ) 𝑁Ω,𝐵 + Γ𝐿𝑁

0
Ω,𝐵. (2.99)

We can linearize the equations above by expanding about the steady state condition
where the left hand side of each equation vanishes. In the steady state, we will
also take the thermal island is at the same temperature as the superconductor. The
following three relations must be satisfied:

Γ𝐵𝑁
0
Ω

=
𝑅

2𝑉𝑠𝑐

(
𝑁0

)2
(2.100)

Γ𝑘𝑁
0
Ω,𝑠 = Γ𝑒𝑠𝑁

0
Ω

(2.101)

Γ𝑀𝑁
0
Ω,𝑏 = Γ𝐿𝑁

0
Ω,𝐵 (2.102)

that allow us to determine [Γ𝐵, Γ𝑘 , Γ𝑀] since the equilibrium phonon and quasi-
particle densities are known. The dynamics of the phonon-quasiparticle system is
therefore dependent on 3 parameters: [𝑅, Γ𝑒𝑠, Γ𝐿] .Γ𝑒𝑠 is a function of the acoustic
mismatch between the SC and the substrate as well as the relative geometry of the
SC and the thermal island. Similarly, Γ𝐿 is the rate of phonon escape from the
thermal island to the bath and depends on the geometry of the bolometer legs and
the volume of the thermal island.
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𝑁 = 𝑁0 + Δ𝑁 . Let Γ𝑅 = 𝑅𝑁0/𝑉𝑠𝑐, ΓΩ = Γ𝐵 + Γ𝑒𝑠, ΓΩ,𝑠 = Γ𝐿 + Γ𝑘 . We can
combine the perturbations to the quasiparticle, SC phonon and bolometer phonon
densities into a single vector Δ®𝑎 =

(
Δ𝑁,Δ𝑁Ω,Δ𝑁Ω,𝑠

)
. The linearized equations is

concisely the matrix equation

dΔ®𝑎
d𝑡

= −Γ̂ · Δ®𝑎, (2.103)

where

Γ̂ =


2Γ𝑅 −2Γ𝐵 0
−Γ𝑅 ΓΩ −Γ𝑘

0 −Γ𝑒𝑠 ΓΩ,𝐵

 . (2.104)

The eigenvalues of the Γ̂ matrix give the time constants of the response of the system
to small perturbations. An ideal TKID operates in the regime where Γ𝑅 → ∞
so that the quasiparticle system responds near instantaneously to changes in the
phonon density. In practice, the effect of the phonon system is to give an effective
recombination constant Γ∗

𝑅
= 2Γ𝑅 · 𝐹−1(Γ𝐵, Γ𝑒𝑠, Γ𝑘 , ΓΩ,𝐵) where 𝐹 is the phonon

trapping factor. The factor of 2 accounts for the fact that quasiparticles recombine
in pairs.

The characteristic polynomial 𝜒 of Γ̂ is a cubic polynomial of the variable 𝜆

𝜒 = Γ𝑒𝑠 (𝜆Γ𝑘 − 2Γ𝑘Γ𝑅) +
(
ΓΩ,𝑠 − 𝜆

)
·
(
𝜆2 − 2𝜆Γ𝑅 − 2Γ𝐵Γ𝑅 − 𝜆ΓΩ + 2Γ𝑅ΓΩ

)
.

(2.105)

We can solve 𝜒(𝜆) = 0 directly to obtain the 3 eigenvalues but this is not instructive
in general. One useful limit is when ΓΩ,𝐵 → ∞. In this limit, there is no distinction
between the bolometer island and the bath and we obtain the superconductor on
substrate limit already tackled in literature (Wilson and Prober, 2004). We can find
a perturbative solution to the full equations in powers of 𝜏Ω,𝑠 = 1/ΓΩ,𝑠. To first
order, the 𝑖th eigenvalue can be written as 𝜆𝑖 = 𝜆0

𝑖
+ 𝛼𝑖 · 𝜏Ω,𝑠 where 𝛼𝑖 is a yet

undetermined coefficient.

The zeroth order eigenvalues,
[
𝜆0

1, 𝜆
0
2
]

are given by

𝜆0
1,2 = Γ𝑅 +

ΓΩ

2
∓ 1

2

√︃
8Γ𝐵Γ𝑅 + (ΓΩ − 2Γ𝑅)2. (2.106)

With some algebra, we can show that to first order, the perturbed eigenvalues are
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𝜆1 = Γ𝑅 +
ΓΩ

2
− 1

2

√︃
8Γ𝐵Γ𝑅 + (ΓΩ − 2Γ𝑅)2 − Γ𝑒𝑠Γ𝑘

ΓΩ,𝐵

[
1 − ΓΩ − 2Γ𝑅

8Γ𝐵Γ𝑅 + (ΓΩ − 2Γ𝑅)2

]
,

(2.107)

𝜆2 = Γ𝑅 +
ΓΩ

2
+ 1

2

√︃
8Γ𝐵Γ𝑅 + (ΓΩ − 2Γ𝑅)2 − Γ𝑒𝑠Γ𝑘

ΓΩ,𝐵

[
1 + ΓΩ − 2Γ𝑅

8Γ𝐵Γ𝑅 + (ΓΩ − 2Γ𝑅)2

]
,

(2.108)

𝜆3 = ΓΩ,𝑠 +
Γ𝑒𝑠Γ𝑘

ΓΩ,𝐵

(
1 + ΓΩ

ΓΩ,𝐵

)
. (2.109)

At the low temperatures of interest, Γ𝑅 ≪ ΓΩ. Taking advantage of this limit, we
define 𝐹Ω = 1 + Γ𝐵/Γ𝑒𝑠 and 𝐹Ω,𝑠 = 1 + Γ𝑘/Γ𝐿 . The eigenvalues 𝜆 = 1/𝜏,

1
𝜏1

= 2Γ𝑅
𝐹Ω,𝑠 + 𝐹Ω − 1
𝐹2
Ω
𝐹Ω,𝑠

, (2.110)

1
𝜏2

= 2Γ𝑅
(𝐹Ω − 1)

(
𝐹Ω𝐹Ω,𝑠 + 𝐹Ω,𝑠 − 1

)
𝐹2
Ω
𝐹Ω,𝑠

+ Γ𝑒𝑠
𝐹Ω𝐹Ω,𝑠 − 𝐹Ω,𝑠 + 1

𝐹Ω,𝑠
, (2.111)

1
𝜏3

= Γ𝐿
(
𝐹Ω,𝑠 + 1

)
+ Γ𝑒𝑠

𝐹Ω,𝑠 − 1
𝐹Ω,𝑠 + 1

. (2.112)

In a general multivariable master equation approach (Wilson and Prober, 2004), the
covariance matrix 𝜎2 =

〈
Δ®𝑎 · Δ®𝑎𝑇

〉
is given by the matrix equation

𝜎2 · Γ̂𝑇 + Γ̂ · 𝜎2 = 𝐵̂, (2.113)

where

𝐵̂ = 𝑁0 · Γ𝑅


4 −2 0
−2 1 + Γ𝑒𝑠

Γ𝐵
−Γ𝑒𝑠

Γ𝐵

0 −Γ𝑒𝑠
Γ𝐵

Γ𝑒𝑠
Γ𝐵

(
1 + Γ𝐿

Γ𝑘

)
 . (2.114)

The cross power spectrum matrix is given by

𝐺̂ (𝜔) = 2 Re
[(
Γ̂ + 𝑗𝜔𝐼

)−1
· 𝐵̂ ·

(
Γ̂𝑇 − 𝑗𝜔𝐼

)−1
]
. (2.115)
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where 𝐼 is the identity matrix.

The power spectra are therefore sums of Lorentzians with characteristic frequencies
determined by the eigenvalues of Γ̂ which we have already computed approximately.

The quasiparticle power spectrum 𝑆 = 𝐺̂1,1 is of the form

𝑆(𝜔) =
4𝛼1𝜏1𝑁

0

1 + (𝜔𝜏1)2 + 4𝛼2𝜏2𝑁
0

1 + (𝜔𝜏2)2 + 4𝛼3𝜏3𝑁
0

1 + (𝜔𝜏3)2 , (2.116)

where

𝛼1 =
𝑎𝜏4

1 − 𝑏𝜏2
1 + 𝑐

𝜏1

(
𝜏2

1 − 𝜏2
2

) (
𝜏2

1 − 𝜏2
3

) , (2.117)

𝛼2 =
𝑎𝜏4

2 − 𝑏𝜏2
2 + 𝑐

𝜏2

(
𝜏2

2 − 𝜏2
1

) (
𝜏2

2 − 𝜏2
3

) , (2.118)

𝛼3 =
𝑎𝜏4

3 − 𝑏𝜏2
3 + 𝑐

𝜏3

(
𝜏2

3 − 𝜏2
1

) (
𝜏2

3 − 𝜏2
2

) . (2.119)

and

𝑎 =
1 + 𝐹Ω,𝐵 (𝐹Ω − 1)

2Γ𝑅
, (2.120)

𝑏 =
1

2Γ𝑅

(
𝐹2
Ω

Γ2
𝐿

+
𝐹2
Ω,𝑠

Γ2
𝑒𝑠

+ 2
𝐹Ω,𝑠 − 1
Γ𝐿Γ𝑒𝑠

)
, (2.121)

𝑐 =
1

2Γ𝑅
1
Γ2
𝑒𝑠

1
Γ𝐿
. (2.122)

The quasiparticle statistics are Poissonian and therefore the variance of the fluctua-
tion in quasiparticles is given by

∞∫
0

d𝜔
2𝜋
𝑆(𝜔) = 𝑁0, (2.123)

and 𝛼1 + 𝛼2 + 𝛼3 = 1.
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In the limit, ΓΩ,𝐵 ≪ Γ𝑅 ≪ ΓΩ, we 𝜏1 ≫ 𝜏2, 𝜏3, and therefore 4𝛼1𝜏1 ≈ 4𝑎 =

𝜏1
[
1 + O

(
(𝐹Ω,𝑠 − 1)2) ] . Therefore,

𝑆(𝜔) ≈ 4𝜏1𝑁
0

1 + (𝜔𝜏1)2 , (2.124)

accurate up to second order in the perturbative expansion.

Our expression for the quasiparticle time constant in eq. (2.110) is particularly
illuminating. Given 𝑁0 = 𝑛qp · 𝑉sc can rewrite 𝜏1 = 𝜏qp as

𝜏qp =
1

𝑅∗𝑛qp
, (2.125)

where the recombination constant is now modified by a phonon trapping factor
𝐹trap =

𝐹Ω,𝑠+𝐹Ω−1
𝐹2
Ω
𝐹Ω,𝑠

so that 𝑅∗ = 𝑅 · 𝐹−1
trap. 𝐹−1

trap is the probability of a phonon escaping
out into the thermal bath. The time constant also picks up a factor of 2 since
quasiparticles always recombine in pairs.

We do not currently have a physical model that can predict the phonon trapping
factor. To do so would require accounting for the geometry of the bolometer island
and legs, the phonon pair-breaking length in the superconductor, total internal
reflection at dielectric and metal boundaries as well as phonon scattering due to
impurities. Even so, measured GR noise (see section 3.3) in TKIDs shows evidence
of a large trapping factor leading to gr noise in excess of the prediction from the
material recombination constant. This is certainly of interest in KID applications
such as photon counting where phonon recycling leads to gains in the responsivity
and improved energy resolution (Pieter J. de Visser et al., 2021).

The generation-recombination NEP is the square root of the power spectrum divided
by 𝑉2

sc ·
(
𝜕𝑛qp/𝜕𝑃opt

)2,

NEPgr =
2𝐺 (𝑇)𝑇

𝑛qp(𝑇) 𝜅(𝑇)
· 1
√
𝑅∗𝑉sc

. (2.126)

Equation 2.126 shows that at high temperatures, gr noise is suppressed because
the quasiparticle density increases exponentially with temperature. In addition, the
responsivity, given in equation 2.83, is independent of the superconductor volume.
As a result, we are free to make the inductor volume large to further suppress
the gr noise. This is an additional degree of flexibility for TKIDs, unlike many
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KID designs in which the inductor volume must be kept small to keep the optical
responsivity high (McCarrick et al., 2014; Zmuidzinas, 2012). The freedom to use
a large inductor also allows us to use lower readout frequencies at a fixed capacitor
size or alternatively, use smaller capacitors to achieve the same readout frequency.

The form of the GR noise in eq. (2.126) is very similar to the phonon NEP given in
eq. (2.57). In fact, favoring 𝜏qp over 𝑅∗ and defining the quasiparticle heat capacity
𝐶qp = 𝜅𝑁𝑞𝑝Δ0/𝑇 gives

NEP2
gr = 4𝐺𝑘𝐵𝑇2

[
𝜅 − 1
𝜅

𝐺

𝐺𝑞𝑝

]
. (2.127)

In eq. (2.127), 𝐺qp = 𝐶qp/𝜏qp is the effective thermal conductance between the
quasiparticles in the superconductor and the substrate. In defining the heat capacity,
we assumed that the quasiparticles have energy close to the gap energy, i.e., 𝐸𝑞𝑝 =
𝑁𝑞𝑝Δ0 so that 𝐶𝑞𝑝 = 𝜕𝐸/𝜕𝑇 ≈ 𝜅𝑁𝑞𝑝Δ0/𝑇 . The term in square brackets therefore
resembles the bolometer Flink factor discussed previously in section 2.3. In an ideal
TKID device, 𝐺𝑞𝑝 → ∞ so that the dynamics of the device are dominated only
by the bolometer weak link. This is an important point where operating space for
TKIDs is quite orthogonal to that of KIDs.

In summary, we have derived an expression for the phonon trapping factor for a
TKID in thermal equilibrium at a temperature 𝑇 and connected to a bath at a fixed
temperature 𝑇bath. The phonon trapping factor accounts for both thermal links: the
island to the bath, and the substrate to the superconductor. We can separate the 2
contributions from noise measurements of TKIDs before and after bolometer island
release. Further modeling work is also needed to estimate the rates, [Γ𝑒𝑠, Γ𝐿] given
the island and SC geometries. We also need to account for the effect of normal
metal on the island.

2.8 Additional Detector Noise Terms
The two remaining noise terms are: Two-Level System (TLS), and amplifier noise,
sourced from the first amplifier in thereadout chain. All the noise terms add in
quadrature: NEP2

total = NEP2
photon + NEP2

ph + NEP2
gr + NEP2

amp + NEP2
TLS. We

consider each of these terms in turn and describe the conditions under which each
of them remains sub-dominant to the phonon noise level.
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Two-Level System Noise

TLS noise in resonators is sourced by fluctuations in the permittivity of amorphous
dielectric in the resonator (W. A. Phillips, 1987). These fluctuations couple to the
electric field of the resonator. Unlike the noise terms already considered, there is no
microscopic theory of TLS noise. Instead, we apply the semi-empirical TLS noise
model which is extensively covered in Gao’s thesis (Jiansong Gao, 2008). TLS
effects in the resonator also modify the internal quality factor and also introduce an
additional temperature-dependent frequency shift. These two effects are given by

𝑄−1
TLS = 𝐹𝛿TLS = 𝐹𝛿0 tanh

(
ℎ 𝑓

2𝑘𝐵𝑇

)
· 1√︁

1 + 𝑃𝑔/𝑃𝑐
, (2.128)

𝑥TLS =
𝐹𝛿0
𝜋

[
Re

[
Ψ

(
1
2
+ ℎ 𝑓

2 𝑗𝜋𝑘𝐵𝑇

)]
− ln

(
ℎ 𝑓

𝑘𝐵𝑇

)]
. (2.129)

Here, 𝛿TLS is the TLS contribution to the dielectric loss tangent, 𝐹 is a filling
factor that accounts for the fraction of the total electrical energy of the resonator
that is stored in the TLS hosting material, 𝛿0 is the loss tangent constant and Ψ is
the digamma function (Jiansong Gao et al., 2008). At a probe tone power 𝑃𝑔 and
tone frequency 𝑓 , TLS effects introduce a power dependence to the quality factor
characterized by a critical power 𝑃𝑐. The fractional frequency shift is expected to be
only weakly power dependent and positive with temperature increase. In the limit
that 𝑘𝐵𝑇 ≪ ℎ 𝑓 , the TLS loss drops off as 1/𝑇 . Our target operating temperature is
high enough to allow us to ignore the TLS effects on the resonator frequency and
quality factor and only use the Mattis Bardeen relations.

The TLS noise power spectrum 𝑆TLS in Hz−1 in the limit of strong electric fields is
given as (Jiansong Gao, 2008; Zmuidzinas, 2012)

𝑆TLS
[
Hz−1] = 𝜅TLS (𝜈, 𝑓 , 𝑇)

∫
𝑉TLS

| ®𝐸 (®𝑟) |3 d3𝑟

4

∫
𝑉

|𝜖 (®𝑟) ®𝐸 (®𝑟) |2 d3𝑟


2 , (2.130)

where 𝜅TLS (𝜈, 𝑓 , 𝑇) captures the dependence on temperature and readout frequency,
®𝐸 (®𝑟) is the electric field, 𝜖 (®𝑟) is the dielectric constant, 𝑉TLS is the volume of the



67

TLS hosting media and 𝑉 is the total volume. The electric field terms exhibit the
measured 𝑃−1/2

𝑔 dependence on the readout power.

In order to compare TLS noise in devices with different geometry and operating
conditions, it is more useful to use the microwave photon number 𝑁 instead of the
electric field. 𝑁 = 𝐸/(ℎ 𝑓𝑟), where the 𝐸 is the energy stored in the resonator.
𝐸 = 1

2 ·𝑄𝑖 · 𝜒𝑐𝜒𝑔 · 𝑃𝑔/(2𝜋 𝑓𝑟), from the definition of the internal quality factor. We
must also account for the known saturation of the power dependence of TLS effects
at low electric fields (Jiansong Gao et al., 2008). We can include this saturation
factor and make the temperature and readout frequency dependence of 𝜅TLS explicit
by rewriting 𝑆TLS as

𝑆TLS
[
Hz−1] = 𝜅TLS,0

( 𝜈

300MHz

)−𝛼 (
𝑇

380mK

)−𝛽
(1 + 𝑁/𝑁𝑐)−𝛾 , (2.131)

where 𝜅TLS,0 is a constant that sets the overall TLS noise level. The exponents
typically have measured values (Zmuidzinas, 2012)𝛼 = 1/2, 𝛽 = 1.5−2 and 𝛾 = 1/2
although other values for the exponents 𝛼 and 𝛽, have been suggested (Burin et al.,
2015; Burnett et al., 2016; Frossati et al., 1977; Ramanayaka et al., 2015). 𝑁𝑐

captures TLS saturation at 𝑁 ≪ 𝑁𝑐 with the correct limit when 𝑁 ≫ 𝑁𝑐. We
estimate 𝑁𝑐 ∼ 7 × 106 from measured TLS critical powers of our devices, 𝑃𝑐 ∼
−95 dBm. A few simple scaling relations between measured 𝛿TLS and 𝜅TLS,0, which
are useful for predicting TLS behavior, have been reported in literature (Burin et al.,
2015; Burnett et al., 2016; Ramanayaka et al., 2015). We do not refer to these but
we instead consider measured noise levels for similarly designed devices presented
in Figure 14 of Zmuidzinas, 2012 to estimate 𝜅TLS,0 ∼ 8 × 10−23 Hz−1. We specify
𝑇 = 𝑇𝑜 and 𝑓 = 300MHz, to obtain an upper limit of 𝑆TLS(1Hz, 𝑇𝑜, −90dBm) ∼
4 × 10−19 Hz−1.

We can obtain the TLS NEP by dividing the TLS power spectrum by the power-to-
fractional-frequency-shift responsivity

NEP2
TLS =

1(
𝜕𝑥/𝜕𝑃opt

)2 𝑆TLS. (2.132)

In order to satisfy NEP2
TLS ≪ NEP2

ph, the following condition must hold:

𝑆TLS ≪ 4𝜒𝑘𝐵𝑇2
𝑜𝐺 (𝑇𝑜)

(
𝜕𝑥

𝜕𝑃opt

)2
. (2.133)
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When we specify our design parameters, the condition reduces to 𝑆TLS ≪ 2.7 ×
10−17 Hz−1. The condition is satisfied because of the high responsivity 𝜕𝑥/𝜕𝑃opt =

331 ppm/pW−1 at 𝑇𝑜. The two orders of magnitude gap between the expected TLS
noise level and the upper tolerable limit gives us confidence that TLS noise will
have negligible impact on our devices during normal operation.

Amplifier Noise

The last noise contribution to consider is the additive noise of the amplifier. For
an amplifier with noise temperature 𝑇𝑁 and and at readout power 𝑃𝑔, the NEP
contribution is given by (Zmuidzinas, 2012)

NEPamp =
1(

𝜕𝑥/𝜕𝑃opt
) · 𝑄𝑐

2 𝑄2
𝑟

· 1
𝜒𝑔

√︄
𝑘𝐵𝑇𝑁

𝑃𝑔
. (2.134)

The amplifier noise contribution can be made small by using an amplifier with a low
enough noise temperature or by biasing the resonators with a large readout power.
Cryogenic low noise amplifiers with 𝑇𝑁 < 10 K are readily available commercially.
However, we deliberately limit the bias power to operate the resonators in the linear
kinetic inductance regime.

An optimized TKID bolometer has detector noise contributions, NEPgr, NEPTLS and NEPamp

below the phonon noise. Figure 2.11 shows the noise model of an aluminum
TKID as a function of the island temperature. The figure shows the limits under
which generation-recombination vs. phonon noise dominates in the resonator. The
bolometer parameters were chosen to be suitable for 150 GHz ground-based obser-
vations of the CMB. The resonator was taken to be optimally coupled at 380 mK
and the readout power was set at –90 dBm with a 5 K amplifier noise temperature.
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Figure 2.11: Detector noise model of an aluminum TKID as a function of the island
temperature showing each noise term. TLS noise was modeled using 𝜅TLS,0 =

8 × 10−23 Hz−1 and the amplifier noise was calculated at a 5 K noise temperature
and –90dBm readout power. The bolometer properties were chosen to match those
of the 337 MHz resonator in table 3.2 and the resonator was taken to be optimally
coupled at 380 mK.

2.9 Electrothermal Feedback
As shown in eq. (2.75), the surface impedance of a TKID is strongly dependent
on the temperature 𝑍𝑠 = 𝑍𝑠 (𝑇). At high excitation, the power dissipation in the
resonator 𝑃𝑟𝑒𝑎𝑑 is a function of the temperature. This introduces coupling between
the resonator state and the bolometer thermal differential equation eq. (2.52).

The readout power dissipation given in eq. (2.47) is dependent on the detuning of
the probe tone away from the resonance. At a fixed probe tone location, the steady
state temperature 𝑇0 of the bolometer is set by the balance equation 𝑃leg(𝑇𝑏) =

𝑃read(𝑇𝑏)+𝑃opt(𝑇𝑏). Stable solutions also require 𝜕𝑃read/𝜕𝑇 < 𝜕𝑃leg/𝜕𝑇 . Similar to
the Duffing oscillator behavior seen in resonators with non-linear kinetic inductance
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(a) (b)

Figure 2.12: An illustrative example of positive and negative electrothermal feed-
back in TKIDs. In fig. 2.12a, the probe tone denoted by the red dashed line is to the
left of the resonance. When the optical power is slightly increased, the resonator
shifts towards the probe tone further increasing the readout power dissipated. This
creates a runaway positive feedback loop where small perturbations rapidly increase
away from equilibrium. On the other hand in fig. 2.12b, a slight increase in the op-
tical loading shifts the resonator away from the probe tone. The resulting decrease
in readout power dissipation relaxes the resonator back into its original state. This
negative-electrothermal feedback effect can be used to increase the thermal response
of TKIDs just as in TES bolometers.

(Swenson et al., 2013), at high readout powers, there are 2 stable branches of the
resonance frequency.

The first is a cold branch with weak positive electrothermal feedback. This branch
can be accessed by sweeping the probe tone up in frequency and corresponds to the
case shown in fig. 2.12a. Of more interest is the hot branch with strong negative
electrothermal feedback as in fig. 2.12b. A third unstable branch also exists but is ex-
perimentally inaccessible. Figs. fig. 2.13 show measurements of 𝑆21 demonstrating
both positive and negative feedback under upsweeps and downsweeps, respectively.

Other non-linear mechanisms in superconducting resonators are worth considering.
Rigorous calculations (Semenov et al., 2020) show that the surface impedance also
has a non-trivial dependence on the applied current. However, kinetic inductance
non-linearity is significant as the current in the resonator approaches the critical
current at resonator energies of the order 𝐸∗ ∝ 𝐿𝑘 𝐼

2
𝑐 when the non-linear parameter
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(a) (b)

Figure 2.13: Measured S21 magnitude plotted against frequency for (a) upsweeps
and (b) downsweeps. Model predictions are given by lines. Insets show measured
𝑆21 phase. Strong hysteresis is seen for downsweeps at probe powers of the order of
a few pW, when 𝑃𝑔 is comparable to 𝑃opt.

𝑎 =
(
2𝑄3

𝑟/𝑄𝑐
)
· 𝑃𝑔/𝐸∗ ≥ 0.8 (Swenson et al., 2013; Zmuidzinas, 2012). However,

at the relatively high temperatures at which TKIDs are operated, 𝑄𝑖 ∼ 𝑄𝑐 ∼ 104.
The current in the TKID 𝐼 ∝ 𝑄𝑖/(𝑄𝑖 + 𝑄𝑐)

√︁
𝑃𝑔, therefore the current densities

are low. Quasiparticle heating (Thomas et al., 2015) due to the decoupling of
the quasiparticle and phonon systems can also be an important effect. However,
as discussed under generation-recombination noise, by design TKIDs have a large
volume to minimize the GR noise eq. (2.126). The high quasiparticle density, the
short quasiparticle lifetime at high temperatures coupled with the large inductor
volume all minimize quasiparticle heating in the TKID.

Similar to TES bolometers and as derived by Lindeman (Lindeman, 2014; Thomas
et al., 2015), given the TKID inductor impedance 𝑍 = 𝑅 + 𝑗𝜔𝐿 at temperature
𝑇𝑏, the sensitivity to temperature is parametrized by the complex valued parameter
𝛼 = 𝑇𝑏/𝑅(𝑇𝑏) · 𝜕𝑍/𝜕𝑇 . We can express the real and imaginary part of 𝛼 using the
resonator parameters as

𝛼𝜙 = Im𝛼 = −2𝑄𝑖
𝑇

𝑓𝑟

𝜕 𝑓𝑟

𝜕𝑇
= 𝛽𝜅 (2.135)

and

𝛼𝐴 = Re𝛼 = −
(
𝑇

𝑄𝑖

𝜕𝑄

𝜕𝑇
+ 𝑇

𝑄𝑖

𝜕𝑄

𝜕𝑇

)
= −𝜅

(
1 + 𝛽

2𝑄𝑖

)
. (2.136)
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Figure 2.14: Resonator response to a small step change in incident power at low
(blue) and high (orange) probe power. Solid lines show the fit to the exponential
decay at this edge of the applied Popt square wave. For clarity, the data are scaled
and shifted to the range (0, 1]. At high probe power, the thermal response is reduced
dramatically due to strong negative electrothermal feedback.

From eqs. (2.135) and (2.136), it is clear that 𝛼𝜙 ≫ 𝛼𝐴 since 𝛽 is large. Electrother-
mal feedback has a much larger effect on the resonance frequency than the quality
factor. Up to some numerical factors, 𝜕𝑃read/𝜕𝑇 = −𝛼𝜙𝑃read/𝑇𝑏. We can therefore
re-express the linearized bolometer thermal differential equation as

𝐶𝑏
d𝛿𝑇
d𝑡

= −
(
𝐺 + 𝛼𝜙𝑃read/𝑇𝑏

)
𝛿𝑇 + 𝛿𝑃opt. (2.137)

Defining the loop gain L = 𝛼𝜙𝑃read/𝐺 (𝑇𝑏)𝑇𝑏 gives

𝛿𝑇 (𝜔) =
𝛿𝑃opt(𝜔)

𝐺 (𝑇𝑏) (1 + L)
1

1 + 𝑗𝜔𝜏ETF
(2.138)

where the bolometer time constant 𝜏ETF = 𝜏bolo/(1 + L). Comparing eq. (2.138) to
eq. (2.54), the time constant of the bolometer is sped up since L ≫ 1. Similarly,
the responsivity is suppressed by a factor of (1 + L). Experimentally, we have
demonstrated TKIDs with loop gains of about 10-20 using small prototype devices
(Agrawal et al., 2021).
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2.10 Constructing the Frequency and Inverse Quality Factor Timestreams
For reference, we reconstruct our noise data using the general resonator model
given in eq. (2.139) that describes a resonator with resonance frequency 𝑓𝑟 , total
quality factor 𝑄𝑟 = 1/𝛿𝑟 and a complex coupling quality factor 𝑄̂𝑐 defined by
𝑄̂−1
𝑐 = 𝑄𝑐/(1 + 𝑗 tan 𝜙𝑐). The line properties are described by a complex amplitude

𝐴̄, line delay 𝐷 and phase offset 𝜙0. The forward transmission through the resonator
is given by

𝑆21 = 𝐴̄ exp [− 𝑗 (2𝜋( 𝑓 − 𝑓𝑟)𝐷 + 𝜙0)]
[
1 −

𝑄̂−1
𝑐

𝛿𝑟 + 𝑗2𝑥

]
. (2.139)

The fractional fluctuations in the resonance frequency 𝛿𝑥(𝑡) = ( 𝑓𝑟 (𝑡) − 𝑓𝑟) / 𝑓𝑟 and
internal quality factor 𝑄−1

𝑖
(𝑡) = 𝑄−1

𝑖
+ 𝛿𝑖 (𝑡) generate fluctuations in the measured

𝑆21 which are converted by the readout system with a probe tone at the frequency 𝑓

generates a complex timestream 𝑍 (𝑡) = I(𝑡) + 𝑗Q(𝑡). We invert eq. (2.139) to obtain
a frequency and quality factor timestream

𝛿𝑟 (𝑡) + 𝑗2𝑥(𝑡) =
𝑄̂−1
𝑐

1 − 𝐴̄−1 exp [ 𝑗 (2𝜋( 𝑓 − 𝑓𝑟)𝐷 + 𝜙0)] · 𝑍 (𝑡)
. (2.140)

Finally,

𝛿𝑥 (𝑡) = 𝑥(𝑡) − ⟨𝑥(𝑡)⟩ (2.141)

𝛿𝑖 (𝑡) = 𝛿𝑟 (𝑡) − ⟨𝛿𝑟 (𝑡)⟩ , (2.142)

where the angle brackets represent the time average.

2.11 Line Crosstalk and Limits on Multiplexing
Crosstalk is a key consideration of any readout scheme. In bolometric detectors,
crosstalk can create spurious correlations between measurement channels. The
crosstalk level set by the design of KID or TKID array limits the multiplexing factor
that can be achieved in practice. Many crosstalk mechanisms can arise in readout
as detailed in (Mates et al., 2019). Coupled harmonic oscillator physics between
physically adjacent resonators, broadband non-linearity in the amplifiers, and line
crosstalk are particularly relevant to TKID arrays. This section focuses on line
crosstalk; an unavoidable coupling between resonators sharing the same feedline.
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Figure 2.15: A simple model of two resonators on a single line to demonstrate line
crosstalk. The resonator admittances𝑌𝑎 and𝑌𝑏, respectively, include the coupling to
the feedline. The feedline has characteristic impedance 𝑍𝑐 and propagation constant
𝛽.

The off-resonance transmission of a resonator on a line affects the transmission
through all the other resonators on the same feedline. Consider two shunt resonators
with admittances𝑌𝑎, 𝑌𝑏, respectively, coupled to a single transmission line with line
impedance 𝑍𝑐, propagation constant 𝛽, and total length ℓ𝑡 as shown in fig. 2.15. The
two resonators split the line into three sections of lengths: ℓ1, ℓ2, and ℓ3, respectively.
By cascading the ABCD parameters of each of the sections, we can show that the
total transmission through the line is given by

𝑆21 = 𝑆
ℓ𝑇
21 ·

𝑆𝑎21 · 𝑆
𝑏
21

1 − 𝜁𝑆𝑎11 · 𝑆
𝑏
11
. (2.143)

𝑆
ℓ𝑇
21 is the transmission through the entire line (ℓ𝑇 = ℓ1 + ℓ2 + ℓ3) with no resonators

attached. 𝜁 is a product of two factors 𝜁 = 𝜁1;2,3 · 𝜁1,2;3 each of which can be
expressed as

𝜁1;2,3 =
𝑆
ℓ1
11 + 1

𝑆
ℓ1
21

·
𝑆
ℓ2+ℓ3
21

𝑆
ℓ2+ℓ3
11 + 1

, (2.144)

𝜁1,2;3 =
𝑆
ℓ1+ℓ2
11 + 1

𝑆
ℓ1+ℓ2
21

·
𝑆
ℓ3
21

𝑆
ℓ3
11 + 1

. (2.145)

For a perfectly matched line, 𝑍𝑐 = 𝑍0, 𝜁1;2,3 · 𝜁1,2;3 = 𝑒− 𝑗2𝜃2 , where 𝜃2 = 𝛽ℓ2.
The total phase accumulated in a round-trip reflection between the 2 resonators
is therefore 2𝜃2. Note that the scattering parameters (𝑆𝑎11, 𝑆

𝑎
21) of resonator 𝑎 are
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independent of 𝑌𝑏 but sensitive to the total transmission through the line. The
same holds true for resonator 𝑏. This is true because we are only considering
line crosstalk; other crosstalk mechanisms such as oscillator coupling involve direct
interaction between the two resonators.

The impact of crosstalk on this system is evident when we consider a detector
signal in one of the resonators (say resonance frequency of resonator 𝑏), generating
fluctuations 𝛿𝑆𝑏21(𝑡) which modulate the total transmission through the line. We only
consider the case of adiabatic fluctuations. The general case is difficult to consider
analytically. Instead, a much simpler limit is where the two resonators are identical
(except for their resonance frequency), and optimally coupled (𝑄𝑟 = 𝑄𝑐/2). We
also assume that the line is matched to 50 Ω. Let Δ 𝑓𝑎 = 𝑓𝑎/2𝑄𝑟 ,Δ 𝑓𝑏 = 𝑓𝑏/2𝑄𝑟 be
the resonator bandwidths for resonators 𝑎 and 𝑏 respectively. In this case

𝜕𝑆21
𝜕 𝑓𝑏

= −2 𝑗
𝑆2

21
Δ 𝑓𝑏

1(
1 + 2 𝑗 𝑓− 𝑓𝑏

Δ 𝑓𝑏

)2 ·
1 + 2 𝑗

𝑒 𝑗𝜃 sin 𝜃(
1 − 2 𝑗 𝑓− 𝑓𝑎

Δ 𝑓𝑎

)  . (2.146)

From this equation, a victim tone at 𝑓 = 𝑓𝑎 sees a response proportional to the
number of linewidths 𝑛 = ( 𝑓𝑎 − 𝑓𝑏)/Δ 𝑓𝑏 between the 2 resonators. This case
illustrates the 1/𝑛2 dependence of line crosstalk that is typically used as a rule of
thumb in design. In practice, the crosstalk has a non-trivial dependence on the phase
delay between resonators on the line.

For CMB experiments, the maximum allowable crosstalk level is typically chosen
to be 𝜒max = 10−3. Eq. 2.146 then sets the minimal separation between adjacent
resonators on a line. In order to readout 𝑁 total resonators over 𝑚 octaves of
bandwidth, the total quality factor 𝑄𝑟 of a single resonator at operating temperature
must satisfy the inequality

𝑄𝑟 > 𝑁 · 2−(𝑚+1) · 𝜒−1/2
max . (2.147)

This sets the limit on the multiplexing factor available for a TKID array. As
an example, Aluminum TKIDs operating at 380 mK achieve 𝑄𝑖 ∼ 12, 000. For
optimal coupling, 𝑄𝑟 ∼ 6, 000. In this case, the maximum number of TKIDs that
can be multiplexed over a single octave of bandwidth ∼ 760. More resonators can
be fit with under-coupling to improve 𝑄𝑟 at the cost of a readout noise penalty. For
fixed readout bandwidth, a judicious choice of superconductor is the most robust
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Figure 2.16: Predicted 𝑄𝑟 for three TKID bolometers for 3 different choices of
superconducting temperature 𝑇𝑐. The bolometer properties were chosen to match
those of the 337 MHz resonator in table 3.2. 𝑄𝑐 was chosen so that the resonator is
optimally coupled at 380 mK.

way to improve the multiplexing factor for fixed operating conditions as shown in
fig. 2.16.
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C h a p t e r 3

TKID DEVICES

The gap between the theoretical detector modeling work presented in chapter 2
and a working TKID camera observing the CMB as motivated in chapter 1 is
insurmountable as a monolithic single step. This challenge is more feasible when
broken down into successive quasi-independent steps each of which is detailed in
this chapter.

The first set of TKID devices (B. A. Steinbach et al., 2018) were designed by Bryan
Steinbach and tested by Bryan Steinbach, Hien Nguyen and myself (briefly) are not
detailed here. The 3 prototype devices discussed in this chapter were designed by
with the help of Bryan Steinbach, Roger O’Brient and Anthony Turner. Bryan Stein-
bach and Lorenzo Minutolo were instrumental in the testing. Fabrication was done at
JPL by Anthony Turner, Roger O’Brient, and Clifford Frez. I performed most of the
device hybridization with initial guidance from Anthony Turner. Lorenzo Minutolo
and Bryan Steinbach also developed the readout system used for the lab measure-
ments. In addition, amazing summer SURF students did significant measurements:
Katie Hughes, who worked on cosmic ray susceptibility and Shubh Agrawal, who
worked on electrothermal feedback in TKIDs. A number of publications summarize
the work presented in this chapter (Agrawal et al., 2021; L. Minutolo, Frez, et al.,
2021; L. Minutolo, B. Steinbach, et al., 2019; A. Wandui et al., 2020; A. K. Wandui
et al., 2020).

3.1 Waffle TKIDs
The Waffle TKID devices represent the 2nd generation of TKID devices developed at
Caltech/JPL. The devices are so-called because of the dense pattern of XeF2 release
holes present on the bolometer membrane as shown in fig. 3.1. Our primary goal
in this design was to demonstrate TKIDs with internal detector noise low enough
for background limited performance with an expected 45 aW/

√
Hz photon NEP.

This photon NEP level matches the measured noise levels for a Keck-style receiver
observing from the South Pole at 150 GHz with an expected 5 pW of total optical
loading. The waffle TKIDs also introduced a niobium ground plane, a necessary step
for compatibility with a planar, lithographed phased-array antenna as is typically
used within the BICEP/Keck collaboration (Ade, Aikin, Amiri, Barkats, Benton,
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Figure 3.1: An SEM of the waffle TKID inductor taken by Clifford Frez. The
aluminum inductor, niobium leads to the capacitor and gold calibration resistor are
in clear view. The dense pattern of XeF2 holes for the bolometer island release
led to the moniker, ‘waffle’. Waffle TKID devices consistently demonstrated higher
quality factors than the previous generation of TKID devices. This was attributed
to the degradation of the superconducting film under the action of XeF2 during the
island release process. The imprint of the XeF2 gas bubbles onto the silicon wafer
underneath the island is clearly visible.

Bischoff, Bock, Bonetti, et al., 2015; Kuo et al., 2008).

Device Design
We can apply the results from chapter 2 to determine an optimal design for TKID
bolometers. First, since the phonon noise term dominates the internal noise, then
the internal noise at the operating temperature is only a weak function of 𝑇𝑐. This
means that a wide range of materials with 𝑇𝑐 in the range 0.8 − 2 K can be used
as background-limited detectors. We chose aluminum with 𝑇𝑐 ∼ 1.2K as our
superconductor for ease of fabrication. Using higher 𝑇𝑐 materials could offer a
multiplexing advantage because 𝑄𝑟 at the operating temperature increases with 𝑇𝑐.

We designed devices with relatively low resonance frequencies around 300 MHz.
We designed each test chip with 10 resonators in 2 frequency bands. The lower fre-
quency band has 5 resonators with a 15 MHz frequency spacing between resonators.
The IDC capacitors for the 2 bands have 2 micron wide fingers with 2 micron spac-
ing. The upper band has the remaining 5 resonators with a 20 MHz spacing between
resonators. The IDCs for the upper band had 4 micron wide fingers with 4 micron
spacing. The resonator circuits are built out of lithographed, lumped element in-
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Figure 3.2: A single waffle TKID test chip mounted in a dark holder. The PCB board
in the foreground of the photograph distributes power to the calibration heaters. Only
4 out of 8 bolometer heaters can be biased at a time.

ductors and capacitors. A fixed inductor geometry was used for all the devices and
each resonator has a unique main capacitor that sets the resonant frequency. Smaller
coupling capacitors are used to set the coupling of the resonator to the readout line.
The design parameters are detailed in table 3.1. Niobium with 𝑇𝑐 ∼ 9 K was used
for all the capacitors and feedline structures so that the thermal response is solely
attributable to the aluminum inductor. Figure 2.1 shows a simplified schematic of
a TKID as fig. 3.1 is a scanning electron microscope image of the bolometer island
with the inductor and heater in view.

Index 𝑓𝑟 [MHz] 𝐶 [pF] 𝐶𝑐 [pF] 𝑄𝑐

1 306.2 27.0 0.4322 20048
2 321.6 24.5 0.3984 20352
3 336.7 22.4 0.3731 20236
4 352.1 20.4 0.3478 20364
5 367.0 18.8 0.3225 20907
6 433.5 13.5 0.3398 11432
7 454.8 12.3 0.3138 11606
8 477.1 11.1 0.2878 11945
9 497.6 10.2 0.2705 11922
10 521.0 9.3 0.2532 11858

Table 3.1: Summary of the resonator design parameters for a Waffle TKID test
device. All the resonator share the exact same inductor design with a total inductance
of 10 nH.
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Detector Fabrication
We fabricated the detectors at the Microdevices Laboratory at the Jet Propulsion
Laboratory (JPL) on 500 𝜇m thick, high resistivity Si wafers (Ade, Aikin, Amiri,
Barkats, Benton, Bischoff, Bock, Bonetti, et al., 2015). A low stress silicon nitride
(LSN) layer, a niobium ground plane (GP) and a SiO2 inter-layer dielectric (ILD)
layer are deposited over the silicon. The LSN layer is then patterned to form
the thermal island which is released using a XeF2 etch process. The island is
mechanically anchored to the main wafer via six LSN legs each about 10 𝜇m wide.
These legs make the weak thermal link from island to wafer. By selecting the length
of the bolometer legs, we can also tune the thermal conductance. On each test chip,
one device was fabricated with no island and the other 4 with bolometer leg lengths
100 𝜇m, 200 𝜇m, 300 𝜇m and 400 𝜇m. The island size was fixed to ∼100 𝜇m by
∼500 𝜇m for all the devices. This gives an expected heat capacity of 0.06 pJ/K,
after accounting for both the dielectric (LSN and ILD) and metal (Nb and Al) layers
(Corruccini and Gniewek, 1960; W. A. ( Phillips, 1981; Wang et al., 2010). The
heat capacity is set by island volume of about 30,000 𝜇m3, which is much larger
than the combined volume of the bolometer legs of about 5,000 𝜇m3 for the longest
leg bolometer. As a result, we expect that all the devices would have the same the
heat capacity. A small gold resistor added on the island is used for calibration and
noise measurements(see Figure 3.1 (b)).

The aluminum layer of the inductor is deposited and patterned on the LSN. The
meandered inductor traces are 50 nm thick and 1 𝜇m wide with 1 𝜇m spacing
between the lines for a total volume of 810 𝜇m3. Sonnet 1 simulations done assuming
a surface inductance 𝐿𝑠 = 0.27 pH/sq , give a predicted geometric inductance, 𝐿𝑔
of about 5 nH and a kinetic inductance fraction, 𝛼𝑘 = 0.42. The low film resistivity
of aluminum limits the achievable kinetic inductance fraction.

The inter-digitated capacitors (IDC) are deposited directly on the crystalline Silicon
wafer. The bare silicon is exposed by etching a large via through the ground plane
(GP) and LSN layers. We did this to reduce the presence of amorphous dielectric that
hosts two-level system (Jiansong Gao et al., 2008) (TLS) effects from the capacitors.
The via is large to minimize stray capacitive coupling between the ground plane and
the edges of the capacitor, as determined by Sonnet simulations. An etch-back
process was used to pattern the capacitors because liftoff often leaves flags that can
potentially host TLS states.

1https://www.sonnetsoftware.com/

https://www.sonnetsoftware.com/
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Experimental Setup
We tested the devices in a Model 103 Rainier Adiabatic Demagnetization Refriger-
ator (ADR) cryostat from High Precision Devices (HPD) 2 with a Cryomech PT407
Pulse Tube Cryocooler3. We used an external linear stepper drive motor to run
the Pulse Tube in order to avoid RF pulses from a switching power supply. For
mechanical stiffness, the ultra cold (UC) and intra cold (IC) stages of the cryostat
are supported using long diameter Vespel tubes between the 4K stage and the IC and
stiff titanium 15-3 alloy X-shaped crossbars between the IC and UC stages. Copper
heat straps make the thermal contacts between the stages and the cold heads. The
ADR reached a base temperature of 80 mK on the UC stage when the test chip was
installed.

The RF connections between the UC and IC stages are through niobium-titanium
(NbTi) coaxial cables with 10dB, 20dB and 30dB attenuators installed at the UC,
IC and 4K stages, respectively, on the transmit side. At each thermal stage, the
coaxial connections are heat sunk to the stage. A cold Low Noise Amplifier (LNA)
is mounted at the 4K stage. The cold LNA is a SiGe HBT cryogenic amplifier from
Caltech (CITLF2) 4 with a measured noise temperature of 5.2 K with a 1.5 V bias.
We also use a second amplifier with a noise temperature of 35 K at 5.0 V bias at
room temperature.

For our data acquisition, we used the JPL-designed GPU accelerated system built
on the Ettus Research USRP software defined radio (SDR) platform (L. Minutolo,
B. Steinbach, et al., 2019; Lorenzo Minutolo, 2019). 10 Gbit Ethernet connects the
SDR to an Nvidia GPU, which handles the computationally heavy demodulation
and analysis tasks in place of an FPGA. The SDR platform uses a 14 bit ADC and
a 16 bit DAC and provides 120 MHz RF bandwidth.

The chip holder was sealed up with aluminum tape to make it light tight (Barends,
Wenner, et al., 2011). A TKID test chip wirebonded and mounted in an aluminum
holder is shown in fig. 3.2.

2Now part of FormFactor.https://www.formfactor.com/download/hpd-rainier-103-
adr-cryostat-datasheet/

3Now part of BlueFors. https://bluefors.com/products/cryomech-products/
4https://cosmicmicrowavetechnology.com/index.php/cryogenic-low-noise-

amplifiers/citlf2-low-noise-amplifier-low-noise-cryogenic-applications/

https://www.formfactor.com/download/hpd-rainier-103-adr-cryostat-datasheet/
https://www.formfactor.com/download/hpd-rainier-103-adr-cryostat-datasheet/
https://bluefors.com/products/cryomech-products/
https://cosmicmicrowavetechnology.com/index.php/cryogenic-low-noise-amplifiers/citlf2-low-noise-amplifier-low-noise-cryogenic-applications/
https://cosmicmicrowavetechnology.com/index.php/cryogenic-low-noise-amplifiers/citlf2-low-noise-amplifier-low-noise-cryogenic-applications/
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Figure 3.3: 4 point measurements of a test structure on the chip to measure the film
resistivity and transition temperature. The reported 𝑇𝑐 is the average of two sets of
measurements: the first taken slowly ramping the temperature up and the second
while lowering the stage temperature past the transition temperature.

Results
For the device discussed here, we achieved a yield of 4/5 resonators in the lower
frequency band. All the resonances were found in the frequency range 300-360
MHz and with close to the 15 MHz design spacing. The heaters of the 300, 200 and
100 𝜇m leg bolometers were wired up to make calibrated noise and responsivity
measurements.

Film Properties
Using four-point measurements of a test structure on chip, we measured𝑇𝑐 = 1.284𝐾
as shown in fig. 3.3, implying a superconducting gap energy, Δ = 1.95 × 10−4 eV.
The measured sheet resistance was 𝑅𝑠 = 0.25 Ω/sq. 𝑅𝑠 and Δ together give a
surface inductance, 𝐿𝑠 = 0.27 pH/sq. Taking this value of 𝐿𝑠 and accounting for
the geometric inductance from simulations, gives an expected kinetic inductance
fraction, 𝛼𝑘 = 0.42.
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Resonator Properties and Modeling
We initially characterized the resonators using readout power sweeps at a fixed bath
temperature of 80 mK and varying the power in the range, –110 dBm to –80 dBm.
A key goal of this measurement was to determine the power level at the onset of
the kinetic inductance non-linearity. In addition, changes in the quality factor with
readout power probe two-level system effects.

We fit 𝑆21 using Swenson’s nonlinear resonator model (Swenson et al., 2013).
However, we found that our resonators could not be described adequately using the
ideal 𝑆21. In general, parasitic inductance and capacitance, wirebond inductances,
line mismatch and other effects modify the resonator line shape. In our experimental
setup, these effects show up as an asymmetry in the resonator.

Our resonators have a large 𝜙𝑐 in the range 0.4 − 0.7 radians. As tested by further
simulations, we traced the asymmetry to about 7 pF of capacitive loading from
short lengths of transmission line that branch from the readout line to the coupling
capacitors.

Even up to –80 dBm we found that the bifurcation parameter defined by Swenson
𝑎 < 0.8, implying that the resonators were always below the threshold for the
bifurcation (ibid.). Informed by this, we chose a readout power of –90 dBm for all
the other measurements that were done at a fixed readout power. At –90 dBm, the
amplifier noise is sufficiently suppressed while keeping the readout power smaller
than the heater loading on the TKID.

𝑄𝑖 varies as a function of both the readout power 𝑃𝑔 and the temperature 𝑇 . We
chose the following model to describe 𝑄𝑖:

𝑄−1
𝑖 (𝑇, 𝑃𝑔) = 𝑄−1

TLS(𝑇, 𝑃𝑔) +𝑄
−1
MB(𝑇) +𝑄

−1
𝑖,0 , (3.1)

where 𝑄−1
TLS(𝑇, 𝑃𝑔), is given in equation 2.128 and 𝑄−1

MB(𝑇) is the Mattis-Bardeen
(MB) prediction (Zmuidzinas, 2012) and the third parameter 𝑄𝑖,0 captures the
saturation of 𝑄𝑖 at high power.

At 80 mK, the MB term is negligible and can be ignored for the power sweep
measurements. Figure 3.4 shows𝑄𝑖 as a function of the readout power for 4 yielded
resonators. All four resonators have the product 𝐹𝛿0 ≈ 4.6 × 10−5. Three of the
resonators have 𝑃𝑐 ≈ −95.7 dBm and 𝑄𝑖,0 ≈ 4.4 × 105. The lower 𝑄𝑖 measured for
the 305.9 MHz resonator implied a lower 𝑄𝑖,0. Consistent with the TLS prediction,
we found the fractional frequency shift with power to be negligibly small, peaking
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at about 5 ppm. Even so, TLS effects by themselves do not fully explain the power
dependence because we found that 𝑄𝑖,0 was needed in order to obtain good fits
even though it is not physically motivated. 𝑄𝑖,0 may possibly come from a power
dependence that is complicated by non-equilibrium quasiparticle distribution effects.
This is still being actively investigated (Goldie and Withington, 2012; P. J. de Visser
et al., 2014).

Figure 3.4: Internal quality factor 𝑄𝑖 as a function of the readout power at 80 mK.
The dots are the data and the solid lines are the fits to the data using the model
described in equation 3.1.

𝑆21 for each of the resonators was also measured as a function of the bath temperature.
The readout power was fixed at –90 dBm and the temperature was swept up to 460
mK. This maximum temperature is high enough to break the degeneracy between the
two MB parameters, 𝛼𝑘 and 𝑇𝑐. At our operating temperature, these two parameters
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sufficiently describe our data as shown in figures 3.5 and 3.6 which summarize the
fit results for the 337.4 MHz resonator.

At lower temperatures, however, the MB prediction fails because the quality factor
levels off instead of increasing with a decrease in temperature. We compared three
different models to describe this low temperature behavior: a pure MB prediction,
a MB + TLS model and lastly, a model assuming a background quasiparticle pop-
ulation but no TLS. All three models were fit to only the frequency shift data and
the best fit parameters were then used to make predictions of 𝑄𝑖. The MB + TLS
model best fit product 𝐹𝛿0 ≈ 3.4 × 10−5 for all 4 resonators. However, this value
of 𝐹𝛿0 gives a 𝑄−1

TLS that is too small for the data. In addition, if TLS effects were
present, we would expect 𝑄−1

𝑖
to increase with decreasing temperature below about

200 mK. Such an increase is not consistent with the data.

A better fit was found using the background quasiparticle population 𝑛bg model. In
this case, total quasiparticle density is not simply the thermal quasiparticle density
but rather it must be obtained by considering the balance between the quasiparticle
generation and recombination rates (Wilson and Prober, 2004). In addition, at
low temperatures, empirical measurements show that quasiparticle lifetimes in Al
resonators are described by the relation 𝜏qp = 𝜏max/

(
1 + 𝑛qp/𝑛∗qp

)
. The two constants

in the equation are 𝑛∗qp, which is the crossover density and 𝜏max, which is the
observed maximum lifetime (Barends, Baselmans, et al., 2008; Zmuidzinas, 2012).
This new form of the quasiparticle lifetime has the expected inverse dependence on
quasiparticle density in the limit of high 𝑛qp. Because of this, we can relate the two
new constants to the recombination constant as 𝑅 = 1/

(
𝜏max 𝑛

∗
qp

)
. The quasiparticle

density is now modified to

𝑛qp(𝑇, 𝑛bg) =
√︂(

𝑛th(𝑇) + 𝑛∗qp

)2
+ 𝑛2

bg − 𝑛
∗
qp. (3.2)

Thermal and excess quasiparticles are equivalent in their effect on the electrody-
namics of the superconductor (J. Gao et al., 2008). As a result, we can describe
combined the effect of having both by defining an effective temperature 𝑇eff using
the relation 𝑛qp

(
𝑇, 𝑛bg

)
= 𝑛th (𝑇eff). The effective temperature was then used in

place of 𝑇 for all temperature dependent terms that determine the frequency shift
and loss with 𝑛bg as an additional parameter in the fitting. We have no measurements
of 𝑛∗qp for these devices, but we fixed its value based on later quasiparticle lifetime
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measurements done on similar TKIDs for which we found 𝑛∗qp = 518 um−3 and
𝑅 = 5.3 um3s−1.

When comparing the best fit parameters from each of the three models, we found
that the pure MB and the MB + TLS models give 𝑇𝑐 ≈ 1.38K and 𝛼𝑘 ≈ 0.55,
which are much higher values than we obtained from the film measurements. The
background quasiparticle model gave 𝑇𝑐 ≈ 1.32K and 𝛼𝑘 ≈ 0.45. On average
over the 4 resonators, we found that 𝑛bg ≈ 700 um−3, corresponding to an effective
temperature of about 150 mK. We estimate the recombination power, 𝑃recomb from
this population of quasiparticles as 𝑃recomb = 1

2 · Δ · 𝑅 · 𝑛2
qp · 𝑉sc = 9 fW which is

about 1% of the readout power. The recombination power suggests that only a little
additional loading on the bolometer is needed to account for the saturation of 𝑄𝑖.
A complete accounting of the low temperature quasiparticle dynamics in TKIDs
as in many other KIDs has not been achieved. Even so, this does not affect TKID
performance since our target operating temperature, 𝑇𝑜 = 380 mK is well in the
regime where our devices are fully characterized.

𝑓𝑟 [MHz] 𝑄𝑐 𝜙𝑐 [rad] 𝑇𝑐 [K] 𝛼𝑘 𝑛bg [um−3] 𝐾 [pW/K𝑛] n 𝐶0 [pJ/K𝜂+1] 𝜂

305.9 15164 ± 72 0.6455 ± 0.0035 1.33 ± 0.01 0.46 ± 0.01 708 ± 10 352 ± 2 2.962 ± 0.009 1.943 ± 0.213 1.920 ± 0.115
318.4 17675 ± 104 0.7601 ± 0.0034 1.32 ± 0.09 0.45 ± 0.01 711 ± 10 165 ± 1 2.754 ± 0.012 1.839 ± 0.325 1.945 ± 0.184
337.4 22556 ± 129 0.7526 ± 0.0037 1.32 ± 0.01 0.45 ± 0.01 627 ± 9 122 ± 1 2.862 ± 0.011 1.742 ± 0.380 1.914 ± 0.219

Table 3.2: Summary of the measured parameters of 3 TKID bolometers. The error
bars on 𝑄𝑐 and 𝜙𝑐 were obtained from the spread in 𝑄𝑒 over power sweeps. 𝛼𝑘 , 𝑇𝑐,
were obtained from the bath temperature sweep data fit with a MB + background
quasiparticle model. The 𝐾 and 𝑛 values reported here are from measurements done
at a 250 mK bath temperature.

Thermal Conductivity and Bolometer Time Constants
By fixing the bath temperature and changing the power deposited by the heaters on
the island, we can directly measure the thermal conductance and time constant.

The bath temperature, 𝑇bath was fixed at 97 mK and 𝑆21 was measured at each
heater bias power 𝑃. The island temperature 𝑇 was then inferred from the resonance
frequency shift using the best fit Mattis-Bardeen parameters 𝛼𝑘 and Δ given in table
3.2, assuming that 𝑇 = 𝑇bath when the applied heater power is zero. The island
temperature and bias power data are then fit to obtain the thermal conductivity
coefficient 𝐾 and power law index 𝑛.

Consistent with other similar bolometers used in BICEP/Keck (Ade, Aikin, Amiri,
Barkats, Benton, Bischoff, Bock, Bonetti, et al., 2015), we measured 𝑛 ∼ 3. An index
𝑛 < 4 indicates that phonon system has reduced dimensionality. We can motivate
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Figure 3.5: Fits of the frequency shift data for the 337.4 MHz resonator to three
different models: only MB, MB + TLS and MB + a background quasiparticle density.
The inset plot has a much smaller x-axis range to better show the differences in the
fits at low temperatures. The lower plot gives the fit residuals (black dots) and the
one-sigma error obtained from the covariance of the fit parameters for the MB +
background quasiparticle model (gray). The red dashed line is our target operating
temperature of 380 mK.
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Figure 3.6: A comparison of the measured 𝑄𝑖 to the best fit prediction for 𝑄−1
𝑖

obtained from fitting the frequency shift data as shown in figure 3.5. The best
agreement between the data and the fit is with a MB + background quasiparticle
density model. The lower plot gives the fit residuals (black dots) and the one-sigma
error obtained from the covariance of the fit parameters for the MB + background
quasiparticle model (gray). The red dashed line is our target operating temperature
of 380 mK.
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this physically, under the assumption that ballistic phonon propagation dominates
over scattering in thermal transport. In this limit, the thermal phonon wavelength is
given by 𝜆ph = ℎ𝑐𝑠/𝑘𝐵𝑇 where 𝑐𝑠 is the speed of sound (Ade, Aikin, Amiri, Barkats,
Benton, Bischoff, Bock, Bonetti, et al., 2015). We expect 𝜆ph to vary from 3.5 𝜇m
at the 90 mK cold end to about 0.5 𝜇m at the 450 mK hot end for a speed of sound,
𝑐𝑠 ∼ 6500 ms−1 in silicon nitride. The nitride layer is only 0.3 𝜇m thick but the legs
are 10 𝜇m wide and 300 - 500 𝜇m long. Consequently, we expect thermal behavior
consistent with a 2 dimensional phonon gas. The longitudinal sound velocity in
silicon dioxide is comparable to that of silicon nitride so the same argument holds
for thermal conduction through the similarly thick ILD layer. With the different
bolometer leg lengths on the chip, we verified that the coefficient 𝐾 , scales inversely
with the bolometer leg length as shown in Table 3.2. These observations are also
supported by measurements of other silicon nitride bolometers that have reported
similar values of 𝑛 for bolometers with leg lengths < 400 𝜇m and width > 2 𝜇m (S.
Withington et al., 2017). As an additional step, we repeated the thermal conductivity
measurements at a second bath temperature, 249 mK as shown in figure 3.8. The
extracted parameters were consistent with each other to about 10 %.

We define the optimal power 𝑃optimal as the power needed to achieve the target island
operating temperature, 𝑇𝑜 = 380 mK. 𝑃optimal is dependent on the bath temperature
and is chosen so that the saturation power equals the expected loading seen during
actual observations. At a 250 mK bath temperature, the 300 𝜇m bolometer with a
resonant frequency of 337.4 MHz has 𝑃optimal appropriate for the expected loading
at the South Pole at 150 GHz as shown in figures 3.7. The 100 𝜇m and 200 𝜇m
designs are suitable for operating at 270 GHz and 220 GHz, respectively, under the
same sky conditions.

We measured the bolometer time constants using a DC bias voltage plus an additional
sine wave excitation was applied across the heater. The amplitude of the sine wave
was about 1 % of the DC bias voltage. In addition, we synchronized the start of the
data acquisition to the start of the sine wave excitation so that the phase of the input
wave was always known. At each bias power, we stepped the excitation frequency of
the input sine wave, 𝑓exc, from 1 Hz to 1000 Hz in 30 logarithmically spaced steps.

We convert from the raw I/Q timestreams to resonance frequency and quality factor
timestreams using the measured 𝑆21 parameters. By fitted the amplitude and phase
of the change in resonance frequency with time, we obtained the complex bolometer
transfer function, 𝐻 ( 𝑓exc) which we model as a single-pole low-pass filter with
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Figure 3.7: Heater power plotted against the island temperature for 3 TKIDs showing
agreement between the data (points) and best fit model (lines). The data was taken at
a 250 mK bath temperature. The difference in slopes between the 3 curves is due to
the difference in thermal conductivity of the three bolometers. The horizontal and
vertical lines are the target loading and operating temperature, respectively. These
are well matched by the 300um leg bolometer.
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Figure 3.8: The thermal conductance of the 337 MHz bolometer extracted at 2
bath temperatures. The data are given as the filled blue circles and red diamonds
while the dotted lines are the best fit to a power law model. The fits show that the
parameter 𝐾 is independent of the bath temperature as expected.
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Figure 3.9: A comparison between the magnitude and the real part of the bolometer
transfer function measured at an 85 mK bath temperature and heater power of 5.5
pW for the 337 MHz bolometer. The data points have error bars enlarged by a factor
of 10. The solid lines show the best fit to the model in equation 2.83. Inset is the
real part of the bolometer response showing that response is modulated by the data
filtering and additional time delays.

rolloff frequency 𝑓3𝑑𝐵 = 1/2𝜋𝜏bolo. The measured transfer function also includes
the effect of the anti-aliasing filter used to decimate the data as well as unknown
time delays in the trigger signal from the USRP to the function generator. Figure
3.9 show the magnitude of the bolometer response with the single pole rolloff.

From these measurements, we conclude that the time constant for the 337 MHz
TKID, 𝜏 ∼ 4.5ms is fast enough for ground-based degree scale CMB observations.
Interestingly, the time constants are weakly dependent on the island temperature.
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We expect the heat capacity to follow a simple power law 𝐶 = 𝐶0𝑇
𝜂 and given

that 𝜏 = 𝐶/𝐺, then this implies that 𝐶 ∼ 𝑇2 as summarized in table 3.2. Figure
3.10 confirms that the bulk of the heat capacity is from the island itself and not
the bolometer legs. Additionally, the thermal island is almost entirely dielectric so
we expect 𝜂 = 3. The measured heat capacity is about a factor of 3 larger than
predicted (see section 3.1). Even without electrothermal feedback, TKIDs are still
fast enough for our targeted science band. There are indications that our dry release
process using XeF2 contributes to the excess heat capacity and that using a wet
release process could lead to faster bolometers for space-based applications (Beyer
et al., 2010).

Responsivity
Over large ranges of the optical power, the responsivity of a TKID bolometer as
given in equation 2.83 is not constant. However, during normal CMB observations,
the optical power is typically stable to a few percent. In this case, the responsivity
can be approximated as being constant with a small non-linearity correction. The
non-linearity level is similar to that of semiconducting NTD Ge bolometers that
operate with small correction factors (Pajot, F. et al., 2010; Planck Collaboration,
Adam, R., Ade, P. A. R., Aghanim, N., Arnaud, M., et al., 2016).

Noise Performance
The noise measurements were made by recording 10 minute long timestreams of
the complex transmission at a 100 MHz native sample rate and then flat-averaging
in 1000 sample blocks to a 100 kHz rate. A low noise, highly stable, Lakeshore
121 current source was used to DC bias the heater resistors. The power spectra of
the resonance frequency timestream were estimated using the Welch method with
a Hann window and a 50% overlap. In order to convert from power spectra in
frequency units to NEP, we directly measured the responsivity in short calibration
noise acquisitions by modulating the DC bias with a 1% 1 Hz square wave for 10
seconds. The responsivity is then estimated as the ratio of the change in frequency
to the change in power dissipated.

The data were taken at a 80 mK bath temperature because the UC stage was less
stable at 250 mK. At the same island temperature, the phonon noise with a 250 mK
bath temperature is 30% higher than with a 80 mK bath. The measurement results
presented here are focused on the 337 MHz resonator.

To simulate pair differencing, which is usually done when making on-sky polariza-
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Figure 3.10: Heat capacity for 3 TKID bolometers as a function of the island tem-
perature. All three bolometers have similar heat capacities despite having different
leg lengths showing that the island volume is the dominant contribution to the total
heat capacity of the bolometer. The dashed lines are power law fits to the heat
capacity as a function of the island temperature. The best fit parameters from each
bolometer are consistent with each other to within a 1 sigma uncertainty as reported
in table 3.2.
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tion measurements, we subtracted out all the noise in the 337 MHz resonator that
was common-mode with the other resonators as shown in figure 3.11. The origin
of the common-mode signal is still under investigation but is likely from either the
thermal fluctuations of the stage or RFI susceptibility. From the filtered timestream
we computed the NEP at a 4 pW heater bias level. Given the lower bath temperature,
the island temperature is 320 mK.

In the 4 pW noise dataset, the expected roll-off in the thermal responsivity at around
35 Hz is not visible. This indicates that at this loading, the device is the regime
where the gr noise dominates, giving the single roll-off seen at around 1 kHz as
shown in figure 3.12. This figure also shows the comparison of the measured NEP
to the noise model described in section 2.8. However, our noise modeling is limited
by our knowledge of the quasiparticle recombination constant 𝑅, which has not
been directly measured for these devices. We instead modelled the noise by setting
𝑅 = 0.9 𝜇m3s−1 in order to match the gr noise roll-off seen at 4 pW loading with
good agreement between the total noise from the model and the measured NEP.

A second set of noise data was taken at a 10 pW heater bias that corresponds to an
island temperature of 422 mK; much higher than the operating temperature. Figure
3.13 shows a comparison of the measured noise at the two loading levels after
common-mode subtraction. Even at the elevated island temperature, the measured
NEP is still below the expected photon NEP. However, the NEP measured at the
10 pW level is about 2 times greater than expected from the noise model. This
discrepancy is still under investigation. Also of note is that at the 10 pW loading
level we see a roll-off in the noise where the thermal response is expected to fall off.

At both loading levels, total detector noise is lower than the expected photon NEP
of 45 aW/

√
Hz at the 4.7 pW loading for a ground-based CMB telescope observing

in the 150 GHz band from the South Pole (Ade, Aikin, Amiri, Barkats, Benton,
Bischoff, Bock, Brevik, et al., 2014). We conclude that the device noise is low
enough that a similar device coupled to an appropriate antenna (Ade, Aikin, Barkats,
et al., 2015; Kuo et al., 2008) would be background noise limited. Future work will
focus on further understanding the gr noise and quasiparticle lifetimes in our devices.

Cold Blackbody Response
We also measured the direct stimulation of the waffle chip using a cold blackbody
source installed on the 4K shell of the ADR cryostat at JPL. The cold load uses a
650 ohm resistor as a heater and achieves a minimum temperature of cold load of
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Figure 3.11: NEP spectra for 3 TKID resonators with 4pW loading on the 337 MHz
resonator. The red line shows the spectrum of the 337 MHz resonator with common
mode noise subtraction applied to suppress the noise at low frequencies. The large
spike is the 1.4 Hz pulse tube line. The black dotted line shows the expected photon
noise level for a single-mode detector at the South Pole observing in a band centered
at 150 GHz with Δ𝜈/𝜈 = 0.25.

Figure 3.12: NEP of the 337 MHz resonator with a 4pW loading. Over-plotted are
the estimated phonon, generation-recombination and amplifier noise contributions
to the total noise based on the measured device parameters.
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Figure 3.13: A comparison of the measured NEP for the 337 MHz resonator at the
4 and 10 pW loading levels after common mode noise subtraction. The large spike
at 1.4 Hz is the pulse tube line. At 10 pW, there is a clear roll-off in the noise at
around 35 Hz. This is consistent with the predicted thermal noise roll-off from the
thermal conductivity and heat capacity measurements. At 4 pW, this roll-off is not
visible suggesting that the gr noise is dominant detector noise term since the island
temperature is much lower.

about 7K with a measured thermal conductance of 4.6mW/K as shown in fig. 3.14.
There is evidence of some optical load on the cold load from 50K stage and the
cold load performance can be improved with better thermalization of the 50K and
4K shells. Figure 3.15 shows the response of a single bolometer to the blackbody
load as a function of the cold load temperature. This measurement confirmed that
our initial waffle TKID resonator-bolometer design has significant direct stimulation
and informed changes to the design discussed under section 3.3.
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Figure 3.14: Calibration curve of the cold blackbody source.

Figure 3.15: Shift in the resonance frequency with the cold load temperature. W
that significant direct stimulation of the TKID resonator.
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3.2 Dark Resonator Arrays
Scaling up a detector design from a few pixels on a chip to a full wafer scale is
fraught with unanticipated risks. The design and testing of the dark resonator arrays
represents the intermediate step in pixel density between the waffle TKID chips and
the full focal plane. The frequency schedule of a single dark resonator array is
shown in fig. 3.16.

Feedline Design
In the smaller waffle TKID chips described in section 3.1, we used a mismtatched
4 𝜇m wide microstrip line as the feedline on the chip. With a 300 nm thick
silicon dioxide dielectric layer, this microstrip line has an impedance of about 30 Ω.
This had a significant effect on the asymmetry of the resonator but was acceptable
due to the short length of the feedline and the generous spacing between adjacent
resonators. On a 4" tile, the feedline is significantly longer and line mismatch
with the amplifier can greatly degrade the performance of the wafer. However,
to achieve 50 Ω using only microstrip requires a narrow 1 micron wide feedline,
highly susceptible to defects during the fabrication process. Narrow lines also have

Figure 3.16: Design frequency schedule of the dark resonator array. Frequencies
are given in MHz. The resonators are laid out in a 6x6 grid. The original grid was
8x8 and the resonators laid out along a Hilbert curve starting from the bottom left
corner. We truncated the outermost pixels in the design to simplify the layout for
initial testing.
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limited critical current which can be a concern for our resonator readout strategy.
A coplanar wave guide (CPW) design would be a good alternative since it has a
suitably wide central feedline that is robust to defects during fabrication. However,
in a CPW feedline geometry, the ground plane is broken up into disjointed sections
with connections to ground only along the edge of the wafer where wirebonds are
placed between the ground plane and the metal wafer holder. The ground plane
dimensions are comparable to the wavelengths being considered and therefore we
can expect that the ground plane properties will no longer be uniform across the
wafer.

Our solution was to design and implement a hybrid CPW/microstrip feedline. The
CPW geometry allows for a wider central feed that can be reliably fabricated across
an entire wafer. The microstrip sections ensure that the ground plane remains con-
tinuous and held at the same potential everywhere on the wafer. Periodic microwave
structures are well covered in literature (Pozar, 2005; Seki and Hasegawa, 1981).

Following Pozar’s approach, we define the periodic length as 𝑑. The CPW occupies
a fraction 𝜂 of the periodic length and has impedance 𝑍𝑥 = 𝑥𝑍0 with refractive
index 𝑛𝑥 . The MS line occupies a fraction 1−𝜂 of the line with impedance 𝑍𝑦 = 𝑦𝑍0

where 𝑍0 = 50Ω is our target line impedance. Let 𝐾 = 𝑦/𝑥, 𝑢 = 𝑛𝑥𝜂, 𝑣 = 𝑛𝑦 (1− 𝜂).
The feedline structure has a propagating constant 𝛽 and line impedance 𝑍𝑐 at free
space wavenumber 𝑘 = 2𝜋𝜈/𝑐 that satisfies the consistency relations:

cos 𝛽𝑑 =
(1 + 𝐾)2

4𝐾
cos [𝑘𝑑 (𝑢 + 𝑣)] − (1 − 𝐾)2

4𝐾
cos [𝑘𝑑 (𝑢 − 𝑣)] (3.3)

and

𝑍𝑐 sin 𝛽𝑑 = −𝑍𝑥
{
(1 − 𝐾)2

4𝐾
sin [𝑘𝑑 (𝑢 − 𝑣)] + 1 − 𝐾2

2𝐾
sin [𝑘𝑑𝑣] − (1 + 𝐾)2

4𝐾
sin [𝑘𝑑 (𝑢 + 𝑣)]

}
.

(3.4)

We chose 𝑑 = 100𝜇m, short enough to have minimal radiative loss even at millimeter
wavelengths. Once the central feedline width and spacing to ground plane are fixed
(say by fabrication constraints), there is only one free parameter, 𝜂. The periodic
structure imposes passbands so there is a cutoff wavenumber 𝑘𝑐 beyond which the
wave is attenuated. However, we can expect that the first passband extends down
to 𝑘 = 0 since eq. (3.3) has a solution in this limit. We can therefore derive a
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closed-form expression for 𝜂∗, the fraction of CPW line that gives 𝑍𝑐 = 𝑍0 in the
low frequency limit 𝑘 → 0. We find that

𝜂∗ =
𝑛𝑦

(
𝐾2𝑥2 − 1

)
𝑛𝑥𝐾

(
1 − 𝑥2) + 𝑛𝑦 (

𝐾2𝑥2 − 1
) , (3.5)

and the propagating constant of the line is

𝛽∗ = 𝑘
𝑥𝑛𝑥𝑛𝑦

(
𝐾2 − 1

)
𝑛𝑥𝐾

(
1 − 𝑥2) + 𝑛𝑦 (

𝐾2𝑥2 − 1
) . (3.6)

In our design, we chose a central line width of 8𝜇m and a CPW gap of 20 𝜇m. This
gives a CPW line of impedance 𝑍𝑥 = 60Ω and 𝑛𝑥 = 2.47. A microstrip line of width
8𝜇m has a small impedance of 𝑍𝑦 = 8.8Ω and 𝑛𝑦 = 2.60. Plugging these values
gives 𝜂∗ = 0.94 and 𝑛∗ = 2.82.

In Sonnet5, we simulated a 5600 𝜇m long section of the feedline. As per the
model, the CPW sections are 94 𝜇m long with 6 𝜇m long microstrip bridges. The
simulation includes the ground plane and microstrip layer kinetic inductances of
0.158 pH/sq and 0.138 pH/sq, respectively. The line impedance from the simulation
is 𝑍𝑐 = 53.5Ω with 𝑛 = 2.95. The simulated S parameters are given in fig. 3.17.
We have maintained a similar feedline design for all subsequent arrays. Figure 3.18
shows the dispersion relation for the hybrid feedline from eq. (3.3). The dispersion
is linear up until the cutoff for the first passband at above 500 GHz.

Because the microstrip and CPW line sections have vastly different line impedances,
the electric field will be concentrated in the microstrip sections and the magnetic
field in the CPW sections of the line. This spatial separation of regions where the
electric and magnetic energy is stored causes the feedline to act as a slow wave
structure with a large effective dielectric constant.

5https://www.sonnetsoftware.com/

https://www.sonnetsoftware.com/
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Figure 3.17: Scattering parameters simulated using Sonnet for a 5600 𝜇m long
section of the hybrid feedline. The feedline is well matched to 50 Ω well above the
frequency range of interest for TKID resonators ( < 1 GHz).

Figure 3.18: A numerical solution to the dispersion relation for a hybrid
CPW/microstrip feedline with a periodic length of 100 𝜇m. Linear dispersion
is maintained until the cutoff frequency for the first passband at around 500 GHz.
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LED Mapping
Directly measuring the frequency-to-pixel mapping is a priority for reliable testing
and deployment of resonator arrays. With increasing detector counts, resonators
have to be tightly spaced within the frequency band to maximize the multiplexing
factor. Often, fabrication non-uniformities or imperfections in the array can cause the
resonator frequencies to shift away from their design values. It is therefore difficult to
ascertain the physical location of a resonator on the wafer simply from its resonance
frequency and relative position in the measured frequency schedule. A number of
approaches have been used to break this degeneracy. In the BK-𝜇MUX deployment
(Cukierman et al., 2020), individual pointing of detectors relative to the boresight
was reconstructed by cross-correlating the known CMB anisotropies as measured by
Planck to individual detector maps. Shu et al., 2018 use a cryogenic beam mapping
system to illuminate individual resonators in the array. Our approach borrows from
the cryogenic LED mapper approach developed by NIST (Liu et al., 2017) initially for
BLAST-TNG (Dober et al., 2014). A cryogenic LED mapper (christened LiteBrite)
is useful for measuring material properties such as quasiparticle time constants.

We designed a 6x6 LED array in a common row cathode configuration. Only
12 wires needed to control all the LEDs - a row is grounded and then a current
bias is placed on the column corresponding to the LED of interest. For denser
resonator arrays, charlieplexing (Horowitz and Hill, 2015) is the preferred approach
to minimize the total number of wires needed to bias each LED. Column 1, Row
1 on the PCB corresponds to the resonator on the lower left corner of the wafer as
shown in fig. 3.19. Column Numbers increase going to the right and Row Numbers
increase going up along the wafer. The LED coordinates are chosen to position the
LED directly above the center of the inductor when cold. We install an aluminum
collimator plate to limit stray light exciting more than one resonator at a time. We
set the height of the collimator to 2.5 mm above the wafer using spacers.

In our initial attempt, we baselined the HSMD-C190 GaP LEDs shown to work by
the NIST team down to 40 mK. In their approach, the LEDs can be operated in a
weakly turn-on condition using low (∼ 1 𝜇A) current to bias the LEDs. However,
we saw the carriers freeze-out below 40 K as shown in fig. 3.20. This is expected
in a non-degenerate semiconductor, since at low enough temperatures, the thermal
free electron/hole density drops to zero. However, we routinely found carrier freeze
out even in LEDs made from degenerate semiconductors where we expect a residual
population of charge carriers even at very low temperatures (Kittel and Kroemer,
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Figure 3.19: Correspondence between the LED Array coordinate system and the
resonator array on the tile.

1980). We concluded that it is likely that batch-to-batch variations in LED properties
can be significant. The cryogenic performance of the LEDs is not well controlled
for in LED fabrication and therefore existing literature provides a useful starting
point but cannot be blindly relied on. We therefore decided to cast a wider net and
test a variety of different LED types to see if we will find any that works.

We tested 8 different 0603 surface mount LEDs with different semiconductor ma-
terial purchased in large batches. The LED properties are summarized in table 3.3.
We designed an 8 channel dip probe to screen LEDs in liquid He at 4K. Figure 3.21
summarizes the measured LED IV curves. Of the 8 LED types screened initially, 3
were found to work at cryogenic temperatures.

The LTST-C191KGKT green LEDs which worked well down to 93 mK were in-
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Figure 3.20: Change in the voltage across a HSMD-C190 GaP LED at a fixed
current bias of 3 𝜇A as a function of the stage temperature. Below 40 mK, the
voltage rapidly rises to the compliance voltage of our current source. This indicates
that all the charge carriers have frozen out and the semiconductor has become fully
insulating.

Dip Probe Channel LED type LED color material
1 LTST-C193TBKT-5A Blue InGaN
2 LTST-C191KSKT Yellow AlInGaP
3 HSMS-C190 High Efficiency Red (HER) GaP
4 LTST-C191KGKT Green InGaN
5 HSMY-C190 Yellow GaP
6 APT1608EC High Efficiency Red (HER) GaAsP/GaP
7 HSMG-C190 Green GaP
8 LTST-C190-KFKT Orange AlInGaP

Table 3.3: Properties of LEDs screened for cryogenic LED mapping. LED types
2,4 and 8 were found to be good candidates for cryogenic LED mapping.
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Figure 3.21: Measured IV curves of the 8 LED types screened using the dip probe.
We identified LED batches 2, 4 and 8 detailed in table 3.3 as suitable for cryogenic
LED mapping.

(a) (b)

Figure 3.22: Microscope view of the LED inductors through the collimator plate
confirming good alignment before cooldown. The resonators on the dark array are
checkerboard released for cosmic ray testing. Figures 3.22a and 3.22b correspond
to the row 3 column 3 and row 3 column 4 resonators, respectively.
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Figure 3.23: A measurement of the response of the resonator at index 7 to the LED
pulses. The resonator is unambiguously mapped to the 5th LED. The systematic
variation in the frequency shift with LED index is evidence of light leakage from
one LED across multiple resonators.

stalled on the LiteBrite and used to map the resonator array. We took data with
a 475 nA input current which sets the bias voltage to 4.0-4.2 V.For most of the
resonators, the frequency shift when the LED is on is sufficient to unambiguously
locate the resonator on the wafer. However, for poorly coupled resonators, the Qi
shift information was also useful.

Quasiparticle Lifetime Measurements
Using the litebrite, we measured the quasiparticle time constants by pulsing the LED
and sweeping the stage temperature from 100-400 mK by regulating the UC Fridge
temperature and recording the UC stage temperature. At each temperature, the LED
was pulsed at 20Hz and 4.8V with a 20us pulse width. Data was recorded for 10
seconds and the first second is discarded. All the remaining pulses are averaged,
and the relaxation back to equilibrium is fit with a decaying exponential. The first
50us of the data is cut to eliminate the duration when the LED is actually on, and
only data below 10ppm frequency shift is used to avoid out of equilibrium effects.
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At the highest temperatures, the resonator response was too fast to get a good fit.

The saturation in the time constant shown in fig. 3.24 has been reported in many
other aluminum superconducting resonators (Zmuidzinas, 2012). We model the
lifetime as a function of temperature using a 2 parameter model

𝜏 =
𝜏max

1 + 𝑛𝑞𝑝/𝑛∗qp
. (3.7)

The best fit parameters were found to be 𝜏max = 0.1809 ± 0.0025ms and 𝑛∗qp =

517.9 ± 40.0 𝜇m−3.

Cosmic Ray Testing
Dead-time and data loss from cosmic ray hits are a significant concern when design-
ing space-borne observatories, especially envisioned future CMB and far-IR space
observatories. These high energy particles can penetrate the instrument and deposit
energy in proximity to the detectors through atomic excitation and ionization. Such
collisions generate showers of ballistic (athermal) phonons that trigger the detectors
as a “glitch” and ultimately necessitate data-cuts (D’Addabbo et al., 2014).

When cosmic rays collide with the upper atmosphere, they generate showers of
muons with a sea level flux of 1 particle/cm2/minute (Tanabashi et al., 2018).
Across the wafer area of 50 cm2, we expect about 0.8 hits/s whereas each TKID
bolometer island will be affected about 0.03 hits per hour.

As a muon traverses through a silicon wafer, it deposits energy in the form of
athermal ballistic phonons, which can break Cooper pairs and generate extra quasi-
particles. This causes large frequency excursions and produce spurious signals. The
bulk of cosmic ray muons have energies of a few GeV, near the minimally ionizing,
where energy is deposited by ionization at a rate of 2 MeVcm2/g and specifically
will deposit 460 eV/𝜇m into silicon, whose density is 2.32 g/cm3. Muons normally
incident to the tile will therefore deposit 230 keV which, if spread across the wafer,
will deposit 0.6 eV into each inductor. In contrast, muons directly hitting the
bolometer islands will deposit 280 eV into the island. All the unreleased resonators
on the island are affected by the athermal phonons.

The energy 𝐸 deposited in the inductor for each glitch can be obtained using the
already discussed Mattis Bardeen theory. Given a glitch of amplitude 𝑥MB, the
energy is given by
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(a)

(b)

Figure 3.24: Figure 3.24a shows the measured response of a single resonator to an
LED pulse at a bath temperature of 167 mK. The quasiparticle lifetime as measured
for the 337 MHz resonator shown in fig. 3.24b saturates below 200 mK.
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Figure 3.25: Averaged glitch for a single unreleased resonator channel measured at
70 mK.

𝐸 = 𝑛qp𝑉scΔ =
4𝑁0Δ

2

𝛼𝑘𝑆2
𝑉sc · 𝑥MB. (3.8)

On the checker-board released dark resonator arrays, we measured frequency timestreams
from all detectors from two 8-minute sessions at 70 mK and 320 mK. Our GPU
based readout system (L. Minutolo, B. Steinbach, et al., 2019) allows us to record all
the data for all the resonators for 10 ms after a triggering event defined by a resonator
shift of greater than 6𝜎. Fig. 3.25 shows the averaged cosmic ray signal for a single
unreleased resonator. We additionally scanned the detectors over a 3 hour period
at 70 mK to capture direct hit events to the TKID islands. We detected only two
candidate events and none in the other unreleased devices. This is an effective rate
of 1 × 10−5 events/s and corresponds to the ratio of cross-sectional areas between
the wafer and a single inductor.

Fabrication Improvements
We began developing strategies to fix feedline defects on the dark resonator arrays.
These approaches were further refined for the 150 GHz science tiles. We identified
a defect on the CF190420 wafer that resulted in a short to GND. The deformity on
the line is visible on a microscope as shown in fig. 3.26. Luckily the short was on
the microstrip section of the line. We could therefore isolate the short by cutting
through the microstrip and GP layers to isolate the defect as shown in fig. 3.27.
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Figure 3.26: Line defect affecting the microstrip section of the feedline leading
to a short to GND. The horizontal bars are cuts through the dielectric and into
the ground plane. The cuts isolate the defect from the rest of the ground plane
restoring conductivity through the feedline. This was done using the Nova 600
gallium Focused Ion Beam (FIB) at KNI.
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Figure 3.27: SEM taken after the initial step of fixing the defect using the FIB
system at KNI. The effect of a probe tip on the feedline is also visible.

We used the NOVA 600 Ga Focused Ion Beam (FIB) at KNI to etch down a 1.5
um by 20 um cavity through the layers. I used a 30 kV beam with a 0.5 nA bias
current which should give a 25 nm beam diameter. The ion beam has much less
contrast than the electron beam – does not see topography well but distinguishes
between conducting and insulating materials well. This arises because the positive
ions implanted in the material during the FIB trap the secondary electrons that are
the main signal being detected. On conducting surfaces, a fresh supply of electrons
can flow to neutralize the excess charge. This was useful in figuring out the stop
point of the etch since it was clear when I hit the GP vs dielectric layers.

This wafer was subsequently cooled down and tested showing a 20/36 yield. As
shown in fig. 3.28, there is a radial dependence of the fractional frequency shift
between the design and measured resonance frequency. This is likely due to variation
in the aluminum film thickness across the wafer. More concerning is the systematic
loss of the 2 rightmost columns of resonators. In fact, many of the dark resonator
arrays exhibited similar behavior where the resonators closest to the wafer edge
would fail to yield. By inspecting the unyielded devices, we were able to identify
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Figure 3.28: Wafer mapping of the fractional frequency shift from design as mea-
sured using the LiteBrite. The two rightmost columns of resonators did not yield.
We determined that defects in the capacitor via to ground were responsible. Subse-
quently, these vias were completely eliminated from the design.

the vias between the coupling capacitor and ground through the ILD were the likely
culprit. Eliminating the vias from the design in favor of a large parallel plate
coupling to ground completely eliminated the edge effect in our design.

3.3 2x3 Antenna-Coupled TKIDs
Direct Stimulation of the Inductor
For our thin Al films, 𝑇𝑐 ∼ 1.4K. This gives a gap frequency 𝜈𝑔 = 2Δ/ℎ ∼ 100
GHz. In our observing band centered at 150 GHz, our Al is normal. It can therefore
directly absorb and dissipate optical power. Direct absorption in the inductor is
undesirable. This is important because optical power absorbed can break cooper
pairs creating additional quasiparticle excitations in the superconductor. As pointed
out in appendix A, a single mode detector has the property that 𝐴Ω = 𝜆2 where A
is the effective area of the detector and Ω is the solid angle subtended by the beam
at the detector. From this equation we can define a figure of merit for how well the
inductor couples to optical power as 𝑁𝑚𝑜𝑑𝑒𝑠 = 𝐴Ω𝜖/𝜆2 where 𝜖 is the emissivity of
the inductor. If 𝑁𝑚𝑜𝑑𝑒𝑠 ≪ 1 then we can safely ignore the optical power contribution
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to the quasiparticle generation rate.

We model the inductor as having an anisotropic surface resistance. Along the short
axis of the inductor, the surface resistance is zero since the 2 um width of the inductor
meander is too short to couple effectively to radiation at 150 GHz. Along the long
axis, the surface resistance is twice the surface resistance of Aluminum due to the
50% filling factor. Given the thickness of the wire t and the resistivity of Aluminum
𝜌 the surface resistance of the inductor is 𝑅𝑠 = 2𝜌/𝑡.

Our Aluminum films are thin 𝑡 = 50𝜇m for high kinetic inductance. In comparison,
the skin depth in Aluminum, 𝛿 =

√︁
2𝜌/𝜔𝜇0 = 2.8𝑡 at 150 GHz. To calculate

how much of the incident optical power is absorbed in the inductor, we can use a
transmission line equivalent circuit. We back illuminate our antenna through the
silicon wafer, therefore an incident plane wave traverses first through the quarter
wavelength thick anti-reflection tile, then the silicon wafer before impinging on
the inductor. We place a metal backshort at a distance of a quarter wavelength
away from the detector. The backshort is designed to act as a short circuit load to
the incoming signal, perfectly reflecting the incoming signal back to the antenna
improving efficiency.

Our reference impedance is the impedance of free space, 𝑍0 = 377Ω. Each trans-
mission line section has a characteristic impedance determined by the refractive
index of the material. For Si, 𝑍𝑆𝑖 = 𝑍0/𝑛𝑆𝑖. We use quarter wavelength thick quartz
with a refractive index 𝑛AR =

√
𝑛𝑆𝑖 for the anti-reflection coating. The transmission

line is shunted by an impedance equal to the surface resistance of the inductor along
the long axis.

Z0

1 2 ZL = 0RS

Z0ZAR ZSi

lAR lSi lBS

3

Figure 3.29: Transmission Line Model used to compute the coupling of the inductor
to optical power.

The quarter wave condition transforms the backshort to an open at the inductor. This
is exact only at the bandcenter 𝜈0. Taking the frequency 𝜈 = 𝜈0 + 𝛿𝜈 into account,
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we find

𝑍3 (𝛿𝜈) =
𝑅𝑠𝑍0

𝑍0 + 𝑗 𝑅𝑠 tan
(
𝜋
2
𝛿𝜈
𝜈0

) . (3.9)

Given the input impedance seen at the reference plane 1, 𝑍in, the reflection coefficient
is Γ =

(𝑍𝑖𝑛−𝑍0)
(𝑍𝑖𝑛+𝑍0) . The emissivity 𝜖 is then the fraction of the incident power that is

absorbed in the detector which is given by 1 minus the fraction of incident power
that is reflected away. Thus, 𝜖 = 1 − |Γ|2.

To lowest order in 𝛿𝜈/𝜈0, 𝜖 = 𝜖0

where

𝜖0 =
4𝑛𝑆𝑖𝑅𝑠𝑍0

(𝑍0 + 𝑛𝑆𝑖𝑅𝑠)2 . (3.10)

Using measured material properties, 𝜌 = 1.15𝜇Ω · cm , 𝑡 = 0.05 𝜇m , 𝑛2
𝑆𝑖
= 11.7,

𝜖0 = 1.7 × 10−2. The low resistivity of Aluminum couples it poorly to incoming
radiation in our observing band. We can therefore ignore the direct stimulation
contribution of the Al inductor.

Direct Stimulation of the Capacitor
Unlike the Al inductor, the niobium capacitor remains superconducting well above
the observing band. However, as has been noted by other experiments such as
MUSIC (Golwala et al., 2012), the interdigitated capacitor (IDC) acts as an antenna.
The long parallel features of the are many wavelengths long in our band and can
couple to multiple radiation modes on sky. The stray radiation from the antenna
can travel from the capacitor to the inductor breaking additional quasiparticles. To
prevent this, Bryan Steinbach designed a niobium stepped impedance low pass filter
that I incorporated into the resonator between the capacitor and inductor but off
the bolometer island. The filter was designed to provide -30 dB suppression above
125 GHz, with minimal additional capacitance to minimize two-level system (TLS)
noise. The filter was designed using Sonnet 6 and consists of short co-planar wave
guide (CPW) and microstrip sections between the capacitor and the inductor. Figure
3.31 shows the simulated transmission through the low pass filter shown in fig. 3.30

6https://www.sonnetsoftware.com/

https://www.sonnetsoftware.com/
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Figure 3.30: A 2-layer stepped impedance low pass filter to suppress direct stimula-
tion from the IDC structure. The high impedance sections are made from 1 𝜇m wide
niobium lines and the parallel plate capacitors use the SiO2 ILD as the dielectric.

Figure 3.31: Magnitude of the forward transmission through an RF choke designed
to suppress direct pickup from the capacitor. Our observing band is from 125 – 175
GHz within which there is more than 30 dB suppression of power.

With the RF choke, we saw less than 2% direct stimulation in the 2x3 optically
coupled chips. This is in sharp contrast to the significant response to a cold blackbody
measured on the waffle TKID devices discussed in section 3.1.

Device design
We designed test chips with 12 TKID devices each: 8 optically active and 4 dark
devices. The resonators were defined in a frequency band starting at 250 MHz and
with a 5 MHz frequency spacing. Adjacent pairs of resonators were coupled to a
single dual-polarization antenna such that each optically active resonator bolometer
measures the optical power from a single polarization mode of the antenna. The
chip layout is detailed in fig. 3.32

The antenna itself consists of a two dimensional array of closely-spaced slots in
the ground plane. There are two sets of orthogonally oriented and co-located slots
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Figure 3.32: Design layout of a single 2x3 chip. The frequency schedule across the
chip is given. Along the edge, a series of niobium and aluminum test structures are
included to measure the film resistivities and transition temperatures.

corresponding to the two polarization modes. This antenna design is the same
as has been used in BICEP2/ Keck Array (Ade, Aikin, Amiri, Barkats, Benton,
Bischoff, Bock, Bonetti, et al., 2015; Kuo et al., 2008). The optical power from
the antenna passes through an on-chip band defining filter before being dissipated
in a Au meander strip on the bolometer island. From numerical simulations and
measured in-field performance, our antenna design provides spectral bands with
20% - 30% bandwidth, symmetric co-aligned beams and a low 0.5% cross-polar
response. The Keck Array camera has f /2.2 refractive optics (Ade, Aikin, Barkats,
et al., 2015). To match the antenna beam to the camera optics, the antenna is 7.8mm
long on each side in a 12x12 array of slots. The beam is constructed by a uniform
illumination of the slot array and the detector beam terminates at –15 dB on the cold
stop of the camera at 4K

The bolometer island is fabricated from a patterned low stress silicon nitride (LSN)
layer. The released island is mechanically supported on 300 𝜇m long legs. The
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leg length sets the thermal conductance of the bolometer and therefore the island
temperature. Our TKID design targets operation from a 250 mK bath temperature
in order to achieve a 380 mK operating temperature 𝑇𝑜 with the expected 5 pW
loading from observing the millimeter wave sky in a 150 GHz band with a 25%
bandwidth from the South Pole (Ade, Aikin, Barkats, et al., 2015). The niobium
ground plane of the antenna layer extends onto the thermal island through the
bolometer legs and is placed underneath the resistive meander to isolate it from the
aluminum resonator inductor which is situated at the opposite end of the bolometer
island. We maintain a small Au heater on the thermal island to measure thermal
conductances, thermal time constants, responsivity and noise. Figure 3.33 shows an
Scanning Electron Microscope (SEM) micrograph of the resonator bolometer with
the inductor, calibration heater and resistive meander visible.

The resonator is built out of lithographed, lumped-element inductors and capacitors.
In our design, the aluminum inductor and niobium main capacitor are identical for
all the resonators on the chip. The resonance frequency is set during fabrication by
using a pair of knife cells to blade off sections of the fingers of the inter-digitated
capacitor. Smaller coupling capacitors were also used to set the coupling of the
resonator to the readout line. We chose the coupling capacitors to ensure that the
coupling quality factor 𝑄𝑐 of our devices matches the internal quality factor 𝑄𝑖
at the operating temperature. The thermal response of the resonator is limited to
the aluminum inductor (𝑇𝑐 ∼ 1.2K) on the bolometer island since the bulk of the
resonator circuit is fabricated out of niobium with a much higher superconducting
transition temperature, 𝑇𝑐 ∼ 9K. Figure 3.34 is an SEM micrograph of the resonator
capacitor and shows a section of the feedline on chip. The 50 Ω hybrid feedline
discussed in section 3.2 was used in this array.

Experimental Setup
We initially characterized our devices in a dark configuration in a Model 103 Rainier
Adiabatic Demagnetization Refrigerator (ADR) at the Jet Propulsion Lab (JPL).
With the test chip installed, the cryostat achieves an ultra-cold (UC) stage tempera-
ture of 80 mK. For the optical testing, we installed our devices in a new focal plane
installed in a Keck Array camera at Caltech that has been fitted with RF hardware.
The optical system consists of a pair of low-loss high-density polyethylene (HDPE)
lenses with a refractive index 𝑛 = 1.5 that are cooled to 4K. Unfortunately, the lenses
we had available were anti-reflection (AR) coated for the 220 GHz band rather than
at 150 GHz. In our target band, the optics are in effect uncoated, causing reflection
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Figure 3.33: SEM micrograph of the TKID bolometer. The inductor and the
microstrip lines that run off the island to the capacitor are visible on the left. To
the right is the meander strip that terminates the microstrip line from the antenna as
well as a Au heater for calibrating the bolometer response. The dense network of
square holes on the island are for the XeF2 release process that forms the island.

Figure 3.34: SEM micrograph of the TKID capacitors and feedline. The capacitors
are deposited directly on the silicon substrate which is exposed in a large via through
the dielectric stack of the wafer. The smaller capacitors on each side of the capacitor
set the coupling of the resonator to the feedline seen at the top. The large niobium
pad at the bottom of the image makes a parallel plate capacitor contact to the ground
plane in place of a direct via.



120

loss at each of the air to dielectric interfaces. For normally incident rays, the re-

flectance at the air-dielectric interface is given by, 𝑅 =

(
𝑛−1
𝑛+1

)2
= 4%. Accounting

for the 2 lenses, we expect the transmission to degrade by about 15%, averaged
across the detectors’ optical band . The implementation of the RF chain and the
system level design requirements for fielding a TKID camera are given in Minutolo
et al (L. Minutolo, Frez, et al., 2021).

The test chip was mounted in an aluminum holder installed on the focal plane. The
optical window of the holder is 28.6 mm on each side. The chip was held down
using copper clips and a quartz microscope slide of thickness .25 mm was glued to
the backside of the chip exposed by the optical window as an anti-reflection coating
for the air-silicon interface. On the front side of the chip, a 0.5mm gap between the
chip and the chip cover provides a 𝜆/4 backshort for the antenna.

Detector Yield
Of the 12 resonators on chip, we identified 6 resonators within our design band;
with 2 dark devices and 4 light devices. 2 of the optically active resonators have
calibration heaters wired up for biasing externally. We also identified 5 higher
frequency resonators within the 700-850 MHz band. This frequency range matches
the expected location of the self resonances of the main capacitor tank found using
numerical simulations. These resonators are visible even above 4K, and we have
identified them as niobium resonators which arise due to shorts between the capacitor
fingers. In the time since the devices discussed here were fabricated, we have further
improved our fabrication process to reduce the incidence of shorts between the
capacitor fingers. In addition, we have also tested the use of a focused ion beam
(FIB) to clear out small shorted capacitor sections to recover devices.

Resonator Properties
We characterize our resonators by measuring the forward transmission 𝑆21 as a
function of the readout frequency for each of the resonators. 𝑆21 is then fit using
a single pole Lorentzian model that accounts for kinetic inductance non-linearity
and resonator asymmetry (Khalil et al., 2012; Swenson et al., 2013). In a dark
cryostat configuration and starting from a 95 mK bath temperature, we measured
the resonator quality factor as a function of the readout power in the range –110 dBm
to –70 dBm. Above –80 dBm the kinetic inductance bifurcation parameter 𝑎 > 0.8
marking the onset of the non-linearity. We also characterized our resonators under
bath temperature sweeps at a –90 dBm single tone readout power level.



121

Using the bath temperature sweep data, we fit the frequency as a function of the
bath temperature to a Mattis-Bardeen (MB) plus two-level system (TLS) model
(Zmuidzinas, 2012). Figure 3.35 shows that the model describes the data well
across the entire temperature range measured. As an additional step, we took the
best fit parameters and used them to predict the resonator quality factors. Above
300 mK, which is the regime of interest, and where the Mattis-Bardeen dependence
dominates, the best fit MB parameters predict the quality factor well. Below 250
mK, we see TLS-like behavior in𝑄𝑖. However, the loss tangent, 𝐹𝛿0 that is obtained
from the frequency shift data is too small to match the measured 𝑄𝑖. This indicates
that there is an additional effect that modifies 𝑄𝑖 at lower temperature but that does
not affect the frequency shift data. This is currently being investigated. The best fit
parameters summarized in table 3.2 show that the resonator parameters are largely
consistent from resonator to resonator.
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Figure 3.35: Fits to the frequency shift data (section 3.3) for the 234.2 MHz resonator
under a MB + TLS model. The inset plot has a smaller x axis range to better show
the agreement between the data and the fit. The lower plot gives the residuals to
the fit. The shaded region is the 1 sigma error obtained from the covariance of the
best fit. The best fit parameters are summarized in table 3.2. In section 3.3, the best
fit parameters obtained from fitting the frequency shift data are used to predict the
quality factor. Above 300 mK, where the MB dependence dominates, the agreement
between the data (black dots) and prediction (solid line) is strong.

Optical Performance
The optical efficiency is the fraction of the total incident optical power that is
absorbed by the detectors on the focal plane. Losses due to reflections in the
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𝑓𝑟 [MHz] 𝛼𝑘 𝑇𝑐 [K] 𝐹𝛿0
[
×10−5]

234.2 0.52 ± 0.01 1.388 ± 0.004 9.5 ± 0.4
243.1 0.54 ± 0.01 1.396 ± 0.002 8.6 ± 0.4
258.5 0.53 ± 0.01 1.397 ± 0.005 9.1 ± 0.4
264.7 0.55 ± 0.01 1.396 ± 0.005 9.6 ± 0.3
268.8 0.53 ± 0.01 1.390 ± 0.007 9.9 ± 0.5
279.6 0.53 ± 0.01 1.390 ± 0.006 9.9 ± 0.4

Table 3.4: Best fit Mattis-Bardeen (MB) and two-level system (TLS) parameters of
the 6 TKID bolometers measured at -90 dBm. The kinetic inductance fraction, 𝛼𝑘
and the superconducting transition temperature 𝑇𝑐 are the 2 MB parameters while
the loss tangent constant 𝐹𝛿0 sets the TLS effect.

optical chain, antenna network and detectors contribute to the end-to-end optical
efficiency. can measure the end-to-end optical efficiency of the optical system
directly. We measured the resonator response in resonance frequency and quality
factor to aperture filling blackbody sources at 77K and 300 K. The difference in the
optical power Δ𝑃 from the temperature difference Δ𝑇 = (300K − 77K) needed in
order to infer the efficiency can be directly measured by biasing the resonators under
a 77K load using the calibration heaters until the resonator response matches the
response seen at a 300K load as shown in figure 3.36. The end to end efficiency can
be calculated given the measured band center 𝜈0 and bandwidth Δ𝜈 of the device
using the relation

Δ𝑃 ≈ 𝜂 · 𝑘𝐵 · Δ𝑇 ·
(
Δ𝜈

𝜈0

)
· 𝜈0. (3.11)

The total camera efficiency is 29% on average as given in table 3.5. We measured a
lower d𝑃/d𝑇 = 0.15 pW/K on average than is expected for our antenna design (0.17
pW/K). This difference can be accounted for by the 15% drop in transmission through
the optics chain due to reflections off the uncoated optics. In addition, the microstrip
lines of the antenna were fabricated using a liftoff recipe. In early antenna designs
for BICEP2 and Keck (Ade, Aikin, Amiri, Barkats, Benton, Bischoff, Bock, Bonetti,
et al., 2015), it was empirically observed that liftoff recipes contributed to loss in
the microstrip lines, presumably by leaching organic materials from the resist. This
degrades the antenna performance, and the optical efficiency in particular. Etched
microstrip was not observed to have these deficiencies (ibid.). We have switched to
an etchback recipe for microstrip lines in devices currently under fabrication. We
are also currently working on making direct measurements of the detector efficiency
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using an in-cryostat cold load.
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Figure 3.36: Heater calibrated measurements of the optical efficiency of the 258.5
MHz (left) and 268.8 MHz (right) resonators. The y-axis shows the shift in resonance
frequency from the measured frequency under a 77 K optical load. The horizontal
dashed line shows the position of the resonance under room temperature loading.
The points are discrete measurements of the frequency shift with the heater biased.
The solid line is a quadratic fit to the measured frequency versus heater power data
that is used to predict Δ𝑃.

𝑓𝑟 [MHz] d𝑃/d𝑇 [pW/K] 𝜂 𝜈0 [GHz] Δ𝜈/𝜈0

258.5 0.15 0.28 150.4 0.26
268.8 0.15 0.30 148.5 0.29
234.2 - 0.26 148.1 0.28
243.1 - 0.35 146.8 0.29

Table 3.5: Measured optical parameters of the 4 antenna-coupled TKIDs. For
the 258.5 MHz and the 268.8 MHz resonators, the optical efficiency was directly
measured using the heaters on the bolometer island. For the 234.2 MHz and
the 243.1 MHz resonator, the efficiency was computed from the measured spectra
assuming that the devices had the same d𝑃/d𝑇 as measured on average. The band
center 𝜈0 and bandwidth 𝜈0 were obtained from the measured spectra of each of the
resonators.

Spectra
Understanding the spectral response of the detectors is crucial in order to constrain
potential sources of systematic effects. Such measurements are also required to
facilitate component separation of the CMB polarized signal from the dust and
synchrotron foreground components which have a different spectral signature (H.
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Hui et al., 2016). The spectra are primarily determined by the band-defining
filter between the antenna and bolometers, but also include roll-off of the antenna,
transmission spectra of optics above the focal plane, and any fringing associated
with pairs of impedance mismatched interfaces.

To measure the device bandpass, we used a Martin-Pupplet Fourier Transform
Spectrometer (FTS) that was mounted on top of the cryostat. In a time reversed
sense, the detector beam is split into two beams at the input polarizing beam splitter;
with one beam terminating at a 77 K blackbody source made of liquid nitrogen
soaked Eccosorb HR-10 and the second beam terminating on an Eccosorb HR-10
blackbody at room temperature. The interference pattern generated as the position of
the movable mirror is changed and the interferogram encodes the spectral response
of the detectors. The FTS is on a movable x-y stage and is adjusted to find the point
of maximum illumination of the detectors. We orient the FTS at a 45° angle to the
polarization axes so detectors measuring both polarizations can be simultaneously
illuminated. The test chip centered on the focal plane is small enough to illuminate
all the detectors at without changing the FTS position on the x-y stage.

All the interferograms are filtered using a moving average filter and aligned at the
point of zero path difference before being stacked and averaged. The real part of the
Fourier Transform of the averaged interferogram then gives the spectral response of
the detector. Figure 3.37 shows the averaged interferogram and resulting spectrum
for the 234.2 MHz resonator. The band center and bandwidth of the detectors are
then estimated from the spectra 𝑆(𝜈) using the relations

𝜈0 =

∫
𝜈𝑆(𝜈)d𝜈, (3.12)

Δ𝜈 =

(∫
𝑆(𝜈)d𝜈

)2∫
𝑆2(𝜈)d𝜈

. (3.13)

Table 3.5 shows the measured band center and bandwidth for all 4 resonators.
Averaged over the 4 detectors, the band center is 148.5 ± 1.3 GHz and the fractional
bandwidth is 28% ± 1%. As designed, the resonator band avoids the atmospheric
oxygen line at 118 GHz and the water line at 183 GHz (K. S. Karkare et al., 2014).
There are fringes present in the band with an average standing wave ratio (SWR) of
1.26 ± 0.06 averaged over all the detectors and the 140-160 GHz range. Using this
SWR with a Fabry Perot reflection model predicts a reflectance 𝑅 = 0.058 ± 0.025,
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consistent with the expected 4% reflectance from each of the lens surfaces. With
new optics coated for the 150 GHz band, we therefore anticipate that the spectra
will improve.

Figure 3.37: The averaged interferogram (top) and spectrum of the 234.2 MHz
resonator (bottom). The blue interferogram is the averaged detector response with
the individual interferograms in grey. In the lower plot, the magnitude of the
spectrum is shown black with the real part in red and the imaginary part in green.

Dark Noise Measurements
Our best detector noise measurements to date were taken on the 2x3 optical chips in
a dark configuration. Lorenzo Minutolo developed a battery operated fully analog
’battery box’ that provided a stable supply to the cryogenic low noise amplifiers, as
well as generate the heater bias and calibration signals for the bolometers. With the
battery box, the cryostat can maintain the fridge cycle while disconnected from the
noisy housekeeping rack. The design of the battery box is detailed in L. Minutolo,
2024. The battery box has excellent stability and low noise as shown in fig. 3.38
ideal for making noise measurements.



126

Figure 3.38: Voltage noise spectrum of the calibration battery box in static signal
output mode. The data has been acquired using a HP 3563A signal analyzer. The
noise is given in decibels referred to a 1Vrms. A single calibration heater has a
resistance of about 0.1 Ω and is biased through a 100 𝑘Ω resistor. At a -140 dB
Vrms/

√
Hz, this corresponds to ∼ 1.4aW/

√
Hz, significantly lower than expected

detector noise.
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We acquired data at a number of heater bias powers and readout powers. For this
analysis, we focused on 2 biased resonators at 258.2 and 268.5 MHz at the 350 mK
bath temperature and with no loading. We additionally measured the dark noise for
a 3rd unbiased resonator and included 2 guard tones for phase noise subtraction.
For calibration, each noise data set was 30s long and was taken at every gain step
of our readout system. The noise data sets were longer 300s data acquisitions at a
sampling rate of 105𝑠−1.

Heater Bias [pW] Square wave amplitude [fW]
5.966 2.366
7.212 2.860
7.567 3.001
8.773 3.479
9.770 3.875
10.205 4.047
11.189 4.438

Table 3.6: Heater bias powers and calibration amplitudes for the noise analysis.

The calibration dataset at a fixed heater bias applied a 1 Hz square wave signal to the
heaters. The responsivity 𝑆 was estimated by fitting the mean-subtracted frequency
timestream to a 2 parameter model of a rounded square wave

𝑆 = 𝛿𝑃 · 𝑆 tanh (𝑠 cos(2𝜋 𝑓 𝑡 + 𝜙)) , (3.14)

where 𝜙 is a phase offset, 𝛿𝑃 is the amplitude of the square wave as given in table 3.6,
the frequency 𝑓 was fixed to 1 Hz and 𝑠 = 20 is a smoothing parameter applied to
the square wave. The results of the fit as applied to a single dataset are given in
fig. 3.39. The first second of data was discarded before the responsivity was fitted.

The extracted responsivities were used to calibrate the noise data. The frequency
timestreams are generated as discussed in section 2.10. To account for slow drifts in
the noise data, we generated timestreams decimated to 100 Hz sampling frequency.
The first 10 seconds of data show stronger transient behavior and were clipped from
the analysis. These timestreams were fitted to a linear fit and the fit parameters were
used to subtract the mean and drift from the full noise datasets as detailed in fig. 3.41.
Each drift corrected frequency timestream was then scaled by its responsivity. The
two resulting timestreams were then combined into pair sum and pair difference
timestreams before computing the noise spectra.
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Figure 3.39: Calibration timestreams of a two biased resonators at 5.966 pW heater
loading. The timestreams are mean subtracted and fit to extract the responsivity.
The dashed red and black lines are the best fits to the 258.2 MHz and the 268.5 MHz
resonators, respectively. A first estimate of the responsivity can also be estimated
from the difference in the mean positive and negative levels as denoted by the dashed
blue and green lines. This estimate is sensitive to the noise level especially at lower
amplitudes.

(a) (b)

Figure 3.40: Resonance frequency for 258.2 MHz (left) and the 268.5 MHz (right)
resonators as a function of the heater bias and the readout power.
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Figure 3.41: Calibrated timestreams for the 258.2 MHz and 268.5 MHz resonators.
Above: Pair sum and pair differenced timestreams constructed by applying the
responsivity gain to the raw frequency timestreams. The mean level and drift are
estimated from the decimated timestreams (below).

We generate the noise spectra using scipy.welch 7 with a Hann window and 223 points
per segment. The NEPs are scaled by

√
2 to account for the quadrature noise of 2

detectors. The noise has been logarithmically binned for visual clarity. As shown in
figs. 3.42 and 3.43, pair differencing is a robust strategy for rejecting common mode
noise. The expected photon noise on sky is about 45 aW/

√
Hz for about 5 pW of

loading. TKIDs show excellent noise stability across our entire science band down
to 0.1 Hz.

7https://docs.scipy.org/doc/scipy/reference/generated/scipy.signal.
welch.html

https://docs.scipy.org/doc/scipy/reference/generated/scipy.signal.welch.html
https://docs.scipy.org/doc/scipy/reference/generated/scipy.signal.welch.html
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Figure 3.42: Measured TKID NEP in pair sum (dashed) and pair difference (solid)
lines as a function of frequency measured with -96 dBm of readout power. The
bolometer thermal roll off is visible at a few 10s of Hz. At much higher frequencies,
the generation recombination rolloff is visible especially at the lowest heater bias
levels.
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Figure 3.43: Measured TKID NEP in pair sum (dashed) and pair difference (solid)
lines as a function of frequency. The noise data was acquired at 5.966 pW and the
variation with readout power gain is shown here. The noise spectra show two rolloffs
as expected: a thermal and a quasiparticle response. The measured phonon noise
level seen below 10 Hz is stable against readout power variation. The generation
recombination rolloff set by the quasiparticle lifetime is very evident at above 1000
Hz. A TX gain of 11 dB corresponds to -96 dBm on chip in our readout system.
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C h a p t e r 4

THE TKID DEMONSTRATION RECEIVER

The TKID demo camera receiver adapts a pre-existing Keck 150 GHz receiver
for compatibility with a TKID focal plane. The goal of this experiment is to
demonstrate maturity of TKIDs at NASA’s technology readiness level 6: deployment
in a representative ground environment. TKIDs are an attractive detector across the
electromagnetic spectrum and even in particle physics.

Within the context of CMB, our goal is to target degree scale polarization. To
mitigate systematics, the telescope is a small aperture refractor, with cold optics.
The entire telescope can rotate along its boresight, both to reconstruct Q and U from
polarized maps of the sky and to mitigate ground synchronous polarized signals.
The TKID Demo Camera targets deployment at the South Pole in the BICEP Array
mount, co-observing the sky with the already deployed TES receivers: BA1 (at
30/40 GHz), BA2 (at 150 GHz) and BA4 (to be deployed to observe at 220/270
GHz). Each receiver is independent but observes the same patch of sky. All the
receivers will be located on a single mount and rotated together.

Figure 4.1: A breakdown of a single Keck receiver.
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This chapter focuses on the design of the TKID receiver. Special emphasis will
be on the modifications to the receiver for compatibility with the RF architecture
used for TKID readout. This chapter will also detail the readout platform that was
targeted for deployment, SMURF.

The two key advantages of our small-aperture telescope design are:

• Low Internal Loading: The photon noise loading the detectors as derived
in eq. (A.1) has a significant contribution from the instrument (eq. (A.4)).
In our telescope design, all the optics are cooled down to 4K, lowering the
contribution to the loading due to the emissivity of the optical system.

• Axial Symmetry: The on-axis design of the receiver, allows for rotations
around the optical axis. These are typically referred to as ‘Deck’ rotations.
This symmetry also allows the side lobes of the main beam to be intercepted
by black absorptive forebaffles.

Optical Design
Window

The cryostat window is constructed from Zotefoam PPA30. Stycast 2850 epoxy
is used to attach the foam to the Aluminum vacuum jacket. The surface of the
Zotefoam is roughened to promote adhesion to the vacuum jacket. The Zotefoam
window is strong enough to withstand pressure under vacuum although must be
carefully monitored over long time scales (∼ 2-3 years) for tears in the foam that can
lead to catastrophic cryostat failures.

The inside of the vacuum jacket is lined with Multi-Layer Insulation (MLI) to reduce
radiative loading of the inner cryostat shells by the warmer 300K vacuum jacket.

50K Insert

The 50K insert is rather simple. The only optical components at 50K are 2 PTFE
IR filters and a single Nylon filter. In order from upper to lower, the PTFE filters
are 1.35" and 0.5" thick while the Nylon filter is 3mm thick. These materials are
transparent at millimeter waves while very absorptive in the Far Infrared. They
reduce the total loading on the 4K stage since the Pulse Tube cryocooler only has a
limited cooling capacity at 4K.
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The filters are secured onto Aluminum rings that are then mounted onto the 50K
filter holder. The filters are therefore only cooled through thermal contact along
their edges. We expect that the center of the filter is slightly warmer than 50K due
to the poor conductivity of Teflon and Nylon. Here however, the low emissivity of
PFTE (∼ 2 %) comes to the rescue. We estimate that the total loading in band due
to the filter stack is less than 1 pW.

Figure 4.2: Cryostat optics chain

4K Insert

The 2 refractive lenses and an additional set of IR blockers are heat sunk onto the
4K insert. These lenses are each about 30 cm in diameter and are made from anti-
reflection coated High Density PolyEthylene (HDPE). An aperture stop intercepts
the main beam near the first null of the Airy disk. The aperture stop is made from
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a ring of tapered Eccosorb AN73 located directly behind the objective lens. The
diameter of the aperture 𝐷 = 26 cm.

The focal ratio f/# of the receiver was chosen to match the 2F𝜆 criterion. That is,
for observations at the wavelength 𝜆, given the pixel spacing Δ𝑥, the incoming focal
ratio 𝐹 = 𝑓 /𝐷 for 𝑓 the focal length of the telescope, the relation

2𝐹𝜆 = Δ𝑥 (4.1)

holds. For 2 𝑓 𝜆 pixel spacing, most of the beam couples to the telescope with a
spillover fraction of about 13%. The receiver has a focal length of 587mm, giving
a focal ratio f/2.2. For 𝜆 = 2mm at 150 GHz, the criterion is satisfied with a pixel
spacing of 8.8mm. As we will detail later, the actual pixel spacing on the focal plane
is 8.7mm. The final Nylon IR filter and a 8.5 icm low-pass metal mesh filter are
located between the objective and eyepiece lenses.

The 4K optics are contained within 2 optics tubes made of Al 6061. The upper tube
holds the objective lens and the aperture stop. The lower tube holds the eyepiece
lens and the IR filters. The separation between the eyepiece lens and the detectors
is 151mm when cold. Copper bars span the outside of the 4K tube to reduce the
thermal gradient between the top and bottom of the 4K insert and minimize the
subsequent loading on the IC stage of the telescope. The inside of the 4K tube is
also line with absorptive Eccosorb HR10 coated with a mixture of Stycast 2850 and
carbon lampblack. The specific recipe known as Bock black. The absorptive walls
of the 4K tube terminate any stray light rays onto a cold 4K surface minimizing
loading on the detectors. HR 10 coated Baffle rings are also mounted on the inside
of the 4K tube to minimize low incident angle scattering from the smooth walls of
the inside of the 4K tube.

Mechanical Support Structures
The internal stages of the cryostat are both thermally separated and mechanically
supported using a series of trusses. These trusses must be strong enough to support
the weight of all components of the telescope even when the telescope is in motion
or rotated fully upside down during telescope assembly or disassembly.

The 50K shell is isolated from the 300K shell using Carbon fiber trusses at the
bottom of the cryostat and titanium boomerang-shaped supports at the top of the
cryostat. 20 layers of multi-layer insulation (MLI) are installed between the 300K
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and 50K shells and held in place using Kevlar string. The reflective layers in the
MLI are thermally isolated from each other and reduce the radiative loading on the
50K stage due to the 300K shell.

Similar carbon trusses and titanium supports are used to isolate the 4K shell from the
50K shell. The 4K insert holds much of the internal thermometry of the cryostat as
well as the readout electronics. Specifically for TKIDs, the 4 Low Noise Amplifiers
(LNAs) needed to readout each of the 4 tiles on the focal plane are housed in an
aluminum box mounted onto the 4K base plate.

The sub-K stage is supported on a set of carbon trusses above the 4K fridge volume.
The truss structure contains progressively lower temperature stages: 2K, 1K and a
final 250 mK stage that holds the focal plane.

Cryogenic Design
Pulse Tube Cryocooler

The receiver is cooled to 4K using a pulse tube cryocooler. Similar to the other Keck
telescopes, we use a PT-410 cryocooler from CryoMech1. The pulsetube system is
aligned with the optical axis of the telescope. The PT-410 supplies roughly 1W of
cooling power at the first (4K) stage stage and 50W of cooling power at the second
(50K) stage. The frequency of the pulse tube is nominally set to 1.2 Hz but can be
tuned to optimize performance.

Heatstraps made of high purity aluminum and copper foil electrically welded onto
copper blocks connect the head of the 50K/4K stage to the base of the 50K/4K plate.
The heatstraps are made of thin foil to mitigate the transmission of vibrations from
the pulsetube head to the rest of the cryostat. Microphonic noise can couple into
bolometers causing additional noise.

Sub-K stages

A 3 stage (He4 − He3 − He3) sorption fridge is attached to the base of the 4K
stage. This fridge provides all the cooling power necessary to reach the operating
temperature of the TKID focal plane. The sorption fridge was designed and provided
by Duband.

The sorption fridge consists of pressurized chambers holding He4,He3 gas connected
to active charcoal sorption pumps. Heating the sorption pumps drives gas out of

1Now part of BlueFors. https://bluefors.com/products/cryomech-products/

https://bluefors.com/products/cryomech-products/
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Figure 4.3: Measured Load curves of the PT-410 receiver.

the pumps raising the gas pressure. When the gas reaches thermal equilibrium at
the higher pressure, it is then possible to condense liquid Helium in the evaporation
chambers of the fridge. Once a sufficient amount of liquid is collected, the pumps
are then cooled. The cooling of the pumps lowers the gas pressure causing the
liquified He to evaporate. The latent heat of vaporization of the He provides the
cooling power of the fridge.

The first stage of the fridge contains only He4 gas. The fridge bracket thermally
sunk to the 4K stage of the cryostat sets the condensation point. Typically, the
fridge bracket sits between 3-4K. The evaporator of the first stage provides the
condensation point for the second He3 stage. This is usually referred to as the Inter-
Cooler (IC) stage. The IC evaporator can reach down to 350mK during the fridge
cycle and provides the condensation set point for the final Ultra-Cooler (UC) stage
which can achieve much lower pressures of He3 allowing it to reach down to 250
mK. Closed system cryocoolers have limited enthalpy and therefore the thermal load
on the cooler must be carefully controlled. Additionally, the fridge must be thermal
cycled in order to achieve operating temperatures. In lab settings, we perform 3
successive fridge cycles to maximize the hold times of our fridge. The fridge cycle
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Figure 4.4: The TKID receiver fridge attached to the 4K baseplate with all the
thermometry and heatstraps attached.

takes about 8 hours in total and can be run remotely overnight. The hold time is
dependent on the thermal load on the cryostat, and we have achieved a maximum
hold time of about 2.5 days when the focal plane is unloaded.

All the thermal straps used to connect the UC and IC stages of the sub-K insert
to the fridge are made of high thermal conductivity oxygen free (OFHC) copper
foil e-beam welded to solid copper blocks. The welded blocks allow for mounting
of the heat straps using a set of predetermined washers and screws. The thermal
conductivity of the joints is limited by the thermal resistance of the contact between
the 2 metal surfaces. In closeup procedure, all mating thermal surfaces are cleaned
using isopropanol and scotchbrite. Aluminum screws are used to ensure that the
preload during initial mounting is maintained through the thermal contraction of
the joint at base temperatures. Kevlar string is used to restrain the positions of the
thermal straps to prevent thermal shorts during close up and operation.
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Figure 4.5: An example of a fridge cycle taken in short K0.

HouseKeeping and Thermometry

Lakeshore2 Diode and Cernox thermometers are used to monitor the cryostat tem-
peratures at key locations on the Focal Plane Unit (FPU), fridge and 4K stages.
Reliable and accurate thermometry is necessary for cycling the fridge during re-
ceiver operation.

In the TKID receiver, we do not maintain the Neutron Transmutation-Doped (NTD)
thermometers for low noise measurements of the tile and focal plane that are present
in existing FPU units. For the demonstration camera, the requirements on focal plane
temperature stability are much less stringent. In future iterations, we plan to instead
use a Two-Level System (TLS) thermometer for monitoring the temperature on each
tile. The advantage of this approach is that the thermometer will be integrated
into the fabrication of the tile and will not require any additional hybridization and
integration. Additionally, the frequency of the TLS thermometer can be set to be
within or close to the resonator readout band, allowing the temperature of each
tile to be monitored through the same system as the resonator readout without any
additional wiring or electronics.

2https://www.lakeshore.com/home

https://www.lakeshore.com/home
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We also maintain heaters in the cryostat for temperature regulation, fridge cycling
and diagnosing cryogenic issues. In the initial cooldowns, we maintained heaters
on the 50K and 4K heatstraps to measure the pulse tube performance (see fig. 4.3).
Fridge operation also requires heaters specifically for controlling the He4 and He3

pumps and heat switches. We use two HP 3632A bench-top power supplies which
provide enough channels and bandwidth to run all the heaters.

RF System
The RF system represents the biggest modification to the Keck receiver. Our RF
system was first tested end-to-end in a modified Keck cryostat called short K0 that
was used for both optical and dark characterization of TKID devices. The full Keck
cryostat requires about 3 person-days of work in order to completely open up, make
changes and close back up before cooling down. The short K0 cryostat remedies
this, reducing the turn-around time to about 6 person-hours.

Short K0

Short K0 entirely modifies the 300K and 50K shells so that the focal plane can be
accessed entirely from the top without needing to rotate the cryostat to extract the
shells. The 4K optics tube was completely eliminated and we transferred the set
of optics onto new adapter pieces. The 4K fridge volume space was also enlarged
slightly in short K0. We worked with Precision Cryogenics3 for the fabrication to
meet the tight tolerances and surface finish needed on all the vacuum interfaces.
The shells were made from aluminum 6061 since aluminum 1100 was difficult to
procure. We commissioned the new testbed complete with a set of thermal and
bandpass filters at 50K and 4K and with new thermal straps for the 2K and 1K
stages. Our first successful cooldown in the short K0 configuration was in March
2023. All the subsequent optical and dark testing work has been performed in this
new testbed.

RF Chain

The readout system is optimized for continuous fixed tone comb readout and is
designed to be readily transferable from short K0 into any other Keck receiver. Our
science tile design band is 450- 900 MHz. A signal generated from the readout
system is filtered and attenuated by 30 dB before entering the cryostat.

3https://precisioncryo.com/

https://precisioncryo.com/
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Figure 4.6: First full assembly of the short K0 cryostat.

The 300K vacuum interface was modified to accommodate a new RF front plate
(fig. 4.7) that has 8 SMA connectors. The SMA connectors are connected to an
8-channel bundled Cri/oFlex flexible RF cables through copper coax cables internal
to the 300K vacuum space. The Cri/oFlex cables are made by Delft circuits 4

and consist of 8 silver stripline channels enclosed in a polyimide (Kapton) as the
dielectric and sandwiched by 2 conducting ground planes. The end of the Cri/oFlex
cable is mechanically anchored at 300K using an aluminum bracket. The cable runs
from 300K to 4K and is thermalized at 50K. The narrow form factor of the Cri/oFlex
line was crucial because of the minimal clearance between adjacent thermal stages
in the compact cryostat. This is in contrast to many cryogenic RF coax cables which
often degrade in performance once they are bent into shape.

At the 4K stage, an additional 20 dB of attenuation per line is installed on the inputs
to the amplifiers. The Cri/oFlex cable does not degrade the thermal performance of
the 50K and 4K stages. This is in line with calculations performed using the online
thermal load calculator provided by Delft circuits. For the cold amplification, we

4https://delft-circuits.com/cri-oflex-technology/core-technology/

https://delft-circuits.com/cri-oflex-technology/core-technology/
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Figure 4.7: Modified 300K vacuum base plate in short K0 included a new RF front-
plate that accommodates 8 SMA connectors.

use a set of 4 CIT-LF2 5 Low Noise Amplifiers (LNAs) made by Cosmic Microwave
Technology. These amplifiers have high gain across our entire readout band with a
sufficiently low noise temperature previously measured to be about 5.2K in our ADR
cyrostat. The amplifiers are housed within an aluminum box shown in fig. 4.8 that
is mounted directly onto the 4K base plate next to the sorption fridge. The power
dissipation of the 4 amplifiers raises the 4K stage temperature. This translates to a
20 mK increase in the UC stage temperature during dark measurements.

A second set of Cri/oFlex cables complete the RF path between 4K and the UC
stage with an intermediate thermalization step at the 1K stage. The final set of 20dB
attenuators are mounted directly to the SMA terminations of the Cri/oFlex lines
and isothermal copper coaxial cables make the final connection between the focal
plane unit and the flex cable. The attenuators are only placed on the transmit side
of the RF chain. Figure 4.10 shows the TKID focal plane with the final RF cables
installed. Figure 4.11 shows the final configuration of the focal plane with the RF
shield enclosing all the cables.

5https://www.cosmicmicrowavetechnology.com/citlf2

https://www.cosmicmicrowavetechnology.com/citlf2
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Figure 4.8: The amplifier box with all 4 CIT-LF2 low noise amplifiers and the power
distribution board before installation onto the 4K base plate.
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Figure 4.9: The amplifier box installed in the 4K fridge volume. The flex cable in
view connects to the UC stage of the cryostat. The copper coax cables terminated
at the base of the amplifier box connect the amplifiers to the first Cri/oFlex cable
running between 300K and 4K.

Figure 4.10: The TKID focal plane with the detectors covered and all RF cables
installed. The Cri/oFlex cable is installed on the underside of the UC stage and is
not visible in this image. The aluminized mylar shroud makes up the RF shield that
encloses the 2K volume and the focal plane.
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Figure 4.11: View of the focal plane with 2 tiles installed before installing the
bandpass filter at 2K. The antennas on the wafer are back-illuminated through the
silicon wafer and a quartz antireflection tile.
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C h a p t e r 5

DESIGN OF THE 150 GHZ TKID CAMERA

The prototype TKID devices achieved many of their prescribed goals. Both the
waffle TKID devices and the 2x3 chips demonstrated the excellent noise performance
needed to for CMB observations. The dark resonator arrays were instrumental in
refining our fabrication process and developing new calibration tools. Additionally,
we verified our optical design using the 2x3 chips and showed that TKIDs could be
successfully coupled to planar phased array antennas. The design and development
of the 150 GHz TKID tiles represents the final major milestone of this project. It is
a significant scale up in the complexity of the design.

We developed 2 150 GHz tile designs, hereafter named the MLA and Ex-3 versions.
As an endeavor, device design is not independent of fabrication. The design of the
MLA version of the tile was designed in April 2020 during the Covid-19 pandemic.
Because of the difficulty of procuring reticles for lithography on the Canon stepper
as we initially planned as well as the inaccessibility of the stepper programming
computer, we designed a version of the tile that could be fully fabricated using the
Heidelberg laser writing sytem1 to continue our fabrication efforts. A photograph
of the MLA version of the tile is fig. 5.2. Unfortunately, the laser write system has
a much lower resolution than the stepper system and could not reliably fabricate
1 micron wide inductors across the entire wafer greatly affecting the resonator
yieldsection 6.1. The resolution also significantly affected the finest microstrip
features on the antenna leading to anomalously low optical efficiency.

In summary, the changes in the design between the MLA version and the Ex-3
versions of the 150 GHz TKID tiles are:

• The pixel-to-pixel spacing was reduced from 8.4 mm to 8.16 mm. This
restored antennas on the 4 corner pixels.

• The capacitor footprint on wafer changed from 0.516 mm x 2.4mm to 0.44
mm x 3.35 mm.

1https://heidelberg-instruments.com/product/mla150/

https://heidelberg-instruments.com/product/mla150/
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• The frequency schedule across the wafer in the MLA design was monotonic
along the feedline as shown in fig. 5.3. In the Ex-3 design, polarization A
and polarization B resonators were separated into 2 bands with a 25 MHz
spacing. The 25 MHz gap is wide enough to discriminate between resonators
corresponding to the two orthogonal polarization directions even under the
highest optical loads encountered during laboratory characterization.

• The Ex-3 resonator design is compatible with 3 choices of bolometer leg
length: [188 𝜇m, 296 𝜇m, 352 𝜇m]. The baseline design is the 296 𝜇m
bolometer.

• On each row, the all the calibration heaters are wired out in series. In the
MLA version, the heaters were only accessible in rows 2 – 7. In the Ex-3
design, all the rows have heater bias lines.

• In the MLA design, the resonators corresponding to the corner pixels were
made into dark detectors. In the Ex-3 design all the resonators are connected to
an antenna. However, we generate dark pixels during the capacitor trimming
step by checking for unpaired resonators and isolating them from the antenna.

A single tile, shown in fig. 5.1 consists of an 8x8 array of dual polarization pixels.
Each antenna is coupled to 2 bolometers: one for each polarization. All 128
detectors are coupled to a single feedline. We also maintain a number of calibration
heaters to enable laboratory characterization.

In this chapter, we discuss the design of both the 150 GHz tile and the 150 GHz focal
plane unit. I designed both the MLA and Ex-3 versions of the tile while Lorenzo
Minutolo designed the focal plane PCB and readout.

Detector Simulations
A TKID resonator is too large to simulate monolithically. This is further complicated
by the presence of different dielectrics at the capacitor in comparison to the inductor
the inductor. To account for this, we instead separately simulate sections of the
capacitor and inductor and assemble them as a Sonnet netlist2. Simulations include
a section of the feedline in order to extract the resonance frequency and resonator
parameters.

2https://www.sonnetsoftware.com/products/sonnet-suites/ef-netlist.html

https://www.sonnetsoftware.com/products/sonnet-suites/ef-netlist.html
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Figure 5.1: A single Ex-3-TKID tile installed in a wafer holder for dark testing at
JPL. The SMA connectors are soldered onto an RF line on the PCB. The PCB also
routes signals for biasing the heaters.

Figure 5.2: For comparison, a single MLA version 150 GHz TKID tile before dark
testing at JPL. The corner pixels in the MLA version were dropped to allow for
wider spacing between the pixels for the capacitors.
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Figure 5.3: Design frequency schedule for a MLA 150 GHz TKID tile.

In Sonnet, we split the IDC into 50 finger sections. The largest IDC has 16 such
sections. All the capacitors have the same footprint on the wafer because the ends of
the capacitor are padded with single-sided finger stubs. We simulated the capacitor
with [2,3,4,5,6,8,10,12,14,16] sections. The IDC consists of 2 micron wide fingers
with 2 micron wide spacing between them. The fingers are 352 𝜇m long on the
main capacitor and 30 𝜇m long on the coupling capacitors.

Layer Material Thickness [𝜇m] Properties
0 Air 500 Lossless
- Nb 0.12 General Metal, 0.138 pH/sq surface inductance
1 SiO2 0.3 Dielectric constant: 3.9, Lossless
- Nb 0.12 General Metal, 0.138 pH/sq surface inductance
2 Si 500 Dielectric constant: 11.9, 1e-6 loss tangent
3 Air 1000 Lossless

Table 5.1: Dielectric stack used to simulate the capacitor.
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Figure 5.4: Design frequency schedule for an Ex-3 style 150 GHz TKID tile.

Capacitor Dielectric Stack

Inductor Dielectric Stack Only a single inductor design is used for all the res-
onators in the array. We therefore simulated an inductor on a bolometer island in
the 100 MHz – 1200 MHz frequency range.

Layer Material Thickness [𝜇m] Properties
0 Air 500 Lossless
- Nb 0.4 General Metal, 0.158 pH/sq surface inductance
- Al 0.05 General Metal, 0.25 pH/sq surface inductance
- Au 0.3 Resistivity 187.5 Ω·cm
1 Si2𝑁3 0.3 Dielectric constant: 7.5, 1e-8 loss tangent
- Nb 0.12 General Metal, 0.138 pH/sq surface inductance
2 SiO2 0.3 Dielectric constant: 3.9, Lossless
3 Air 1000 Lossless

Table 5.2: Dielectric stack used to simulate the inductor on the bolometer.

The inductance as shown in fig. 5.5 has little variation across the entire frequency
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Figure 5.5: Simulated resonator inductance between 100 MHz and 1200 MHz. We
conclude that all resonators on a tile. The variation in inductance between 400-900
MHz is less than

range we are considering. The frequency dependence of the IDC impedance will
dominate the resonator placement. However, because of the presence of ground
plane on the bolometer legs, the inductor has parasitic capacitance to GND of about
0.98 pF on each of its ports.

The capacitor is well modeled as a series capacitor and inductor. The capacitance
has a small quadratic correction. In pF 𝐶 = 12.1626 𝑥 + 2.2039 𝑥2 + 1.3798 with
𝑁0 = 800 and 𝑥 = 𝑁/𝑁0 where 𝑁 is the number of fingers in the IDC.

The individual capacitor and bolometer simulations are assembled into a full res-
onator netlists and simulated over the entire frequency band (100 – 1200 MHz).
However, this band is too wide to resolve the location of the resonator with the
resolution of the simulation. We therefore perform repeated simulations while nar-
rowing the simulation bandwidth eventually down to about 4 MHz in order to fit
for the resonance and extract out the resonator parameters. The extracted 𝑆21 for
the resonator simulation with 4 capacitor sections is shown in fig. 5.7. The dielec-
tric loss added in the simulations lowers the internal quality factor of the resonator
increasing its visibility in the simulation.

The resonator frequency 𝑓𝑟 as a function of the number of IDC fingers 𝑁 is well
modeled by the relation

𝑓𝑟 = 𝑓𝛼𝑥
−1/2 [1 + 𝛼 + 𝛽𝑥 + 𝜖/𝑥]−1/2 . (5.1)
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(a) (b)

Figure 5.6: Simulated capacitance and parasitic inductance of the IDC as a function
of the number of fingers in the IDC. The extracted capacitance and inductance are
the black circles. Quadratic polynomial fits to the data are given as the red curves.

Figure 5.7: A fit to 𝑆21 extracted from a resonator netlist as a function of frequency.
The best fit resonator parameters are given in the legend to the upper right. The
simulation bandwidth was scaled down from 1.1 GHz to 4 MHz in order to resolve
the resonance. Even so, only a few points lie well within the resonator bandwidth
as evident from the I/Q circle.
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(a) (b)

Figure 5.8: A comparison of the simulated resonance frequencies to the model
prediction. Left: Simulated resonance frequencies in black and a best fit curve
using eq. (5.1). On the right are the best fit residuals. The residuals are not random
but are much smaller than the spacing between adjacent resonators. We can therefore
use this model to predict the resonance frequencies of the array.

This model was extracted from considering the IDC parameters extracted from the
simulations. From the best fit shown in fig. 5.8, 𝑓𝛼 = 478.6MHz, 𝛼 = 0.0924,
𝛽 = 0.205 and 𝜖 = 0.128. With this model, the residuals have a std. deviation
of less than 0.4 MHz, much smaller than the 3 MHz spacing between adjacent
resonators. This equation is also easy to invert numerically to predict the number
of fingers that correspond to a given frequency.

We are interested in bridging the simulated resonance properties with a circuit model
based on all the elements in the resonator design. A simple resonator circuit model
includes an inductance 𝐿, capacitor 𝐶 and 2 identical coupling capacitors to the
feedline and to ground 𝐶𝑐. We additionally account for the parasitic inductance
of the capacitor, 𝐿series and the excess capacitance to ground, 𝐶𝑝1 on the feedline
side and 𝐶𝑝2 on the ground side of the capacitor. In such a model, the resonance
frequency, 𝑓𝑟 , and coupling quality factor are given by

𝜔2
𝑟 =

[
(𝐿 + 𝐿series)

(
𝐶 + 𝐶par

) ]−1 (5.2)

𝑄𝑐 =
2𝐶

𝜔𝑟𝐶
2
𝑐 𝑍0

·
(2𝐶𝑐 + 𝐶𝑝1 + 𝐶𝑝2

𝐶𝑐 + 𝐶𝑝2

)2
·
(
𝐿 + 𝐿series

𝐿

)2
(5.3)

where 𝜔𝑟 = 2𝜋 𝑓𝑟 and 𝐶𝑝𝑎𝑟 =
(
𝐶𝑐 + 𝐶𝑝2

) (
𝐶𝑐 + 𝐶𝑝1

)
/
(
2𝐶𝑐 + 𝐶𝑝1 + 𝐶𝑝2

)
.
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This circuit model however consistently underestimates the resonance frequency and
overestimates the coupling quality factor. In the resonator design, we can account
for this by scaling our circuit predictions by a multiplicative factor but this is a
strong suggestion that we are not fully capturing the physics of the resonator in our
on paper modeling.

(a) (b)

Figure 5.9: Predicted resonance frequency and coupling quality factor (blue dia-
monds) from circuit models in comparison to the results from fitting the simulations
in Sonnet. The circuit model underestimates the resonance frequency and overesti-
mates the coupling quality factor.

A Novel Approach to Interpreting Resonator Simulations
In section 2.2, I detailed a consistent and unified approach to extracting resonator
parameters from a circuit models. This approach lends itself naturally to inter-
preting simulations so as to better inform resonator design and generates intuition
for understanding how resonator properties shift due to fabrication, line impedance
mismatch, wire bond effects, and other effects.

The key observation, is that the resonator description is much simpler when ex-
pressed in the impedance parameters rather than the scattering parameters. In
general, the impedance matrix (here denoted 𝑍̂) of a passive network is a function
of 4 complex network functions of frequency: [𝑍𝑎, 𝑍𝑏, 𝑌 , 𝛿]. We explicitly have

𝑍̂ (𝜔) = ©­«
1
𝛿

(
𝑍𝑎 (𝜔) + 1

𝑌 (𝜔)

)
1

𝑌 (𝜔)
1

𝑌 (𝜔) 𝛿

(
𝑍𝑏 (𝜔) + 1

𝑌 (𝜔)

)ª®¬ . (5.4)
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𝛿 is a parameter that is typically close to 1 and captures the degree to which the
network being simulated is mismatched from the port impedances (here taken to be
𝑍0 = 50Ω). In a circuit model, it is easy to extract 𝛿. In simulations, if the loss is
small and largely restricted to the resonator loss, we can estimate the value of 𝛿 as
a function of frequency in either of 3 ways:

𝛿 =
[
Re(𝑍̂2,2)/Re(𝑍̂1,1)

]1/2
, (5.5)

=
[
Re(𝑍̂2,1)/Re(𝑍̂1,1)

]
, (5.6)

=
[
Re(𝑍̂2,2)/Re(𝑍̂2,1)

]1/2
. (5.7)

For the simulation set considered in chapter 5, the first approach works well. With
𝛿 in hand it is straightforward to extract out the remaining parameters. The full
impedance parameters are given in fig. 5.10 as a function of frequency. 𝑌 is the only
parameter that contains resonance features.

𝑌 = 1/𝑍̂2,1, (5.8)

𝑍𝐴 = 𝑍̂1,1𝛿 − 𝑍̂2,1, (5.9)

𝑍𝑏 = 𝑍̂2,2/𝛿 − 𝑍̂2,1. (5.10)

𝑍𝑎, 𝑍𝑏, and𝛿 can be combined by introducing two complex dimensionless functions:
𝜁 = 𝛿 + 𝑍𝑎/𝑍0 and 𝜂 (𝜔) = 1/𝛿 + 𝑍𝑏/𝑍0. As we will see, the scattering parameters
are concisely expressed in terms of 𝜁 and 𝜂. Additionally, let 𝑍tot = 𝑍0 [1/𝜁 + 1/𝜂]−1

be the total impedance looking out into the external circuit from the resonator.

The next step is to separate out the resonator filter function shown in fig. 5.11b
from the slowly varying background admittance as 𝑌 = 𝑌 · R where R is the
filter function. Here, we independently fit the real and imaginary parts of 𝑌 to the
following rational functions:

Re(𝑌 ) =
𝑝2 𝑓

2

𝑓 2 + 𝑞1 𝑓 + 𝑞0
, (5.11)

Im(𝑌 ) =
𝑟3 𝑓

3 + 𝑟2 𝑓
2 + 𝑟1 𝑓

𝑓 2 + 𝑞1 𝑓 + 𝑞0
, (5.12)
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(a) (b)

Figure 5.10: Extracted impedance matrix parameters from the resonator simulation
with 4 capacitor sections. 𝑍𝑎 and 𝑍𝑏 are purely imaginary. The 3 estimates of 𝛿
according to eq. (5.5) are largely consistent with each other. Importantly, 𝑍𝑎, 𝑍𝑏, 𝛿
show no resonance features.

to separate the 2 contributions 𝑌 and R as shown in fig. 5.11. Model fitting is not
strictly necessary since we are only interested in the zero and pole frequencies of the
resonator filter function. The smoothed admittance 𝑌 = (𝑟3/𝑞0) · 𝑓 can be extracted
by applying a smoothing filter if the simulation has enough data points, or even from
combining multiple simulations.

The resonator filter function is a model of only 3 parameters as given in eq. (2.21).
It follows that We can predict 𝑆21 directly using equation eq. (2.18) as shown in
fig. 5.12.
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(a) (b)

Figure 5.11: A decomposition of the shunt admittance into a background and
single pole component. (Left) Fit to the shunt admittance using the model detailed
in eq. (5.11). (Right): The extracted single pole resonator filter. A single pole
resonator filter can be modelled as a function of only 3 parameters.

Figure 5.12: The predicted 𝑆21 from eq. (2.18) compared to 𝑆21 extracted from a
resonator netlist as a function of frequency. This is the same resonator given in
fig. 5.7.
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(a) (b)

Figure 5.13: Resonator parameters extracted from the impedance parameters (black
circles) agree with the results of fitting 𝑆21 (in red). The blue data points are the
results of a circuit model as detailed in chapter 5 and fig. 5.9.

5.1 Single Pixel Layout
We couple our TKIDs to a planar dual polarization slot array antenna designed
and fabricated at Caltech/JPL (Ade, Aikin, Amiri, Barkats, Benton, Bischoff, Bock,
Bonetti, et al., 2015; Kuo et al., 2008). This antenna does not require horns
and other coupling optics. The wafer is back side illuminated through the silicon
and the optical power couples to two co-located, orthogonally polarized 12x12
planar antenna array. Each slot sub-radiators is patterned in the superconducting
niobium (Nb) ground plane. All slots of a given orientation are coherently combined
through a microstrip summing tree to synthesize a single equivalent antenna for that
polarization orientation. Power from each antenna is passed through an on-chip
band-defining filter before being dissipated on a suspended bolometer island. We
use a three-pole design for the filter, implemented using lumped element components
instead of transmission line resonators which can suffer resonant frequency leaks.

Fig. 5.14 shows the layout of a single TKID pixel on the wafer. In order to
maintain the tight packing of the antennas, the IDC tanks that set the resonance
frequency of the resonators are long and narrow. The location of the bolometer also
changes from above the antenna to below the antenna from column to column. This
staggered placement allows heater bias lines to stitch through each row addresses
every calibration heater (16 in total) on a single row of the wafer in series. This
sacrifices our ability to address each bolometer independently, but allows us to do
lab characterization assuming uniform resistor film properties across each row.
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The staggered bolometer placement also allows for the placement of the IDCs from
adjacent columns into the same spacing between the antennas. The gap between
the two capacitors allows the 5 𝜇m wide heater bias line to thread through and back
till the end of the row. The microstrip lines from the antenna to the band filter run
parallel to the capacitor via edge. From one of the two coupling capacitors, a short
microstrip section connects to the feedline. A pair of 2 micron wide microstrip
lines with 4 𝜇m spacing run the length from the capacitor to the inductor. A final
microstrip section connects a second coupling capacitor to GND through a large
capacitor pad.

5.2 Focal Plane Unit
The Focal Plane Unit (FPU) is supported on thermally isolated V shaped carbon
fiber supports mechanically anchored to the 350 mK Nb shield.

Copper Plate The OFHC copper plate provides the mechanical structure of the
focal plane. It is the primary thermal mass of the focal plane. The center of the
copper plate has 4 cutouts - one for each 4" detector tile. The edges of the cutouts
have corrugations of specially designed grooves which depth and impedance chosen
to suppress polarized reflections near the edge of the detector tile (Ade, Aikin,
Amiri, Barkats, Benton, Bischoff, Bock, Bonetti, et al., 2015). The detectors are
thermally sunk to the copper frame using hundreds of gold wirebonds along 3 of
the 4 wafer edges. The gold bondpads on the detector tiles make direct contact with
the silicon. A quartz anti-reflection (AR) tile, quarter wavelength thick is mounted
on the illuminated side of the wafer and the antenna faces a niobium backshort at
a quarter wavelength spacing away from the tile. The wafer and AR tile have a
pin and a slot for precise alignment using pins on the focal plane. The slot allows
for mechanical freedom to accommodate the differential thermal contraction of the
copper during cool down without warping the detector tiles. Specially manufactured
Beryllium-copper tile clips press the Si wafer and AR tile down against the copper
plate preventing vertical motion of the wafer. The copper plate used in the TKID
focal plane was obtained from spare focal plane parts from the Keck Array.

Focal Plane Distribution Board The focal plane distribution board interfaces all
signals (both DC and RF) to and from the TKID tiles. The FPU distribution board
shown in fig. 5.15 incorporates 6x 37-way micro-D connectors to complete the
interface between the non-isothermal cables (J-cables) and the detector tiles. This



160

Figure 5.14: An image of the R1C5 pixel from the CF230725 Ex-3 wafer. The TKID
bolometers measuring power from each polarization are located above the antenna.
The bolometer position switches from above to below the antenna in each column
to efficiently tile the wafer. The IDC tanks for each TKID resonator are located off
the island and are slotted between adjacent antennas. The feedline and heater bias
lines are in view at the top of the image. The features between the bolometers are
the RF choke filters to reject direct stimulation pickup from the capacitors.
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concept was maintained from the previous Keck design where the cables were used
for the TDM readout of TES detectors. In our design, the connectors to distribute
calibration signals to the heaters on each of the 4 detector tiles. The connectors
on the board were repositioned to accomodate eight SMA connectors. The overall
FPU footprint was left unchanged to accommodate a minimal deployment option to
the field in which we would only carry a focal plane and the RF readout chain to
install into a receiver already present at the South Pole. Note that the calibration
infrastructure is only strictly necessary for lab measurements. On sky, no calibration
signals will be applied to the detectors.

(a) (b)

Figure 5.15: 3D rendering of the FPU signal distribution board. On the left, the
side pointing toward the cryostat is rendered. The soft Gold plated bondpands for
the tile assembly are visible. On the right side the layer of the PCB that should
have pointed to the sky is rendered. The black boxes on the panel are placeholders
representing the mechanical clearances of the various connectors. We can note on
this specific version the absence of one of the six micro-d. The connector removed
specifically carried redundant diagnostic information used exclusively during the
material characterization phase of the project. The micro-d connector has been
replaced by two additional SMA RF connectors for loopback testing of the board.

Care was taken in the design of the distribution board to prevent cross-coupling
between the RF and DC signal paths on the board. Each signal layer is interleaved
with a double Copper weight ground plane, in a stripline geometry for the internal
layers of the PCB. The calibration signals are routed entirely on the top layer. The
PCB is made of standard Rogers Corporation (series 4000) material which is easily
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procurable and was manufactured by PCBWay3.

5.3 Fabrication, Inspection and Quality Control
The biggest challenges in developing TKIDs have been in fabrication. It is non-
trivial to scale a design from a few prototype devices to a full working array. We
will only detail the fabrication of the Ex-3 tiles in this section. These tiles were
fabricated between March 2023 and January 2024. A summary of the processing
steps is given in table 5.3

Material/Function Deposition Etchant Lithography System
1. Low-stress Nitride High temperature LPCVD CHF3, ICP-RIE -
2. Niobium Ground Plane Sputtered Etchback CHF3/O2 etch Ex-3
3. SiO2 ILD RF Sputtered Etchback CHF3/O2 etch MLA
4. SiO2 Via/Perimeter Oxide RF Sputtered - MLA
5. Gold Resistor e-beam evaporated Liftoff Ex-3
6. Aluminum Inductor e-beam evaporated Liftoff Ex-3
7. SiO2 Al/Au PRO layer RF Sputtered - MLA
8. Niobium Capacitor/Microstrip Sputtered - MLA
9. Niobium Capacitor/Microstrip - Etchback CHF3/O2 etch Ex-3
10. FSN, Hole and Slot, dicelines - STS MLA
11. Titanium/Gold Frame e-beam Liftoff MLA
12. Capacitor Trimming - Etchback ICP-Cl etch MLA
13. Island Release substrate DRIE/XeF2 MLA

Table 5.3: A summary of processing steps in the TKID fabrication.

All our device fabrication is done at the Micro Devices Laboratory (MDL) at the
Jet Propulsion Laboratory (JPL). The TKID fabrication process was developed by
Anthony Turner and Clifford Frez at JPL. I performed device inspections and rework
both in the cleanroom at JPL and at the Kavli Nanoscience Institute (KNI) at Caltech.
TKID devices are fabricated on 550𝜇m thick high resistivity 4" Si wafers. We choose
this thickness for optimal optical coupling since the antennas are back illuminated
through the Si wafer. The wafers have a 40 nm thick oxide layer thermally grown
layer on top. This oxide layer acts as a stop for the XeF2 bolometer island release
process. We deposit 300 nm thick Low Stress Silicon Nitride (LSN). The stress
in the nitride is tuned to be low to ensure mechanical integrity of the bolometer
thermal island.

The millimeter wave circuit of the antenna requires 4 films: a niobium ground
plane, a SiO2 interlayer dielectric (ILD), a microstrip niobium layer and a thin gold
layer for a resistive termination to the antenna. We reuse these layers for the TKID
resonator and feedline. Both the ground plane and the ILD are common between the
resonators and the antenna. The capacitors, as well as all microstrip and coplanar

3https://www.pcbway.com/

https://www.pcbway.com/
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waveguide (CPW) features for the resonators are patterned on the antenna microstrip
layer. The only additional metal layer due to the TKID fabrication, is aluminum
for the sensitive inductor. We prefer etch back of the Nb ground plane to a liftoff
process. Liftoff often leaves metal flags during the etching process. These flags
can be difficult to remove and are often tall enough to pierce through the ILD layer
creating shorts between the ground plane and microstrip layers.

The photolithography for the TKID wafers is done using the 4" Ex-3 stepper. After
the initial alignment marks and labels are placed, the Niobium is sputtered to define
the ground plane is deposited and etched back in an inductively coupled plasma
(ICP) Chloride etching. This step defines both the antenna ground plane slots
and the opening for the later capacitor deposition step. This step also removes all
the ground plane metal from the locations where the aluminum inductor will be
patterned. The niobium ground plane is also etched away along the feedline for
the CPW features. The Nb ground film defines the antenna slots, bandpass filter
inductors, holes for bolometer release, and safety holes under the bond-pads along
the edge of the wafer.

The etchback of the Nb ground plane exposes the silicon nitride layer underneath
it. To mitigate Two Level System (TLS) noise in the resonator, it is necessary to
remove amorphous dielectric where the electric field in the resonator is large. This
is primarily in the interdigitated capacitors that determine the resonance frequency
and set the coupling to the feedline and to ground. We therefore etch through the
front side nitride (FSN) using Plasma Reactive Ion Etching (RIE) to expose the bare
Si wafer in order to deposit metal and pattern the capacitor. The bare Si is also
exposed along the perimeter of the wafer.

The microstrip layer of the antenna and the resonator feedline relies on a silicon
dioxide interlayer dielectric (ILD). The ILD is deposited in two steps. This procedure
was first developed for TES arrays, where it was initially noted that pin holes
in the dielectric layer allowed shorts to develop between the ground plane and the
microstrip layer. Shorts in the antenna lead to beam distortions while on the feedline,
shorts to ground are catastrophic. An initial SiO2 layer is sputtered over the ground
plane before being polished and cleaned. The ILD thickness is measured and the
wafer is returned into the sputter chamber to achieve the target thickness. The oxide
is then patterned and etched back to reexpose the bare silicon. Before etching, the
resist layer is reflowed by heating it on a hot plate. Reflowing the resist tapers
the slope. The smoothed slope profile transfers to the oxide layers at the etch step
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Figure 5.16: SEM images comparing the resist profile after an ICP etch without
(left) and with reflow. The taper in the slope in the silicon dioxide is clear in the
image to the right. The gentler slope translates to better step coverage once the
niobium microstrip layer is deposited over the ILD.

leading to better step coverage when metal is deposited over the etched dielectric.
Figure 5.16 shows a comparison of the impact of the reflow step on the taper in the
dielectric after etching.

Since the TKID inductor is located on the bolometer island and not on the bare
silicon, we will require microstrip interconnects between the inductor and the ca-
pacitor. The taper in the ILD at the via edge allows the microstrip interconnects to
cover the step. To prevent shorts between this microstrip layer and the ground plane
underneath close to the via edge, the boundary of the ground plane is pulled farther
back away from the capacitor than both the FSN and the ILD. This ensures that there
is always dielectric between metal features along the edge of the via. Figure 5.20
shows the relative placement of the ground plane, ILD and FSN edges in the wafer
design. As an additional precaution, a perimeter oxide layer is sputtered along the
edge of the via.

After the via protect step, we e-beam evaporate and pattern the aluminum inductor
and then the gold meander and calibration heaters using liftoff. The aluminum
pattern on wafer is complicated by the XeF2 etch holes that allow etching the silicon
underneath the bolometer membrane. This necessitates tight control of the inductor
line width in the fabrication. In the initial design, our aluminum inductors were 1
𝜇m wide – easily achievable using the Ex-3 system for photolithography. During
the pandemic, the Ex-3 system was unavailable for more than a year. During this
time, we switched to using the Heidelberg laser writing sytem4 to continue our

4https://heidelberg-instruments.com/product/mla150/

https://heidelberg-instruments.com/product/mla150/
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Figure 5.17: An SEM image of the TKID inductor. Image taken at KNI at Caltech.
The variation in the line width around the XeF2 release holes creates significant
scatter in the resonator position after fabrication.

fabrication efforts. However, the laser writer has a much lower resolution than the
stepper system and could not reliably fabricate 1 micron wide inductors. At the cost
of detector responsivity, we switched to the wider 2 𝜇m wide inductors. The 2 𝜇m
inductor is now the baseline design even with fabrication now mainly done on the
Ex-3. The design reticle however, also holds a 1 𝜇m wide inductor design if desired
for future wafers as shown in fig. 5.18. The gold resistor meander and calibration
heaters are e-beam deposited and patterned using liftoff following the aluminum
step before the microstrip and capacitor features are laid down.

The capacitor patterning step is the most challenging step in our fabrication process.
Fig. 5.19 shows a view of the entire capacitor situated in its via. This difficulty is
due to the large via needed to expose the bare silicon. This via was defined in the
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Figure 5.18: A comparison of the 1 micron and 2 micron inductor designs. Both
inductors have the same footprint on the bolometer island. The design of the
inductors is discussed in section

previous dielectric etch steps. The combined thickness of the ILD and FSN layers is
about 600 nm. Even with resist reflow, many resonators developed Nb shorts along
the via edge. In many cases, the Nb shorts were too small to be directly visible on
an SEM but could the presence of Nb could be detected using Energy Dispersive
Xray Spectroscopy (EDAX). At the end of the ILD etch, the exposed silicon surface
along the via edge would develop microtrenches. This is likely due to decreased
passivation of the resist polymer from top to bottom, or higher selectivity of the
etch process to silicon. During subsequent metallization steps, Nb metal would be
trapped in these pits providing a current path that bridges across parallel microstrip
lines in close proximity crossing over the via edge. An example of a TKID device
with a niobium short is shown in fig. 5.21. In the initial fabrication runs, more than
75% of the resonators on the wafer would not yield.

To remedy this problem, we added a Nb liftoff step before patterning the capacitor.
A metal patch larger than the footprint of the capacitor but smaller than the size of
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Figure 5.19: An image of the R4C4B capacitor tank situated in its via. The dark
section of the IDC has interlaced fingers. The two coupling capacitors are also
present. The microstrip lines at the bottom part of the image connect the capacitor
to the feedline, inductor and GND, respectively.

the via would first be patterned and etched in a liftoff process. The key idea here
is that the flagging left over by the liftoff process will no longer be located right at
the via edge where it would be impossible to remove from the pits in the silicon
surface. In a subsequent step, the Nb patches would be patterned and etched back
to generate the capacitor fingers and trunk. As the excess metal is etched away, all
the flags from the liftoff step would also be removed while the edge of the via was
still protected. The antenna microstrip layer is patterned in the same step as the
capacitor. For good step coverage at the via, we use 400 nm thick niobium.

In the final fabrication steps before releasing the bolometer islands, we first etch the
FSN to define the bolometer area. After this, a perimeter gold area is deposited over
the exposed Si along the wafer perimeter. During hybridization, gold wirebonds are
placed along the perimeter to ensure good thermal contact between the wafer and
the wafer holder. This has been a key determinant of instrument performance in
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Figure 5.20: Layer arrangement at the edge of the via step in the TKID 150 GHz tile
design. The purple pair of lines are microstrip interconnects between the capacitor
and the inductor. The red oval highlights the location where shorts often developed
during fabrication.

missions such as Planck (Planck HFI Core Team et al., 2011). Lastly, an STS Deep
Reactive Ion Etch (DRIE) step is used to generate the pin and slot for mounting the
tile onto the focal plane as well as defining the dice lines for the wafer.

Inspections and Quality Control

As already discussed, the fabrication requirements imposed by antenna coupling,
TLS mitigation and bolometer membrane release make the TKID fabrication process
complex. Each additional step in fabrication increases the risk on the wafer yield.
This is especially true for TKIDs since the fabrication process is rapidly maturing
but still in active development. Furthermore, once the bolometer island is released,
only limited further processing is possible in order to fix defects.

In order to mitigate this risk, we require a tight feedback loop between fabrication
and testing in order to identify and remedy defects as early as possible. The trade
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Figure 5.21: An SEM image of the via edge of a TKID resonator that did not yield.
Image taken at KNI at Caltech. This SEM represents a rare case where the residual
Nb along the via edge could be readily resolved without Xray spectroscopy.

off is a longer fabrication duration and an increased risk of wafer damage during
intermediate handling.

The first set of inspection happens after the microstrip/capacitor patterning step but
before the etching is done. The full wafer is imaged using the Keyence system in
the MDL cleanroom. The inspection is done at a resolution of about 4 𝜇m, high
enough to visualize the spacing between the capacitor fingers. This is sufficient to
identify defects in the antenna slots, capacitor, feedline and heater bias lines. 16
independent inspections are required to cover the full wafer and require about 4
hours of imaging time to complete. Figure 5.22 shows the upper left hand corner
of the wafer labeled CF230725 during inspection. Each image is then visually
scanned by two independent observers and all the possible defects are tabulated
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Figure 5.22: A view of 1/16th of the wafer during an intermediate inspection step.

and assessed for repair. It should be noted, that a number of defects that happen
during earlier fabrication steps such as on the ground plane cannot be remedied even
when identified at this stage. Lorenzo Minutolo developed a web based platform for
quickly locating and recording defect locations.

Rectifiable defects are fixed on the MLA system using custom patterns. The fabrica-
tion then proceeds up to the STS step but before the bolometer islands are released.
At this point, the wafer is diced and the wafer is hybridized for LED mapping in the
JPL ADR cryostat. After wirebonding, the feedline and the heater lines are probed
and checked for warm shorts to ground. This only diagnoses defects close to the
edge of the line since the thin, long niobium traces are very resistive. Opens and
shorts on the feedline are readily evident once the wafer is cold but can be difficult
to localize on the wafer through warm probing. In section 5.3, we discuss Time
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Figure 5.23: A line break across an inductor.

Domain Reflectometry (TDR) as an indispensable tool for identifying the type and
resolving the physical location of defects along the line.

Resonators that did not yield as identified during the LED mapping are targets for
further inspections. This often reveals more subtle defects such as the via shorts
discussed previously or breaks in the inductor line as shown in fig. 5.23. However,
it is often impractical to fix individual broken resonators. Rather, the inspections
are used to further refine the fabrication process for future wafers.

After the first cooldown, a capacitor trimming layout is generated to adjust the
locations of the resonators by trimming capacitor fingers to make the arrays more
uniform in frequency spacing. The trimming layout is shot on the MLA and any
final fixes to the wafer are performed before releasing the wafer. After release, the
wafer either hybridized for dark testing in the JPL cryostat, or hybridized onto the
focal plane for optical testing at Caltech.
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Figure 5.24: A defect on the feedline causing a short to GND.
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Figure 5.25: An overview of the steps involved in fabrication of TKID tiles.
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Time Domain Reflectometry (TDR)
The total length of the 8 𝜇m wide feedline on the tile is 0.854m. This makes the
feedline difficult to inspect visually due to the duration of time needed to image the
tile at high enough resolution to visualize defects. We, however, found that time
domain reflectometry (TDR) is a reliable approach to localizing and identifying the
nature of defects along the line. To do so, we make use of an already have a spare
set of RF lines through the cryostat. All the attenuators and the cold amplifier were
removed from the RF chain.

Time domain analysis was used to investigate a potential defects on the CF230402
tile, which showed low transmission on cooldown. Each of the lines was calibrated
independently using a Short-Open-Load (SOL) calibration standard. At 3 K, the
resistance to GND on both the RX and TX sides of the tile was open. Measurements
were taken over the full frequency range of the Copper Mountain VNA 5 (20 kHz –
4.8GHz) using 54401 points.

The lowpass impulse measurement setup gives the most utility. This is done in
reflection mode, which measures the reflection coefficient as a function of frequency.
The impulse response is generated by convolving the input pulse with the transfer
function relating the incident voltage and the reflected voltage. Lowpass mode is
useful where the device under test (DUT) is expected to be transmissive down to
DC. It also requires that the data points be linearly spaced with the stop frequency
harmonically related to the start frequency. All of this is done automatically by
the software. The DC value (which is not directly measured by a VNA) must be
extrapolated. The negative frequency response is also taken to be the conjugate of
the real frequency response to give a purely real time domain response. Because
of this the lowpass measurement has better resolution for a given frequency span
when compared to the bandpass response. Better yet, the time domain response
contains information not only about the type of discontinuity that is present, but
additionally, the type of impedance change that is present. The interpretation can
be a bit tricky and subject to the resolution of the scan. An open in the line is a
(near) unity positive peak while a short looks like a (near) unity negative peak. On
the other hand, an inductive discontinuity looks like a small positive peak followed
by an equal magnitude negative peak while a capacitive discontinuity looks like a
small negative peak followed by a positive peak.

The lowpass impulse response over the 20 kHz – 1 GHz is summarized in fig. 5.26
5https://coppermountaintech.com/50-ohm-vnas/

https://coppermountaintech.com/50-ohm-vnas/
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for both the RX and TX ports. In the raw data, there is a large reflection at 2.8123
ns away from the TX port. This reflection exactly matches the one 8.1936 ns away
from the RX port for a total length between reference planes of 11.0059 ns. The
length of the RF line from the VNA to the RX port is 13.023 ns, and to the TX port
is 13.063 ns.

After warming up the tile, the measured the distance from the RX and TX reference
planes to the line open with the tile installed (but at room temperature) was found
to be 0.7311 ns and 0.0689 ns, respectively. With the tile removed and the lines left
open the distance to the open shifts down to 0.0422 ns and 0.7029 ns. We therefore
conclude that the contribution from the PCB + wirebonds is 0.0282 ns and 0.0267
ns on the RX and TX sides, respectively. This gives a total tile delay of 10.2059 ns.
We can expect to find the defect on the transmission line at about 27.5% of the way
down the line from the TX port.

In follow up using a microscope system, we identified the open in the feedline
between the capacitors for R7C6A and R8C5B; about 30.1% of the way down the
feedline from the left bondpad. This matches the expected defect location with less
than 5% difference. This defect was subsequently fixed and the wafer was tested.
Such a case, exemplifies the utility of TDR as a diagnostic tool for identifying and
classifying defects in dense superconducting arrays.
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Figure 5.26: Low-pass impulse reflection coefficient matched between the RX and
TX side. 0 ns is the reference plane at the TX port. In order from left - right, the
vertical lines represent the VNA port, TX reference plane, left bondpad on tile, right
bondpad on tile, RX reference plane and finally the VNA port.
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(a)

(b)

Figure 5.27: Location of the open on the feedline identified using an optical micro-
scope after localization in a dedicated cooldown to perform Time Domain Reflec-
tometry. This defect was easily fixed and the wafer was recovered and subsequently
tested.
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C h a p t e r 6

LABORATORY CHARACTERIZATION OF THE 150 GHZ
CAMERA

6.1 MLA Tiles: Wafer Yield and Uniformity
We fabricated a total of 16 MLA tiles of which 8 yielded and were LED mapped.
The summary of the wafer yield is given in table 6.1.

Wafer ID Detector Yield (128 total) Pair Yield (64 total)
CF210430 65 10
CF210615 103 45
CF220629 29 1
CF220630 32 1
CF221020 70 15
CF230110 88 27
CF230111 86 28
CF230112 51 8

Table 6.1: A summary of the resonator yield across all MLA tiles. The low pair
yield is due to defects in the inductor due to the limited resolution of the laser writer.

The resonators showed significant scatter away from design as shown in fig. 6.1. One
way to proceed quantitatively is to consider the resonator frequencies as designed as
defining a reference probability distribution. We can then compare the empirically
derived measured distributions and assess how similar the two distributions are.
One such test is the Kolmogorov-Smirnov (KS) test. Given a reference cumulative
distribution function 𝐹 (𝑥) and a measured distribution 𝐹𝑛 (𝑥), the KS statistic, 𝐷𝑛 is
the largest absolute difference between the two distributions across all values of x.

𝐷𝑛 = sup
𝑥

|𝐹𝑛 (𝑥) − 𝐹 (𝑥) | (6.1)

With a set threshold, 𝛼 = 0.05, the null hypothesis is rejected for all but the last three
wafers fabricated (CF230110, CF230111, CF230112). The cumulative distribution
functions for all yielded resonators are shown in fig. 6.2

In the MLA design, we were also interested in identifying significant systematic
shifts in the resonator properties that could correlate with effects unaccounted for in



179

Figure 6.1: A comparison of the resonance frequency scatter between design and
measurement.

Figure 6.2: Cumulative distribution function of the resonator frequency locations
for all 8 yielded wafers.

the design or point to repeatable fabrication defects. The frequency scatter, 𝑄𝑖, 𝑄𝑐
and 𝜙𝑐 across all wafers are summarized in fig. 6.3.

6.2 Ex-3 Tiles: Wafer Yield and Uniformity
3 Ex-3 tiles yielded and were LED mapped. Both the total detector yield and the
pair yield are much higher for the Ex-3 in comparison to the MLA version of the
150 GHz design (table 6.2).

Quantitatively, the KS test shows that the measured frequency distribution of the 3
yielded tiles is significantly different from design but are all consistent with each
other (see figs. 6.4 and 6.5).
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(a) Wafer to wafer variation in fractional fre-
quency shift.

(b) Wafer to wafer variation in 𝑄𝑖

(c) Wafer to wafer variation in 𝑄𝑐. (d) Wafer to wafer variation in 𝜙𝑐.

Figure 6.3: Box plots summarizing resonator properties across all yielded MLA
wafers. The red bar is the median and the box captures the first to 3rd quartile.
Outliers are shown as single points.

Wafer ID Detector Yield (128 total) Pair Yield (64 total)
CF230403 107 39
CF230529 100 39
CF230531 87 32

Table 6.2: A summary of the resonator yield across all Ex-3 tiles. The low pair
yield is due to defects in the inductor due to the limited resolution of the laser writer.
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Figure 6.4: A comparison of the resonance frequency scatter between design and
measurement for the Ex-3 tiles. All polarization A detectors are in the lower
frequency band and all polarization B detectors are in the upper band. The gap is
maintained but shifted with frequency scatter from fabrication.

Figure 6.5: Cumulative distribution function of the resonator frequency locations
for the 3 yielded Ex-3 tiles.
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(a) Wafer to wafer variation in fractional fre-
quency shift.

(b) Wafer to wafer variation in 𝑄𝑖 .

(c) Wafer to wafer variation in 𝑄𝑐. (d) Wafer to wafer variation in 𝜙𝑐.

Figure 6.6: Box plots summarizing resonator properties across all yielded Ex-3
wafers. The red bar is the median and the box captures the first to 3rd quartile.
Outliers are shown as single points

6.3 Resonator Characterization
This section summarizes the resonator properties across the entire wafer for three Ex-
3 TKID tiles: CF230403, CF230529 and CF230531. Measured detector properties
can deviate from design due to both unaccounted effects during the design as well as
the fabrication process. During fabrication, variation in deposited metal or dielectric
film thickness across the wafer or differences in etch rates can create dispersion in
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the detector properties. To check for fabrication effects, we make wafer maps of
the resonance frequency, and quality factors across the tile. A radial gradient in
resonator frequency across the tile for example, would point to the effect of aluminum
film thickness. The distribution of resonators that do not yield across the wafer is
also informative. We naturally expect the defect density to be higher along the wafer
edges than towards the wafer center. This greatly increases the probability that a
resonator along the perimeter of the tile will be impacted and therefore fail to yield.

If the fabrication is consistent from tile to tile, we can assess design systematics by
comparing resonator properties across multiple tiles. In design, since the inductor
design is fixed, the resonance properties are a function of the properties of the main
and coupling capacitances. The goal is to attribute for systematic deviations in
resonance properties from their design values to other explanatory variables. We
consider effects due to the design frequency, 𝑓design, radial position on the wafer 𝑅,
x and y coordinates of both the inductor and capacitor on the wafer, positioning of
the bolometer relative to the antenna, and the location of the resonance along the
feedline. The coordinate system on the tile is defined so that the direction of the
bondpads is the +𝑌 direction.

In practice, wafer to wafer variation in properties as detailed in section 6.2 makes
this procedure difficult. The results presented in this section are therefore largely
qualitative rather than quantitative. Even so, we can clearly identify one systematic:
the measured coupling quality factors (averaging at around 4000) were much lower
than design for all the Ex-3 wafers. This will be accounted for in future resonator
design work.

The resonator parameters [ 𝑓𝑟 , 𝑄𝑖, 𝑄𝑐, 𝜙𝑐] discussed in the following section were
measured at 90 mK in each case.

CF230403

The dispersion of the resonator properties across the CF230403 wafer are summa-
rized in figs. 6.7 to 6.9. The fractional shift in the resonance frequency from design
averages at about -7.4% with a few outliers. Both the fractional frequency shift and
𝑄𝑖 show dependence on the 𝑌 position of the resonator on the tile.
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(a) 𝛿 =
𝑓meas− 𝑓design

𝑓design
(b) 𝑄𝑖

(c) 𝑄𝑐 (d) 𝜙𝑐

Figure 6.7: Tile maps summarizing yield and resonator properties for the CF230403
tile. The wafer is organized in an 8x8 grid. The 2 triangles per square on the wafer
grid represent the resonators coupled to the A and B polarizations respectively.
Locations in grey represent resonators that failed to yield.
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(a) (b)

(c) (d)

Figure 6.8: Summary histograms for the measured resonance parameters for the
CF230403 tile.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

(q) (r) (s) (t)

Figure 6.9: Systematic shifts in the resonator properties across the CF230403 tile.
From right to left, the resonator parameters are 𝛿 𝑓𝑟/ 𝑓𝑟 , 𝑄𝑖, 𝑄𝑐, 𝜙𝑐. From top to
bottom, these parameters are plotted against 𝑓design, 𝑅, 𝑋,𝑌 , and fractional distance
from the midpoint of the feedline. The coordinates given reference the center point
of the inductor on the wafer.
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CF230529

The fractional shift in the resonance frequency from design on the CF230529 tile,
averages at about -10.0% . This is consistent with CF230403. However, unlike the
CF230403 wafer, the fractional frequency shift and𝑄𝑖 show little if any dependence
on the 𝑌 position of the resonator on the tile. This distinction is not yet under-
stood. The dispersion of the resonator properties across the CF230529 wafer are
summarized in figs. 6.10 to 6.12.
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(a) 𝛿 =
𝑓meas− 𝑓design

𝑓design
(b) 𝑄𝑖

(c) 𝑄𝑐 (d) 𝜙𝑐

Figure 6.10: Tilemaps summarizing yield and resonator properties for the CF230529
tile. The wafer is organized in an 8x8 grid. The 2 triangles per square on the wafer
grid represent the resonators coupled to the A and B polarizations respectively.
Locations in grey represent resonators that failed to yield.
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(a) (b)

(c) (d)

Figure 6.11: Histograms summarizing resonator properties for the CF230529 tile.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

(q) (r) (s) (t)

Figure 6.12: Systematic shifts in the resonator properties across the CF230529 tile.
From right to left, the resonator parameters are 𝛿 𝑓𝑟/ 𝑓𝑟 , 𝑄𝑖, 𝑄𝑐, 𝜙𝑐. From top to
bottom, these parameters are plotted against 𝑓design, 𝑅, 𝑋,𝑌 , and fractional distance
from the midpoint of the feedline. The coordinates given reference the center point
of the inductor on the wafer.
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CF230531

Lastly, the dispersion of the resonator properties across the CF230531 wafer are
summarized in figs. 6.13 to 6.15. The fractional shift in the resonance frequency
from design averages at about -8.6% with a few outliers. The fractional frequency
shift shows dependence on the 𝑋 position of the resonator on the tile.

(a) 𝛿 =
𝑓meas− 𝑓design

𝑓design
(b) 𝑄𝑖

(c) 𝑄𝑐 (d) 𝜙𝑐

Figure 6.13: Tilemaps summarizing yield and resonator properties for the CF230531
tile. The wafer is organized in an 8x8 grid. The 2 triangles per square on the wafer
grid represent the resonators coupled to the A and B polarizations respectively.
Locations in grey represent resonators that failed to yield. The yield hits are largely
concentrated along the edges of the wafer.
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(a) (b)

(c) (d)

Figure 6.14: Histograms summarizing resonator properties for the CF230531 tile
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

(q) (r) (s) (t)

Figure 6.15: Systematic shifts in the resonator properties across the CF230531 tile.
From right to left, the resonator parameters are 𝛿 𝑓𝑟/ 𝑓𝑟 , 𝑄𝑖, 𝑄𝑐, 𝜙𝑐. From top to
bottom, these parameters are plotted against 𝑓design, 𝑅, 𝑋,𝑌 , and fractional distance
from the midpoint of the feedline. The coordinates given reference the center point
of the inductor on the wafer.
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6.4 Resonator Trimming
On a TKID wafer with high multiplexing density, resonator collisions are a serious
problem that can significantly limit the array yield. Resonance frequencies must
inevitably be shifted from their design values due to variations in film thickness,
superconducting film properties, or over-etch depth across the wafer. Resonator
collisions occur when two resonators shift such that they overlap and are difficult
to read out due to crosstalk section 2.11. A common approach to remedy this is to
implement a successive round of design and fabrication to adjust the resonances to
produce a wafer with a regular frequency spacing and minimal crosstalk. This is
achieved by trimming fingers off the capacitor to adjust the resonance frequencies
from their measured positions.

In TKIDs, this procedure is complicated by the temperature dependence of the
resonator properties. Differences in 𝑇𝑐 for example, cause adjacent resonators to
shift by different amounts. The line crosstalk has non-trivial dependence on the
measured temperature. To account for this, the resonances are measured at 250 mK
both before and after the trimming procedure. This temperature was chosen because
is the expected bath temperature of of the focal plane during field operation.

Trimming Strategy
In chapter 5, I presented a phenomenological model of the resonance frequency as
a function of the number of fingers in the IDC. After fabrication, we only see a
subset of the total number of resonances on the wafer. The parameters that set the
resonance frequency as given in eq. (5.1), all shift from the design values. The new
set of local variables is unknown. However, we can refit the measured noise data
to obtain a new set of global fit parameters as shown in fig. 6.16. The fractional
residuals on the fit are about 0.25%, much smaller than the design spacing between
adjacent resonators. The new global variables are therefore a suitable reference for
determining the trimming. Since 𝛼 ≪ 𝛽, 𝜖 , we drop it as a variable in the fitting.
To illustrate this procedure, we consider the CF230531 wafer here.

According to this model, the fractional frequency shift 𝛿 𝑓𝑟 as a function of 𝛿𝑥 given
𝑥 = 𝑁/𝑁0, (𝑁 is the number of fingers and 𝑁0 = 800 is a normalizing factor) is

𝛿 𝑓𝑟

𝑓𝑟
= −𝛿𝑥

2𝑥
2𝛽𝑥 + 1

1 + 𝛽𝑥 + 𝜖/𝑥 . (6.2)

Because this relation only holds for small changes in the resonance frequency, we
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Figure 6.16: Measured resonance frequencies as a function of the number of fingers
in the capacitor. The red curve is a fit of the resonance frequencies to the model
eq. (5.1). The largest capacitors show the strongest deviation from this model.

aim to minimize the number of fingers to be trimmed. Since we can only remove
capacitor fingers, the new frequency schedule must be strictly greater than or equal
to the measured frequencies for the same measurement conditions. This condition is
naturally satisfied by the convex hull of the distribution of the resonator frequencies
after sorting and indexing in ascending order with frequency. The convex hull
is piece-wise linear for all wafers considered. We additionally add a small offset
of about 2 MHz to define a new frequency schedule. This is illustrated well in
fig. 6.17. For the tiles considered, this procedure limits the percentage of the IDC
that is trimmed to less than 10 % in the worst case (fig. 6.18).

Improvements to wafer uniformity for CF230531

The impact of trimming on the CF230531 wafer is visually evident as is reflected in
the more uniform spacing across the readout bandwidth shown in fig. 6.21. More
quantitatively of the trimming on the line crosstalk is summarized in the measured
crosstalk as shown in fig. 6.19. As fig. 6.21, trimming is less successful for the
highest frequency resonators in the array. This is to be expected since the number
of fingers in the IDC decreases with increasing resonance frequency. The fractional
change in capacitance is therefore much larger and unaccounted for effects in the
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Figure 6.17: Measured resonance frequencies as a function of the resonator index
sorted by frequency. The convex hull of this plot is used to determine the new
frequency schedule. The gap in resonance frequencies at around index 40 preserves
the larger gap between resonators reading out polarization A vs. B on the array.

(a) (b)

Figure 6.18: A summary of the number of capacitor fingers to trim for the CF230531
wafer. (Left): Number of capacitor fingers to trim as a function of the resonator
index. (Right): Distribution of the number of capacitor fingers to trim across the
wafer.
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resonator placement become more important.

(a) Before Trimming

(b) After Trimming

Figure 6.19: Improvement in wafer uniformity through resonator trimming. The
resonance frequencies are measured at 250 mK both before (fig. 6.19a) and after
trimming (fig. 6.19b). The gap at 600 MHz in fig. 6.19a separates the resonators
corresponding to polarization A vs. B on the wafer. This gap is preserved in
fig. 6.19b but shifted up to about 630 MHz.
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(a) Before Trimming

(b) Before Trimming

Figure 6.20: Reduction in line crosstalk through capacitor trimming.
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Figure 6.21: Significant reduction in resonator collisions through capacitor trim-
ming.

Systematic Effects in Resonator Adjustment

As already detailed, capacitor trimming is indispensable in order to achieve highly
uniform detector arrays as already detailed. A key challenge in our approach is
the assumption that the number of fingers of the IDC only affects the resonance
frequency and no other property of the resonator.

In reality, the parasitic inductance of the IDC, the coupling of the capacitor tank to
ground, and the coupling to the transmission line all change with trimming. A more
robust model of the IDC that can account for the dependence of all these factors is
required. In appendix B, I develop a coupled transmission line model of the IDC
accurate to the 2nd pole of the IDC. This model accounts for the effect of the single-
sided capacitor section, which can be over half the total physical area of the capacitor
on the wafer (see fig. 5.19). Its contribution had previously not been accounted for.
Since this model was developed after all the wafer trimming discussed in this section
was done, we currently cannot assess its efficacy experimentally. However, in future
work, we aim to use this updated model to inform the capacitor trimming step.
Figs. 6.22 and 6.23 for example, show that the acccuracy of targeting a particular
frequency has dependence on both the number of fingers trimmed and the design
frequency of the resonators.
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An additional concern is the repeated processing of the wafer. This can potentially
affect both the metal and dielectric properties between test runs. Further investiga-
tion is required in order to set limits on the drift in material properties with repeated
reprocessing. On a more practical note, we established that careful cleaning of the
bondpads between testing and reprocessing is crucial. Even small adhesions left by
the wirebond feet, could lead to shadowing and subsequently improper removal of
the metal during deposition steps.

(a) (b)

Figure 6.22: (Left):Ratio of measured resonance frequency against target as a
function of the number of capacitor fingers trimmed. (Right): Ratio of measured
resonance frequency against target as a function of pre-trimmed design frequency.



201

Figure 6.23: Fractional frequency shift as a function of the number of capacitor
fingers trimmed. The red line with slope 1/2 is the expected dependence assuming
𝛽, 𝜖 small. The negative intercept of the measured fractional frequency shift as well
as the scatter shows that there are important systematic effects yet to be investigated.

6.5 Optical Testing
Measurements of CMB polarization require a careful characterization of the optical
performance of the instrument. In this section, we detail a number of calibration
measurements done in a laboratory setting. This is a significant challenge for
CMB receivers since the detectors are optimized to work under the much lower
expected loading during science observations. In the BICEP-Keck TES receivers,
this challenge is overcome by using two TESes on a single bolometer island; an
aluminum TES with a higher 𝑇𝑐 for laboratory measurements and a titanium TES
for on-sky measurements (Ade, Aikin, Amiri, Barkats, Benton, Bischoff, Bock,
Bonetti, et al., 2015).

The TKID camera differs significantly from this approach. A single aluminum
TKID resonator is optimized for on-sky measurements at about 5 pW of loading is
also used to characterize the receiver in the laboratory setting. TKIDs are therefore
significantly overcoupled under the high optical loading in lab settings. Over-
coupled resonators are broad and have very high responsivity. Under the typical
variation in the optical loading, the resonator shifts by many line widths. This makes
traditional fixed tone readout (L. Minutolo, B. Steinbach, et al., 2019) ineffective.
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We address this challenge by implementing a readout technique we refer to as
fastchirp. Fastchirp readout is a two-step process. In the excitation step, we store
energy in the resonators and then monitor the ringdown of the resonators in the
listen step. We implemented this readout scheme using both the x300 and N321
software defined radios (SDR) platforms from Ettus Research 1 and the RFnOC
framework 2. We store a short buffer in the FPGA that represents a chirp waveform
spanning the whole available RF band. A single fastchirp cycle is divided between
a transmit (TX) and a receive (RX) phase. In the transmit phase we transmit the
short buffer that is ∼ 10𝜇s long. Each transmit phase is followed by a receive (RX)
phase ∼ 100𝜇s. Charging the resonator during TX requires the probe tone to have a
significantly higher power that a fixed tone based readout. Each cycle is transmitted
to a computer via optical fiber. The TX phases are discarded and multiple RX phases
are synchronously accumulated to increase the signal to noise ratio. After taking an
FFT, each of the peaks present in fig. 6.24a corresponds to the energy released by
a resonator. Each peak is fit each with a complex Lorentian function to extract the
resonant frequency. Each transform is a single frame and results in a sample per
resonator. The resulting acquisition rate of the technique is, for a 250MHz complex
base-band, around 1 k sample/s per device.

Near Field Beam Maps
Maxwell’s equations are invariant under time reversal. We can therefore freely
regard a receiving element as a transmitter. It is convenient to consider a telescope
as illuminating the sky. The electromagnetic field pattern generated by the antenna
is radiated outwards, modified by the telescope optics and finally propagate out into
the environment. Artificial power sources placed at different locations in the beam
pattern probe the sensitivity of the telescope as a function of the angular position
and the polarization.

Near Field Beam Maps (NFBM) are taken close to the aperture plane of the detectors
and are often the first check of the optical health of a receiver. Beams in the aperture
plane are primarily sensitive to the phase of the electric field (K. Karkare, 2017).
NFBM results often feedback into the detector and optics fabrication and design
efforts. We measure the near field response of the detectors using a hot thermal
source mounted onto a motorized XY stage at ∼ 12" above the focal plane. The
ceramic thermal source is unpolarized and is chopped at a frequency of 17Hz using

1https://www.ettus.com/all-products/usrp-n321/
2https://kb.ettus.com/Getting_Started_with_RFNoC_Development

https://www.ettus.com/all-products/usrp-n321/
https://kb.ettus.com/Getting_Started_with_RFNoC_Development
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(a)

Figure 6.24: A summary of the fastchirp data acquisition and frequency extraction
procedures. (Top): Real part of raw samples coming from a fastchirp acquisition.
Each trace is an iteration of a fastchirp cycle. The fastchirp cycle is defined by a
transmit (TX) phase, in which a chirp waveform is transmitted at high power across
the whole available bandwidth (250MHz in this case), and a receive (RX) phase,
where no signal is transmitted and the resonators’ ringdown is observed. (Below):
Fast chirp frame from the beam mapping pipeline this is with 500 avg and standard
parameters. The black line in the plot is the magnitude of a FFT performed on 500
iteration of the RX phase described in section 6.5. The y axis is in arbitrary units
because a scaler is used in the accumulation algorithm to avoid overflow. The falue
of the scale and frequency with which it is applied are determined by the real-time
nature of the acquisition. Each of the peaks visible in the plot corresponds to a
resonator. By fitting the peak with a complex Lorentzian, we extract the resonator
position.
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a Thorlabs chopping wheel. This is a lock-in measurement to separate the signal
from the large changing background. The XY-stage, enclosure for chop wheel,
thermal source and mounting structure are all coated with Eccosorb HR103 in order
to minimize reflections. The source therefore chops between ∼ 500K and ambient
temperature.

During data acquisition, the detector timestreams taken using fastchirp, the chop
reference signal and the x,y encoder positions are. The chop reference signal is used
to demodulate the detector timestreams to extract both the in-phase and quadrature
signals. Typical beam maps are shown in fig. 6.25

We carried out a full NFBM campaign for the CF210615 wafer which had a post-
trimming yield of 101 out of 128 devices. Among the 101 devices observed without
loading, 9 had no optical responses, indicating defects in fabrication. 15 additional
resonators overlapped with their neighbors and could not be reliably fit.

Optical Efficiency
The end-to-end optical efficiency is measured using aperture filling sources at 2
temperatures: 77K from a liquid nitrogen bath and 300K ambient temperature. In
our frequency band, both sources are in the Rayleigh-Jeans limit.

For a single polarization single-mode detector, the difference in optical loading Δ𝑃

for a detector with spectrum 𝜂(𝜈) can be calculated from

Δ𝑃 =

∞∫
0

d𝜈𝜂(𝜈) 𝜈
2𝑘𝐵Δ𝑇

𝑐2 · 𝐴Ω = 𝑘𝐵Δ𝑇

∞∫
0

d𝜈𝜂(𝜈). (6.3)

The second equality follows from 𝐴Ω = 𝜆2 for a single-mode detector. Using
the calibration heaters on the bolometer island, we can directly measure Δ𝑃. Δ𝑇 =

300K−77K. Given d𝑃/d𝑇 ≡ Δ𝑃/Δ𝑇 and known spectral bandwidth of the detectors
Δ𝜈, the band averaged end-to-end optical efficiency 𝜂 is given by

𝜂 =
d𝑃
d𝑇

1
𝑘𝐵Δ𝜈

(6.4)

Figure 6.26 details the procedure for extracting Δ𝑃 for TKID resonators. For the
CF230403 Ex-3 tile, we measured the optical efficiency for 29 resonators. Corrected

3https://www.laird.com/sites/default/files/2018-11/RFP-DS-HR%20092815.
pdf

https://www.laird.com/sites/default/files/2018-11/RFP-DS-HR%20092815.pdf
https://www.laird.com/sites/default/files/2018-11/RFP-DS-HR%20092815.pdf
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Figure 6.25: Typical near field beam map. Data taken on the CF210615 MLA tile.
The 6 upper plots report the spatially binned data, a Gaussian fit, expected antenna
beam pattern and the respective residuals. The colorbar gives the scale in Hz. The
lower plot gives sections of the beam map along the 2 axes of the 2-D Gaussian.
The X-axis is given in both inches and degrees. The projection from distance to
angle is obtained from the geometry of the beam mapper.
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for dark stimulation + wafer heating, the average optical efficiency is 44%. Due to
fabrication defects that affect the heater bias lines, only 3 heater bias lines could be
reliably operated.

Figure 6.26: Stacked waterfall plots of a portion of the 450-500 MHz portion of
the frequency band of the CF230403 Ex-3 wafer. The top half of the figure gives
the resonance positions under a 77K optical load and with the heaters biased on a
single line. The additional calibration power shifts the biased resonators across the
band. In the bottom half of the figure, the liquid nitrogen load is allowed to cool
evaporatively while the resonance frequencies are monitored under no heater bias.
The increase in optical loading from 77K to 300K causes the resonator positions to
shift. The coincidence in resonator position at 300K and at the 77K + bias condition
is used to extract the optical efficiency.

Spectral Response
We measured detector spectra using a Martin-Puplett Fourier Transform Spectrome-
ter (FTS) as shown in fig. 6.28 (Martin and Puplett, 1970). The FTS uses a polarized
wired grid as a beam splitter. The FTS aperture is too small to fully fill the detector
beam. The directional dependence of the input power can create a frequency depen-
dent response in the detector. Even so, we can angle the FTS beam to ensure that it
illuminates each detector through the center of the beam.

The input wire grid is right above the aperture, reflecting a single polarization to the
horizon direction. The wire grid sits on a rotation stage with a goniometer which
allows us to change pointing to cover different parts of the FPU. A second wire grid
splits the reflected beam toward the two arms, each with a rooftop mirror at the
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Figure 6.27: A histogram of the measured optical efficiencies for the CF230403
tile. The optical efficiencies were measured for only a fraction of the total number
of yielded resonators due to fabrication defects that limited the number of operable
heater bias lines.

end. One of the rooftop mirrors is fixed, while the other one is movable along the
arm. The reflected beams recombine at the second pass of the beam splitter then
illuminate a focusing parabolic mirror. The focused light from the mirror is again
split into two beams; one terminates on Eccosorb HR-10 microwave absorber at
ambient temperature, and the other on HR-10 held at 77 K in a container of LN2.
The difference in temperature between the two sources leads to an interference
pattern in the detector response when the path length is changed (Lesurf, 1990). A
Fourier Transform of the time-order signal gives the detector’s spectral response. In
our data taking, we make the mirror move at 1.905mm/s and use the data of a full
length of 230mm scan giving a frequency resolution of 0.65 GHz. The FTS sits on
an x-y stage that mounts directly onto the 300K window of a Keck receiver. This
4 axis coupling scheme allows the FTS to be positioned above any detector on the
focal plane and significantly mitigates the frequency dependence introduced by the
partial beam filling. To take spectra of many devices at once the FTS is mounted at
45°with respect to the polarization axes of the detectors. Figure 6.29 shows sample
FTS spectra and interferograms for 3 resonators on the CF230403 wafer.
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Figure 6.28: Martin-Puplett FTS in lab. In the time-reverse sense, the beam enters
the FTS from below and is reflected into the interferometer with the input polarizing
grid, is split into two polarizations with the beam splitter, travels different path
lengths, is recombined, and terminates on either a 300 K blackbody (the ambient-
temperature absorber-lined FTS wall to the left) or a 77 K blackbody (absorber
soaked in LN2, held in a foam container), depending on the polarization state. The
temperature difference between the two terminations determines the brightness of
the modulated signal. Figure from K. S. Karkare et al., 2014.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 6.29: Spectral measurements of 3 resonators on the CF230403 tile. (Top)
Measured spectra showing the band center and bandwidth consistent with the an-
tenna design. The spectra are scaled by the measured band averaged optical effi-
ciency. (Middle) FFT of averaged fastchirp cycles collected on a TKID array. The
green bands on the plot represents the region considered for resonator fitting and is
re-plotted below with the frequency is now given along the y-axis. (Bottom) Stacked
interferograms used to generate the FTS spectra.
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C h a p t e r 7

CONCLUSIONS AND OUTLOOK

Using the NASA Technology Readiness criteria (see fig. 7.1) as a metric, through
the scope of the work done at the Jet Propulsion Laboratory (JPL) and the California
Institute of Technology, and presented in this thesis, TKIDs have matured from
TRL 2 to just shy of TRL 6 - demonstration in a relevant environment. The
research presented here shows that TKIDs can be used for not only CMB studies,
but are suitable for precision cosmology and astrophysical measurements across the
millimeter and submillimeter bands.

Figure 7.1: NASA Technology Readiness Levels for assessing the maturity of a
particular technology.

TKIDs are complementary to exisiting TES and KID based platforms and have en-
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(a) (b)

Figure 7.2: Predicted noise (left) and time constant (right) of a WSi TKID suitable
for CMB observations from space. The transition temperature of WSi is tunable by
changing the concentration of Si during deposition. Here 𝑇𝑐 = 0.4 K. WSi has a
sheet resistance of about 40 Ω/sq in comparison with the modest sheet resistance
of aluminum at 0.25 Ω/sq for a 50 nm thick film.

abled the development of new readout techniques such as fastchirp. TKIDs demon-
strate effective TLS noise suppression strategies, phonon recycling approaches rel-
evant to highly responsive KID devices and probe superconducting physics in the
high temperature – high power regime even with amorphous dielectric present.

One promising direction for future work on TKIDs is to develop devices suitable
for the low loading of space. Detectors on a space-borne CMB experiment will
contend with power roughly two orders of magnitude lower than their ground-
based counterparts. For background-limited operation both the phonon noise and
the operating temperature will have to be reduced significantly. Such TKIDs will
be designed to operate at ∼ 100 mK bath temperature. In order to maintain the
detector time constants at suitable levels with much lower thermal conductance,
the heat capacity of the island must also be reduced. This can be achieved by
using superconductors with a large normal resistivity and therefore a large kinetic
inductance fraction such as tungsten silicide (WSi). An initial analysis of the
expected noise and detector time constant for such a TKID bolometer is given in
fig. 7.2.

Strong negative electrothermal feedback with loop gains ∼ 10, has already been
demonstrated using small TKID arrays. Negative ETF offers several advantages for
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TKID operation. First, it linearizes the detector responsivity over a wide range of
powers, eliminating gain compression and providing a calibration mechanism for
determining the power on device. Additionally, under negative ETF, the thermal
time constant can be significantly reduced. This is a requirement for applications
requiring a faster detector response times such as in observations from space. Array-
level readout exploiting feedback is yet to be demonstrated. The potential gains
in linearity, responsivity, and time constants as well as the noise and stability
requirements for dense arrays of TKID bolometers represent a unique opportunity
to mature detector design and readout.
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A p p e n d i x A

CALCULATING THE NOISE EQUIVALENT TEMPERATURE
(NET)

Given an observing site, let the transmission of the atmosphere at the frequency
𝜈 be T (𝜈). We consider a telescope observing the sky at Zenith angle ZA using
detectors with normalized detector response 𝑆(𝜈). The total optical load on a
detector measuring a single polarization across the frequency band is a sum of
3 contributions: the CMB loading, the atmospheric loading and the instrument
contribution.

𝑄total = 𝑄CMB +𝑄atm +𝑄inst. (A.1)

Each of these terms are

𝑄CMB =
1
2
𝐴Ω

∫
band

d𝜈 𝜂(𝜈)𝐵 (𝜈, 𝑇CMB)
[
1 − 1 − T (𝜈)

sin(ZA)

]
· 𝑆(𝜈), (A.2)

𝑄atm =
1
2
𝐴Ω

∫
band

d𝜈 𝜂(𝜈)𝐵
(
𝜈, 𝑇atm(𝜈)

) 1 − T (𝜈)
sin(ZA) · 𝑆(𝜈), (A.3)

𝑄inst =
1
2
𝐴Ω

∫
band

d𝜈 𝜂(𝜈)𝑆(𝜈)2𝜈2𝑘𝐵𝑇inst

𝑐2 . (A.4)

𝐵(𝜈, 𝑇) is the blackbody spectral flux per unit solid angle per unit frequency at
absolute temperature 𝑇 and 𝜂(𝜈) is the total optical efficiency of the telescope. The
atmosphere is often characterized using its Rayleigh Jeans temperature

𝑇𝑟 𝑗 (𝜈) = [1 − T (𝜈)] · 𝑇atm(𝜈). (A.5)

For a single-moded detector, 𝐴Ω = 𝜆2. The total loading on a single polarization
detector is 𝑄total = 𝑄CMB + 𝑄atm + 𝑄inst. The photon flux incident on the
detector obeys Bose-Einstein statistics that is the variance on the number of photons
in a single spectral and spatial mode,

〈
Δ𝑁2〉 = 𝑁 (1 + 𝑁), where 𝑁 is the photon

arrival rate per spectral bandwidth. This allows us to derive the expected variance
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in photon power integrated over the observing band for one polarization, the photon
Noise Equivalent Power NEP𝛾 as

NEP2
𝛾 =

∫
band

d𝜈

[
2ℎ𝜈

d𝑄tot
d𝜈

+ 2
(
d𝑄tot

d𝜈

)2
]
, (A.6)

≈ 2ℎ ⟨𝜈⟩𝑄tot + 2
𝑄2

tot
Δ𝜈

. (A.7)

where

⟨𝜈⟩ =

∫
band

d𝜈𝜈𝑆(𝜈)∫
band

d𝜈𝑆(𝜈)
(A.8)

is the bandcenter and

Δ𝜈 =

[ ∫
band

d𝜈𝜈𝑆(𝜈)
]2

∫
band

d𝜈𝑆2(𝜈)
(A.9)

is the bandwidth.

From CMB studies, the instrument sensitivity is typically quoted as a Noise Equiva-
lent Temperature, NETCMB, to bridge experiment and theory since the power spectra
are defined in temperature units. The NEP is given in power per unit bandwidth
while the NET is in K

√
𝑠. Since 1 Hz of bandwidth corresponds to 1/2 second of

integration time, this accounts for the
√

2 factor in the definition of the NET:

NETCMB =
NEPtot√
2d𝑄CMB

d𝑇

(A.10)
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A p p e n d i x B

A TRANSMISSION LINE MODEL OF THE FULL TKID
CAPACITOR

In independent simulations of the double-sided and single-sided sections of the
capacitors, the simulations surprisingly indicated that the double-sided and single-
sided sections had almost identical inductance matrices even though the capacitance
matrices are quite disimilar. Here we account for the impact of the additional
inductance from the single-sided sections has on the resonator properties.

To simulate the capacitor over a broad frequency range, we modelled the capacitor
as a coupled line simulation as shown in fig. B.1. The box is large (6000um x
6000 um) and most of the silicon dielectric (500 um thick) is covered by a Niobium
ground plane. The ILD layer is made of silicon dioxide and is 0.3 um thick. In
order to accurately extract out the coupled transmission line parameters the ports 1
and 2 are located on the same side of the capacitor tank. The spacing between the
edge of the IDC and the ground plane is 96 um matching the current design. The
DC frequency response is of interest, so we use two separate frequency sweeps: one
adaptive between 100 – 6000 MHz and the second, linear between 0 and 6000 MHz
in 200 MHz steps.

From the simulation, we can extract the coupled transmission line matrices. Ignoring
the R and G parameters we will only focus on the inductance and capacitance
matrices. Referencing the extracted parameters at 500 MHz we find that

Double-sided IDC

𝐿̂ =

[
1.054 8.375 × 10−2

8.375 × 10−2 1.050

]
× 10−6 H · m−1 (B.1)

𝐶̂ =

[
3.139 −3.036
−3.036 3.139

]
× 10−9F · m−1 (B.2)

The even and odd mode impedances are𝑍𝑒 = 105 Ω, 𝑍𝑜 = 12.5 Ω, respectively
with even and odd refractive indices 𝑛𝑒 = 3.25, 𝑛𝑜 = 23.16, respectively. The line
impedances vary very little (∼ 2%) over the entire frequency range simulated (0 –
6 GHz) but there is quite a bit of velocity dispersion. This is not unexpected since
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Figure B.1: A coupled line simulation of the TKID IDC. The simulation is 6000
𝜇m long and includes the ground plane in proximity as is similar to the design on
wafer.

the propagating modes are not Transverse Electromagnetic Modes (TEM). Figure
2. shows a comparison of the extracted 𝑌21 from the simulation with the model
developed using the parameters extracted at 500 MHz.

Single-sided IDC

In comparison, the extracted inductance and capacitance matrices for the single
sided capacitor are given by

𝐿̂ =

[
1.053 8.503 × 10−2

8.503 × 10−2 1.053

]
× 10−6 H · m−1, (B.3)

𝐶̂ =

[
2.548 −7.613 × 10−1

−7.613 × 10−1 1.016

]
× 10−10 F · m−1. (B.4)

The capacitance per unit length for the single-sided lines are much smaller than the
double-sided case by about 2 orders of magnitude. The inductance per unit length
is quite comparable.

We can model the full capacitor by terminating two identical coupled transmission
line sections of length 𝑙 with two un-identical but coupled transmission line sections
of length 𝑙𝑡 − 𝑙, where the total length of the capacitor is fixed at 𝑙𝑡 . The entire
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Figure B.2: The extracted Y parameters from the simulation shown in fig. B.1 are
well matched by a coupled line model using the even and odd parameters extracted
at 500 MHz up to about 1200 MHz.

capacitor is then terminated by capacitances to ground since the end of the capacitor
is left open. The two transmission lines are labelled by subscripts 1 and 2.

Let ®𝑉 (𝑧) =

[
𝑉1(𝑧)
𝑉2(𝑧)

]
and ®𝐼 (𝑧) =

[
𝐼1(𝑧)
𝐼2(𝑧)

]
. The voltage and current along the line

evolve according to the coupled transmission line equations

𝜕 ®𝑉
𝜕𝑧

= −
[
𝐿1 𝐿𝑚

𝐿𝑚 𝐿2

]
𝜕 ®𝐼
𝜕𝑡
, (B.5)

𝜕 ®𝐼
𝜕𝑧

= −
[
𝐶1 −𝐶𝑚
−𝐶𝑚 𝐶2

]
𝜕 ®𝑉
𝜕𝑡
. (B.6)

In Fourier space (w.r.t. time), the voltage and current vectors evolve according to
the coupled TL equations:
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d
d𝑧

[
®𝑉 (𝑧)
®𝐼 (𝑧)

]
= − 𝑗𝜔

[
0 𝐿̂

𝐶̂ 0

]
·
[
®𝑉 (𝑧)
®𝐼 (𝑧)

]
. (B.7)

The identical coupled transmission line section, where 𝐿1 = 𝐿2 = 𝐿, 𝐶1 = 𝐶2 = 𝐶,
has an exact solution. Starting from our coupled TL equation

d
d𝑧

[
®𝑉 (𝑧)
®𝐼 (𝑧)

]
= − 𝑗𝜔𝐻̂ ·

[
®𝑉 (𝑧)
®𝐼 (𝑧)

]
, (B.8)

the solution to these 4 coupled equations can be written concisely in terms of the
4x4 propagator matrix 𝐾̂ (𝑧) = 𝑒− 𝑗𝜔𝐻̂𝑧, that gives the voltage and current at any
point along the coupled lines, given the voltage and current at the start of the lines.

[
®𝑉 (𝑧)
®𝐼 (𝑧)

]
= 𝐾̂ (𝑧) ·

[
®𝑉 (0)
®𝐼 (0)

]
. (B.9)

In block matrix form, the propagator can be expressed as

𝐾̂ (𝑧) =
[

cosB𝑧 − 𝑗Z sinB𝑧
− 𝑗Z−1 sinB𝑧 cosB𝑧

]
, (B.10)

where 𝜔𝐿̂ = ZB and 𝜔𝐶̂ = BZ−1 with [B,Z] = 0. This is a generalization of
the 2x2 ABCD matrix of a single transmission line. Note that all the 2x2 matrices
are symmetric since the inductance and capacitance matrices are symmetric. The
uncoupled line impedance and wave number are 𝑍0 =

√︁
𝐿/𝐶 and 𝛽𝑠 = 𝜔

√
𝐿 · 𝐶,

respectively.

We can also write out the inverse propagator, 𝐺̂ (𝑧) such that 𝐺̂ · 𝐾̂ = 𝐾̂ · 𝐺̂ = 𝐼,

𝐺̂ (𝑧) =
[

cosB𝑧 𝑗Z sinB𝑧
𝑗Z−1 sinB𝑧 cosB𝑧

]
. (B.11)

Using the propagator and the extracted inductance and capacitance per unit length,
we can figure out the exact voltage and current in the capacitor at the end of the
double-sided capacitor section. B,Z can be diagonalized simultaneously using the
matrix
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𝑄̂ =
1
√

2

[
1 1
1 −1

]
. (B.12)

Even though there is no exact analytical solution for coupled non-identical TLs,
the numerical solution is quite accessible. We do not have an exact solution, we
can tackle the problem quite successfully using perturbation theory to build on our
existing solution for the identical coupled lines. This problem simplifies further
when we note that 𝐿̂1,1 ∼ 𝐿̂2,2 for the single-sided capacitor. Therefore only the
capacitances per unit length are mismatched! With this, let 𝐶̂ = 𝐶̂0 + 𝜖 𝐶̂1 where

𝐶̂ =

[
𝐶1 −𝐶𝑚
−𝐶𝑚 𝐶2

]
, (B.13)

is the full capacitance matrix.

We take 𝜖 = (𝐶1 − 𝐶2) /(𝐶1 + 𝐶2) and 𝐶0 = (𝐶1 + 𝐶2) /2 so that

𝐶̂0 =

[
𝐶0 −𝐶𝑚
−𝐶𝑚 𝐶0

]
. (B.14)

is the symmetrized capacitance matrix

and

𝐶̂1 = 𝐶0

[
1 0
0 −1

]
. (B.15)

is the perturbation to the capacitance.

Our goal is now to compute the first order term in the perturbative expansion of the
propagator 𝐾̂ (𝑧) = 𝐾̂0(𝑧) + 𝜖 𝐾̂1(𝑧) + · · · . This procedure should feel familiar
(echo time-independent perturbation theory in QM). The approach will be exactly
the same, except that in this case, our propagator is not a Hermitian matrix. To
simplify, we will switch to a basis that diagonalizes the unperturbed solution by
defining 𝑉±(𝑧) = (𝑉1 ±𝑉2) /

√
2, 𝐼±(𝑧) = (𝐼1 ± 𝐼2) /

√
2.

In the diagonal basis, 𝐾̂0(𝑧) = diag
(
𝑒 𝑗 𝛽+𝑧, 𝑒− 𝑗 𝛽+𝑧, 𝑒 𝑗 𝛽−𝑧, 𝑒− 𝑗 𝛽−𝑧

)
. The matrices

wave number and impedance matrices are B = diag (𝛽+, 𝛽−) ,Z = diag (𝑍+, 𝑍−),
where
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𝑍± =

√︂
𝐿 ± 𝐿𝑚
𝐶0 ∓ 𝐶𝑚

, (B.16)

𝑍0 =
√︁
𝐿/𝐶0. (B.17)

𝛽± = 𝜔
√︁
(𝐿 ± 𝐿𝑚) (𝐶0 ∓ 𝐶𝑚), (B.18)

𝛽𝑠 = 𝜔
√︁
𝐿 · 𝐶0. (B.19)

We want to compute the expansion 𝐾̂ (𝑧) = 𝑒− 𝑗𝜔(𝐻̂0+𝜖 𝐻̂1)𝑧 = 𝐾̂0(𝑧) + 𝜖 𝐾̂1(𝑧) + · · · .
Since the matrices 𝐻̂0, 𝐻̂1 do not commute, the expansion of the matrix exponent
is non-trivial (see the Zassenhaus formula). The easiest path is to consider the
perturbation to the eigenvalues, and the right and left eigenvectors of the propagator
matrix.

We directly apply the results of perturbation theory applied to general eigenvalues
and eigenvectors (Greenbaum et al., 2020). Simply quoting, if 𝐻̂0 with a sim-
ple eigenvalue 𝜆0 corresponding to right eigenvector 𝑥0 and left eigenvector 𝑦0.(
𝐻̂0𝑥0 = 𝜆0𝑥0, 𝑦

†
0𝐻̂0 = 𝜆0𝑦

†
0

)
. To first order the eigenvalue can be written as

𝜆(𝜖) = 𝜆0 + 𝜖 𝑦†0 · 𝐻̂1 · 𝑥0 (B.20)

.

Similarly, given the matrix of right eigenvectors 𝑋 = [𝑥0, 𝑋 𝑗 ] and that of left
eigenvectors 𝑌 = [𝑦0, 𝑌 𝑗 ] and 𝐵 𝑗 is the diagonal matrix of all eigenvalues that differ
from 𝜆0, let 𝑆 = 𝑋 𝑗 ·

(
𝐵 𝑗 − 𝜆0𝐼3

)−1
𝑌
†
𝑗
, then

𝑥(𝜖) = 𝑥0 − 𝜖 𝑆 · 𝐻̂1 · 𝑥0, (B.21)

𝑦(𝜖) = 𝑦0 − 𝜖 𝑦†0 · 𝐻̂1 · 𝑆. (B.22)

In our case, we find that to first order, the eigenvalue perturbation is zero. Therefore
our propagator can be expanded as 𝐾̂ (𝑧) ≈ (𝑋0 + 𝜖𝑋1) · 𝑒− 𝑗𝜔𝐻0𝑧 · (𝑌0 + 𝜖𝑌1)† so that

𝐾̂ (𝑧) = 𝐾̂0(𝑧) + 𝜖

[
𝑌
†
1 · 𝑋0 · 𝐾̂0(𝑧) + 𝐾̂0(𝑧) · 𝑌†

0 · 𝑋1

]
+𝑂 (𝜖2). (B.23)
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In block matrix form (and using the subscript 𝑠 to reference the single-sided capac-
itor)

𝐾̂0(𝑧) =
[
𝐴̂𝑠 𝐵̂𝑠

𝐶̂𝑠 𝐷̂𝑠

]
, (B.24)

𝐾̂1(𝑧) =
[
𝛿𝐴̂𝑠 𝛿𝐵̂𝑠

𝛿𝐶̂𝑠 𝛿𝐴̂𝑇𝑠

]
. (B.25)

and the perturbation to the inverse propagator is

𝐺̂1(𝑧) =
[
𝛿𝐴̂𝑠 −𝛿𝐵̂𝑠
−𝛿𝐶̂𝑠 𝛿𝐴̂𝑇𝑠

]
. (B.26)

This ensures that 𝐺̂ · 𝐾̂ = 𝐾̂ · 𝐺̂ = 𝐼 = 𝐼 + 𝑂 (𝜖2).

The transmission line is passive so the network has to be reciprocal. This imposes
constraints on the possible form of the perturbed propagator. Reciprocity requires
that 𝛿𝐵̂𝑠, 𝛿𝐶̂𝑠 are symmetric. Additionally, the following matrix equations hold:

𝐴̂𝑠 · 𝐷̂𝑠 − 𝐵̂𝑠 · 𝐶̂𝑠 = 𝐼, (B.27)

𝐴̂𝑠 · 𝛿𝐴̂𝑠 + 𝛿𝐴̂𝑠 · 𝐴̂𝑠 = 𝛿𝐵̂𝑠 · 𝐶̂𝑠 + 𝐵̂𝑠 · 𝛿𝐶̂𝑠, (B.28)

𝐵̂𝑠 · 𝛿𝐷̂𝑠 + 𝛿𝐵̂𝑠 · 𝐷̂𝑠 = 𝛿𝐴̂𝑠 · 𝐵̂𝑠 + 𝐴̂𝑠 · 𝛿𝐵̂𝑠, (B.29)

𝐶̂𝑠 · 𝛿𝐴̂𝑠 + 𝛿𝐶̂𝑠 · 𝐴̂𝑠 = 𝛿𝐷̂𝑠 · 𝐶̂𝑠 + 𝐷̂𝑠 · 𝛿𝐶̂𝑠 . (B.30)

Explicitly in the diagonal basis,

𝛿𝐴̂𝑠 (𝑧) = − 𝛽𝑠

𝛽2
+ − 𝛽2

−

cos(𝛽+𝑧) − cos(𝛽−𝑧)
𝑍0

[
0 𝑍+𝛽+

𝑍−𝛽− 0

]
, (B.31)

𝛿𝐵̂𝑠 (𝑧) =
− 𝑗 𝛽𝑠
𝛽2
+ − 𝛽2

−

𝛽+ sin(𝛽−𝑧) − 𝛽− sin(𝛽+𝑧)
𝑍0

[
0 𝑍+𝑍−

𝑍+𝑍− 0

]
, (B.32)

𝛿𝐶̂𝑠 (𝑧) =
𝑗 𝛽𝑠

𝛽2
+ − 𝛽2

−

𝛽+ sin(𝛽+𝑧) − 𝛽− sin(𝛽−𝑧)
𝑍0

[
0 1
1 0

]
. (B.33)

Each of the perturbation matrices is purely off-diagonal and mixes the even and odd
modes propagating down the capacitor.
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From this point, we only need to rearrange the elements of the propagator in order to
construct the 4x4 admittance matrix of the single-sided section of the capacitor. We
have to reverse the direction of the current due to the change in convention between
admittance parameters and ABCD parameters. The expression looks a little messy,
but it is all here, accurate to 2nd order

[
®𝐼 (𝑙)

−®𝐼 (𝑙𝑡 − 𝑙)

]
=

(
𝑌𝑠 + 𝜖 𝛿𝑌𝑠

)
·
[

®𝑉 (𝑙)
®𝑉 (𝑙𝑡 − 𝑙)

]
. (B.34)

where

𝑌𝑠 =

[
−𝐵̂−1

𝑠 · 𝐴̂𝑠 𝐵̂−1
𝑠

𝐵̂−1
𝑠 −𝐷̂𝑠 · 𝐵̂−1

𝑠

]
, (B.35)

and

𝛿𝑌𝑠 =

[
𝐵̂−1
𝑠 · 𝛿𝐵̂𝑠 · 𝐵̂𝑠 · 𝐴̂𝑠 − 𝐵̂−1

𝑠 · 𝛿𝐴̂𝑠 𝐵̂−1
𝑠 · 𝛿𝐵̂𝑠 · 𝐵̂−1

𝑠

{𝛿𝐴̂𝑠, 𝐵̂−1
𝑠 · 𝐴̂𝑠} − 𝐴̂𝑠 · 𝐵̂−1

𝑠 · 𝛿𝐵̂𝑠 · 𝐵̂−1
𝑠 · 𝐴̂𝑠 − 𝛿𝐶̂𝑠 𝐴̂𝑠 · 𝐵̂−1

𝑠 · 𝛿𝐵̂𝑠 · 𝐵̂𝑠 − 𝛿𝐴̂𝑇𝑠 · 𝐵̂−1
𝑠

]
.

(B.36)

The final improvement to our solution is to symmetrize the admittance matrix. This
removes some additional 2nd order differences in our perturbative expansion leading
to the quite good agreement between the numerical solution and the perturbative
expansion as shown in fig. B.3. shows a comparison of the numerical solution with
the perturbative solution for the single-sided capacitor with the parameters listed
above.

Assembling the full capacitor

We can cascade our two solutions to solve for the voltage and current everywhere
along the capacitor. The double-sided and single-sided capacitor sections have the
same inductance matrix but different capacitance matrices. To distinguish them, we
use subscript 𝑑 for the double-sided capacitor in contrast with subscript 𝑠 for the
single sided. In terms of the propagators,

[
®𝑉 (𝑙𝑡)
®𝐼 (𝑙𝑡)

]
= 𝐾̂𝑠 (𝑙𝑡 − 𝑙) · 𝐾̂𝑑 (𝑙)

[
®𝑉 (0)
®𝐼 (0)

]
. (B.37)
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Figure B.3: The first order perturbative solution to the nonidentical coupled lines
reduces the first pole and the first zero of all the admittance parameters. This gives
accuracy well up to about 4.8 GHz.

To get us closer to the final answer, we express the propagators as ABCD matrices

[
®𝑉 (𝑙𝑡)
®𝐼 (𝑙𝑡)

]
=

[
𝐴̂𝑠 + 𝜖 𝛿𝐴̂𝑠 𝐵̂𝑠 + 𝜖 𝛿𝐵̂𝑠
𝐶̂𝑠 + 𝜖 𝛿𝐶̂𝑠 𝐷̂𝑠 + 𝜖 𝛿𝐷̂𝑠

]
·
[
𝐴̂𝑑 𝐵̂𝑑

𝐶̂𝑑 𝐷̂𝑑

]
·
[
®𝑉 (0)
®𝐼 (0)

]
. (B.38)

The final piece that is needed is to terminate the end of the capacitor with load
capacitances to ground, 𝐶̂𝐿 = diag (𝐶𝐿1, 𝐶𝐿2) so that ®𝐼 (𝑙𝑡) = 𝑌𝐿 ®𝑉 (𝑙𝑡) = 𝑗𝜔𝐶̂𝐿 ®𝑉 (𝑙𝑡).
This gives the 2x2 admittance matrix of our full capacitor from the equation below

®𝐼 (0) = −
(
𝑌𝐿 · 𝐵̂full + 𝐷̂full

)−1 ·
(
𝑌𝐿 · 𝐴̂full + 𝐶̂full

)
· ®𝑉 (0). (B.39)

To make progress, we are mostly interested in the low frequency behavior of our
capacitor. We can Taylor expand the network terms in powers of 𝜔. It is easiest to
backtrack and expand the ABCD parameters first:

[
®𝑉 (𝑙𝑡)
®𝐼 (𝑙𝑡)

]
=

[
𝐼 − 𝜔2 𝐿̂𝑇 · 𝐶̂𝐴 − 𝑗𝜔𝐿̂𝑇

− 𝑗𝜔𝐶̂𝑇 𝐼 − 𝜔2 𝐿̂𝑇 · 𝐶̂𝐷

]
·
[
®𝑉 (0)
®𝐼 (0)

]
. (B.40)

𝐿̂𝑇 = 𝐿̂ · 𝑙𝑡 gives the total inductance. 𝐶̂𝑇 =

(
𝐶̂𝑠 + 𝜖 𝐶̂1

)
(𝑙𝑡 − 𝑙) + 𝐶̂𝑑 · 𝑙 gives the total

capacitance. 𝐶̂𝐴 = 4
𝜋2

(
𝐶̂𝑇

(
1 − 𝑙

2𝑙𝑡

)
+ 1

2𝐶̂𝑑 (𝑙𝑡 − 𝑙)
)

and 𝐶̂𝐷 = 4
𝜋2

(
𝐶̂𝑇

(
𝑙

2𝑙𝑡

)
− 1

2𝐶̂𝑑 (𝑙𝑡 − 𝑙)
)
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so that 𝐶̂𝐴 + 𝐶̂𝐷 = 4
𝜋2 𝐶̂𝑇 .

Coming back to the 2x2 admittance matrix of the capacitor,

𝑌 =

[
𝐼 − 𝜔2

(
𝐶̂𝐷 + 𝐶̂𝐿

)
· 𝐿̂𝑇

]−1
·
[
𝑗𝜔

(
𝐶̂𝑇 + 𝐶̂𝐿

)]
. (B.41)

The first piece of 𝑌 gives the first 2 poles of the capacitor and the remaining piece
gives the first zero. As expected, the first zero is at 𝜔 = 0 and is given by the total
capacitor and the load capacitance to GND. The first zero and pole describe the
capacitor up to 1 GHz.

Things are much clearer using the impedance matrix.

𝑍̂ (𝑠 = 𝑗𝜔) =
1
𝑠

(
𝐶̂𝑇 + 𝐶̂𝐿

)−1
+ 𝑠

(
𝐶̂𝑇 + 𝐶̂𝐿

)−1
·
(
𝐶̂𝐷 + 𝐶̂𝐿

)
· 𝐿̂𝑇 . (B.42)

The impedance of the capacitor splits into 2 separate impedance matrices. This
allows us to construct the full impedance model by connecting 2 smaller 2 port
networks in series (not in cascade).

(a) (b)

Figure B.4: The numerical solution to the capacitor impedance agrees well with the
perturbative model everywhere within the design band. Impedance parameters of
the capacitor are given on the left while the admittance parameters are on the right.

In conclusion, a transmission line model of our IDC capacitor is accurate across
the entire design band and reflects the relationship between the IDC capacitance,
coupling to ground and the parasitic inductance in the structure. This approach can
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be extended to higher frequencies to model harmonics of the fundamental resonance
mode.
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