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ABSTRACT

Subduction initiation, the inception of a subduction zone, heralds dramatic changes
in tectonic plate kinematics and dynamics. In the first half of the thesis, I focus on
understanding the dynamics of the subduction initiation process through a synthesis
of numerical computations and theoretical frameworks. In Chapter 2, we employ
force balance analysis and 2D geodynamic models to yield an analytical solution on
the force evolution of the subducting plate. This formulation illuminates a pivotal
phase in subduction initiation —- the compression-to-extension transition of plate
forces -— as a defining milestone. In Chapter 3, we extend this analytical frame-
work into a sliced 3D context (2.5D) while incorporating the influence of strike-slip
motion. Modified from Chapter 2, the analytical solution validates that strike-slip
motion facilitates subduction initiation by accelerating the process of weakening.
Chapter 4 ventures into 3D geodynamic modeling, focusing on the Puysegur trench -
— aliving example of subduction initiation. The models demonstrate a capability to
match multiple geophysical and geological observations quantitatively with mechan-
ical models. With a parametric search, we discover the best-fitting models require
a relatively fast strain weakening rate, which can be explained by pore-pressure

weakening at shallow depths and grain-size reduction at greater depths.

The second part of this thesis transitions to ambient seismic noise correlation. In
Chapter 5, we conduct an ambient noise tomography in northern Los Angeles basins
with a newly obtained, dense seismic data set. The new shear wave velocity model
exhibits a lower velocity in the basins than previous community models, which
can potentially resolve the inconsistency between observed and calculated ground
motions. In Chapter 6, we introduce a new method to identify the near-field noise
sources from the spurious arrivals in ambient noise correlations. The correlation
between the inverted noise sources and geological features in northern LA basins
suggests the viability of this technique as a novel means of identifying geological

structures, including faults.
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Chapter 1

INTRODUCTION

The subduction zone is a geological setting characterized by various geological
phenomena, including earthquakes and volcanoes. It plays an important role in plate
tectonics, acting as a significant driver of plate motion through slab pull. Moreover,
subduction zones exhibit a fundamental characteristic, their "weakness." Compared
to plate interiors, the subduction interface is typically much weaker, featuring a
lower yield stress. The weakness at the slab interface leads to the localization of
deformation within narrow shear zones and is associated with the occurrence of

large mega-thrust earthquakes along subduction interfaces.

Subduction initiation, the beginning phase of the subduction zone, marks a critical
turning point of plate tectonics. During this process, plate kinematics and tectonic
dynamics undergo rapid transformations within a relatively short timeframe. In
the first half of this thesis (Chapter 2,3,4), we study the dynamic mechanisms
governing subduction initiation using both theoretical frameworks and numerical

computations.

In Chapter 2, we present an analytical solution for a subduction initiation system
derived from the force balance analysis of a subducting plate. Combining theoretical
insights with numerical models, we establish that a crucial characteristic of induced
subduction initiation systems is the compression-extension transition within the
plate force. We identify two primary factors governing the force evolution of the

subducting plate: plate convergence and weakening rate.

Building upon the theory introduced in Chapter 2, Chapter 3 extends our analysis
into the realm of 2.5D, considering the influence of strike-slip motion. Our research
demonstrates that strike-slip motion expedites the subduction initiation process by
accelerating strain weakening, and we can quantify this effect by adjusting the
weakening rate. Besides, we validate our theory using a few subduction initiation
examples from the Cenozoic history of the Pacific hemisphere. Through a simple
closed-form equation, we predict subduction initiation timescales consistent with

observations.

In Chapter 4, we return to the complexities of the 3D world. Our focus shifts to

the Puysegur Trench, a living example of subduction initiation on the southern tip



2

of New Zealand. Employing 3D, time-dependent geodynamic models starting from
15 million years ago, we explore various model parameters. By comparing model
outcomes with the geophysical and geological observations, including topography,
stress evolution derived from stratigraphy, seismicity patterns, and earthquake focal
mechanisms, we discover that the models with a fast weakening rate align with
a range of geophysical and geological observations. We further investigate the
primary mechanism driving strain weakening and discover that fluid pore pressure
emerges as a plausible mechanism for rapid weakening at shallow depths while
weakening at deeper depths could be mainly governed by grain-size reduction.
These models exemplify the excellent alignment of geodynamic models with a
diverse array of geophysical and geological observations, and the well-constrained
geodynamic models not only reveal the dynamics behind Earth’s history but also

provide crucial inputs for understanding the present-day stress field.

The latter half of this thesis shifts focus to ambient noise analysis using dense seismic
array data from the northern Los Angeles basins. This endeavor is driven by the aim
of enhancing our understanding of how a major earthquake originating from the San
Andreas fault might impact the densely populated Los Angeles region. To achieve
this, we construct a new velocity model from the newly obtained dense array data
(Chapter 5). Our tomography model, which integrates ambient noise correlation,
receiver function, gravity, and borehole data, exhibits lower velocities compared to
the previous community model. This suggests that previous assessments may have

underestimated the potential ground shaking.

In the final chapter (Chapter 6), we focus on a prominent feature within correlation
functions — spurious precursory arrivals. We introduce a novel method for mapping
2D near-field ambient noise sources. Applying this method to the data set from
Chapter 5, we observe a clear correlation between the spatial distribution of the
inverted noise source and geological features. Moreover, given that high-frequency
components dominate the spurious arrivals, we conclude that the noise source
is associated with scattering from structures with significant velocity contrasts at
shallow depths, such as sedimentary basin edges and faults. This new technique

offers a new way of identifying geological structures, particularly faults.



Chapter 2

A SIMPLE FORCE BALANCE MODEL OF SUBDUCTION
INITTIATION

Li, Yida and Michael Gurnis (Sept. 16, 2022). “A simple force balance model of
subduction initiation”. In: Geophysical Journal International 232.1, pp. 128—146.
por: 10.1093/gji/ggac332.

2.1 Abstract

The initiation and development of subduction zones are associated with substantial
stress changes both within plates and at plate boundaries. We formulate a simple ana-
lytical model based on the force balance equation of a subduction zone, and validate
it with numerical calculations of highly non-linear, coupled thermo—mechanical
system. With two kinds of boundary conditions with either fixed velocity or fixed
force in the far field, we quantitatively analyze the role of each component in the
force balance equation, including slab pull, inter—plate friction, plate bending, and
basal traction, on the kinematics and stress state of a subducting plate. Based on
the numerical and analytical models, we discuss the evolution of plate curvature,
the role of plastic yielding and elasticity, and how different factors affect the timing
of subduction initiation. We demonstrate with the presence of plastic yielding for
a plate of thickness, H, that the bending force is proportional to HZ, instead of
H? as previously thought. Although elasticity increases the force required to start
nucleating subduction it does not substantially change the total work required to
initiate a subduction zone when the yielding stress is small. The analytical model
provides an excellent fit to the total work and time to initiate subduction and the
force and velocity as a function of convergence and time. Plate convergence and
weakening rate during nucleation are the dominant factors influencing the force
balance of the plate, and 200 km of plate convergence is typically required to bring
a nascent subduction zone into a self-sustaining state. The closed—form solution
now provides a framework to better interpret even more complex, time—dependent

systems in three—dimensions.



2.2 Introduction

The balance of forces within subduction zones is a key determinant governing plate
motions instantaneously and over time as plates evolve. The force balance likely
changes substantially with commensurate changes in the state—of—stress within plates
in time and space, especially during the initiation of a new subduction zone. As
deduced from field observations and mechanical models, a subducting plate may
experience a change from compression to extension during subduction initiation,
which could suggest a transfer of driving force from far-field compression to slab
pull. In addition to driving forces, there are factors that resist plate motion, such
as friction at the subduction interface and rigid plate bending. While bending, the
viscous plate experiences deformation within the plate hinge zone, with considerable
energy dissipated with a force required to counterbalance the bending torque. Other
sources of driving and resisting forces, including a traction from flow beneath
lithosphere and horizontal pressure changes from the lateral variations of isostatic

columns, might also be important components of the force balance.

Despite a considerable literature documenting the key forces which may exist as a
function of time using sophisticated numerical methods (Gurnis, C. Hall, and Lavier,
2004; Nikolaeva, T. V. Gerya, and F. O. Marques, 2010; Leng and Gurnis, 2015;
Zhong and Zhong-Hai Li, 2019; Arcay et al., 2020), we are not aware of a simple
closed form, analytical model of the force balance as a function of time. Although
earlier work described instantaneous force balances (McKenzie, 1977; Mueller and
Phillips, 1991), none has been formulated in time. Such a model provides a guide
to better understand the complex, time—dependent phenomena that occur in the full
solution of the coupled non-linear conservation equations. Here we derived the
relationship between forces and plate motion in a trench perpendicular cross section
based on a force balance equation, and later validate the result against the full
solution of the coupled system of equations with a suite of numerical computations.
The role of elasticity is shown through comparison of solutions with and without

elasticity.

2.3 Force Balance

At any instant of time, the force balance for a viscously dominated plate is
Fo+ANNg = ANy +Ts+ F, + Fy 2.1

where Fy, is an applied far-field compression, AN, and ANyp are the change

in the normal force arising from the bending of the slab and negative buoyancy,
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Figure 2.1: Cross—sectional schematic of the force balance showing a. the initial
condition and b. during an advanced stage of subduction initiation with details
shown in c. (illustrating the local (z — s) coordinate system). WZ denotes the weak
zone.
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respectively, from the slab tip to the surface (Buffet, 2006), Ts is the frictional
resistance between the slab and the over-riding plate, F, is resistance from viscous
shear in the asthenosphere, and F7 is a resistance from a horizontal pressure gradient
across the plate boundary arising from differing isostatic columns (Fig. 2.1A). In
Appendix A, we provide a detailed derivation of this equation. One can see that F;
has been added as a resisting force, not as a driving force for subduction initiation, as
previously considered in the literature (Nikolaeva, T. V. Gerya, and F. O. Marques,
2010; Leng and Gurnis, 2015). Below, we will discuss this further, but detailed
computations in 2-D show that F; initially causes the in-coming plate to slow.

There are two forces within the slab (Fig. 2.1B) that act in the down-dip direction.
The first is a driving force from the negative buoyancy of the slab

ANyg = HApgsin@ - (2.2)

where H is the plate thickness, g the acceleration of gravity, Ap the density difference
between slab and ambient mantle, 6 dip angle of the slab (typically increasing from
0 at the trench to 45° in the subduction zone), and ¢ the horizontal cumulative slab
(plate) displacement. The second is a resisting force generated from bending, which
has previously been considered, for example in Buffet, 2006 as an equation tracking
the total normal force change attributed to the bending of a thin viscous plate of

constant viscosity

1 L 2
AN, = —nH3/ dEN s = Kpu (2.3)
3 0 ds

where k is the local curvature of the bending slab, n the viscosity of the slab, u
the convergence velocity at the nascent trench (so that, u = £), s the distance along
the plate’s center line (Fig. 2.1c), and L the total length of center line. A single
coeflicient, which we call K}, can be used to collapse all coefficients associated
with bending into a single term that multiplies u. As the effective viscosity of
the bending plate could change as the new subduction zone develops, the constant
viscosity assumption (and hence the validity of the equation) will be critically
evaluated with detailed computations. In calculations, we will consider the more
realistic case when the effective viscosity of the plate no longer remains constant,
specifically when the plate experiences brittle failure. We consider a constant yield

stress for the plate, accomplished through a reduction in viscosity.

For the plate bending problem, the hinge zone is where a great amount of deformation

occurs, and it experiences a reduction of effective viscosity due to plastic failure.
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In Appendix B, we show that the contribution of a bending torque from the hinge
zone is no longer proportional to the convergent velocity u, but rather a constant
independent of u. Combining the contributions of brittle and ductile deformation,
the total bending torque is

ANy, = Kpu + Ny (2.4)

where Ngz is the bending torque from the hinge zone, a parameter independent
of u. Kpu accounts for the contribution of bending force from the area where the
bending is not large enough to cause plasticity. For a relatively small yielding stress,
plasticity occurs almost everywhere in the bending area, therefore Nz >> Kju.

The bending torque in the hinge zone is expressed as
1
Nuz = gHz(dk/dZ)maxSHZTmax (2.5)

where (dk/ds)nqy is the maximum rate of plate curvature change. sy is the width

of the hinge zone, and 7,,,,, the maximum yield stress in the plate.

The resistance at the base of the subducting plate during convergence is

u Lp

— . L, =n,—2 2.6
da p na da u ( )
where 7, is the viscosity of the asthenosphere, d, the thickness of the asthenosphere,

and L, the length of the plate.

F, = 277aéLp =TMa

The plate is also resisted by the total friction at the plate boundary, Ts, a process
that is primarily limited by the yield stress which in turn is controlled by strain
weakening. In the numerical model, we consider plastic failure to be governed
by a Drucker-Prager yielding criterion with a maximum stress as the upper limit,
7y = min(uyp+C, 7y0), where p is hydrostatic pressure. For the weakening, we use a
simplified two-stage process to represent the strain weakening: Initially the yielding
parameters y, and C decrease linearly with the accumulation of plastic strain, but
once the plastic strain saturates, i.e. the plastic strain exceeds the reference plastic
strain, £po, the yielding stress remains at 7y ¢(uy s = 0, Cr = 7, 7). For the analytical
solution, the two stage process is further simplified as 7, = 7,4 prior to plastic
saturation and 7, = 7, after saturation. This approximation is valid because p is
typically much greater than 7,y so that the non-saturated yield stress (i, > 0) is
mostly cutoff by 7,9. Prior to strain saturation of the fault, the total shear stress from
the fault is

H
sing Tvr—Ty)l H T — T
TS:/ ryds = (0 + L0 PALLILE W RN VY ol
0

(SSP() sin 6 (581)()

2.7)
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_ TyoH Ty . _H _ Tyo : :
Where A = g B = TTRTY L and C = Sopo After the strain saturates, i.e.

s > 0&pg, where ¢ is the fault thickness, T becomes

H

Ts = ./Osmg Tyds = Tnyi% +0epo(Ty0 — Tyf) =D (2.8)
The isostatic force, Fj, is caused by the horizontal pressure difference across the
different density columns making up the plate boundary. As a result of isostasy, the
horizontal pressure gradient is zero below the compensation depth, dcopp, at the
base of the lithosphere. However, above the compensation depth, the pressure at the
same depth is not usually equal because of density differences in adjacent columns.
Here, the density arises from both thermal and compositional differences. Assuming
the plate thermal structure obeys a half-space cooling model, the total thermal plate
boundary force is the integration of pressure differences from the thermal contrast
over depth (Turcotte and Schubert, 1982 eq. 6.405)

20maAT

Yk (t2 = 1) (2.9)
7(Pm — Pw)

dcomp
Fiherm = / APdz = gpnmaAT(1 +
0

Where p,, is the mantle reference density, p,, is the water density, « is the coeflicient
of thermal expansion, AT is the temperature difference between mantle and surface,
k 1is the thermal diffusivity, and #; and 1, are the plate age of plate 1 and plate 2,
corresponding to the overriding plate and subducting plate, respectively. The other
factor contributing to the pressure gradient is the difference in composition between
the two plates, assumed to be limited to the crust for simplicity. Similarly, we obtain

the boundary force from compositional density differences

58 ACS

dCOmp 1 _ _ 1 _ _
Feomp = APdz = =g (pm = pc1)(pci pW)ACZ— (om = pc2)(pc2 — pw)

Pw

(2.10)
Where pc1, pc2 are the crustal density of plate 1 and plate 2, and AC; and AC; are
the crustal thickness of plate 1 and plate 2. With the joint contribution of thermal
and compositional density differences across the plate boundary, the total isostatic

force at the plate boundary is

F; = Fiherm + Feomp (2.11)

Substituting in the expressions of AN, Fxp, Ts,and F, as given above, eq. 2.1 yields

L
FXX+HApgsin9-€:TS+nad—P-u+F1+Kbu+NHZ (2.12)

a
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The completeness of the force balance equation is examined with solutions as
time progresses during subduction initiation, assuming two typical scenarios, one
with plate convergence driven by velocity boundary conditions and another driven
by force boundary conditions. These will form the basis for comparison against

solutions for the fully coupled, non-linear equations.

Velocity Boundary Condition
With a velocity boundary condition, u = ug, the plate convergence is driven by a
fixed, constant velocity and eq. 2.12 becomes

L
Fo = (2’7d_P +Kp)u+Ts — HAp sin 0 + Nyz + F (2.13)

a

With eq. 2.7 and 2.8, 2.13 yields

AC* — (B+HApsin0)€ +C + (2n5E + Kp)uo + Ts + Nuz + Fi, € < dep,

~HApsin@ - £+ D + (2052 + Kp)uo + Ts + Nuz + Fi, > bep,
(2.14)

We will discuss the nature of these solutions when comparisons are made to the full

Fy =

solution of the governing equations from the numerical model.

Force Boundary Condition
Alternatively, we apply a constant far—field compression Fy, that drives the plate
motion, so that the convergence velocity becomes
_ Fy+ HApglsin® —Ts — F; — Npz
T Kp +14 5—:

(2.15)

Based on this equation, we obtain the relationship between time ¢ taken to reach a
. . . . ¢ ap .

horizontal displacement of £ through the integration ¢ = /0 dTK. The expression of

t with respect to ¢ depends on how much strain has accumulated within the fault

zone: When ¢ < gp,6

. 4K, C¢t 516
B2 +4C(Fyy — A = F1 = Nuz) (2.16)
Where K| = K, + 5—:’ “Na-
When ¢ > 6ePy
4K 17y0 K>(€ - 6¢
y N 2( P0) 2.17)

I =
B2 +4C(Fyy —A—F; = Nyz) Fu—-D-Fi—Nuz
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Where By = B+ Hopgsinb, K, = Kp, + Z—f -n4. Kp and K, follow the same

definition, but because the asthenosphere viscosity 7, is non-Newtonian, the second
stage (¢ > depo) has an overall lower 1, due to the higher plate speed, and K, is
thereby smaller than K;. In eq. 2.16 and 2.17 we only present the approximate
forms, with the detailed derivations and full expressions given in the supplementary
material (eq. 2.28, 2.29). We will discuss solutions of these equations with the force
boundary conditions when comparing against the solution of the full equations with

the numerical models.

2.4 Model Setup

We have formulated a series of computations in a two-dimensional (2D) domain with
the finite element method using the Underworld package (Mansour et al., 2020) to
validate the simple force balance. Computational models with both visco-plastic
and visco-elasto-plastic rheologies are used to isolate the role of elasticity during
subduction initiation. Initial temperature field is from half-space-cooling model
with given subducting and upper plate age. Models are computed with both im-
posed velocities and imposed forces, so as to mimic the routes taken in the simple
analytical force balance. The models with imposed velocities are implemented using
a Dirichlet condition on the right wall through the depth of the plate (Fig. 2.2a). The
models with imposed forces are implemented by applying a horizontally-acting body
force through a narrow column (Fig. 2.2b) on the right edge of the subducting plate,
following (Leng and Gurnis, 2011), and the thermal age of the rightmost 100 km
lithosphere 1s set to be 0, decoupling the subducting plate from the model domain
boundary. With the large topographic gradients rapidly developing during subduc-
tion initiation, the topography is tracked as a free surface, as in previous studies
(Toth and Gurnis, 1998; Gurnis, C. Hall, and Lavier, 2004; Nikolaeva, T. V. Gerya,
and F. O. Marques, 2010). Here, the free surface is approximated by overlaying
the plates with a 40 km thick, low viscosity (e.g. sticky—air) layer (Crameri et al.,

2012). The material has a non—-Newtonian and temperature—dependent rheology

E__E (g o
n(T, &) =noe™" "o |— (2.18)
€0
where E is the activation energy, R the ideal gas constant, and n the exponent of
non-Newtonian flow. 7 is the reference viscosity at a the reference temperature,
Ty, and reference strain rate, £p. In addition to the non-Newtonian viscosity, the

material yields (plastic failure) by imposing an upper limit on the stress; the effective
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Plate 1

Plate 2
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Plate 1
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Figure 2.2: The model setup for models with a. velocity boundary conditions and
b. force boundary conditions. Plate 1 and Plate 2 corresponding to the overriding
plate and subducting plate.
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viscosity becomes
Net = min (17(T), 7y/&11) (2.19)

where 7y is the yield stress, and £,; is the square root of the second invariant of strain
rate tensor. The effective viscosity is confined by minimum and maximum values
(see Table 2.1). The yield stress follows the Drucker-Prager yielding criterion with

an upper cutoff, 7, = min(u,p + C, 7,0).

Weakening processes are approximated by reducing the yield stress with plastic
strain, following a two-stage process: Prior to a strain saturation, C and u, linearly

decrease with accumulation of plastic strain £p, and afterwards 7, remains constant.

+C, ep<e¢
7, = HyD P PO (2.20)

Tyfs Ep > Epo

where & py is the reference plastic strain that controls the rate of weakening. C and u,

gp
&po’

The material within the majority of the domain is governed by non-Newtonian flow,

are cohesion and friction coefficient, C = (7,7 — Co) 75+ Co and py = pyo — f1y0

indicating the dominance of ductile deformation. In two regions, the weak zone
and hinge zone, where the strain rate is large, the yielding dominates, indicating
the deformation makes a transition into brittle failure. Three materials are present
within the domain: An 8 km thick basaltic crust on top of the subducting plate
that can metamorphose to eclogite at depth (Hacker, Abers, and Peacock, 2003);
a 25 km thick granitic crust on top of the over-riding plate; and an olivine mantle
composing the remainder of the domain. The density varies with composition, but
the rheological parameters are invariant so as to validate the simple force balance

equations.

For models with a velocity boundary condition, we determine the total horizontal
compressional force within the plate, Fy, = — /_ %ﬂ oxxdz, with plate convergence
¢, and compare against the evaluation of eq. 2.13. For models driven with a force
boundary, the plate convergence £ vs. time from numerical models are compared
against evaluation of eq. 2.16 and 2.17. In the first set of models (Fig. 2.2a), the
boundary velocity controls plate convergence and the plate motion remains constant
with time. In the force boundary model (Fig. 2.2b), the compression F,, is applied
via a body force in a thin layer on the right end of the subducting slab, and a ridge
with 0 thermal age is connected to the right of the subducting slab to decouple the
subducting slab from the right wall. The presence of thermal ridge also naturally

generate an additional "ridge push" compression.
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Symbol Definition Value Symbol Definition Value
n non-Newtonian exponent 3 Ty0 maximum yield stress 150 MPa
E Activation energy 540 kJ /mol Tyf minimum yield stress 3 MPa
NMmin minimum viscosity 10P Pa-s £po reference plastic strain l1or2
Nmax maximum viscosity 10% Pa-s 151 overriding plate age 20 Myr
J7i shear modulus 3x 10" Pa t subducting plate age 40 Myr
&0 reference strain rate 10715 g1 ACy continental crustal thickness 25 km
thermal expansivity 3x 107> C! AC, oceanic crustal thickness 8 km
K thermal diffusivity 1076 m?.s7! H plate mechanical thickness 60 km
To Surface temperature 0°C o fault thickness 20 km
T, mantle temperature 1400° C 0 fault dip angle 45°
Co intial cohesion 44 MPa Hy0 initial friction coeflicient 0.6
Nst sticky air viscosity 10Pa - s Hst sticky air shear modulus 3x 100 Pa
dg; sticky air thickness 40km Kt sticky air thermal diffusivity 105 m?.s7!

Table 2.1: Model Parameters

2.5 Validation

Velocity boundary

Subduction initiation with imposed velocity evolves through a pathway (Fig. 2.3)
similar to published models (Gurnis, C. Hall, and Lavier, 2004; Zhong and Zhong-
Hai Li, 2019; Maunder et al., 2020). In the case with an imposed velocity of ug = 1
cm/yr, the viscosity (Fig. 2.3a-c) is strongly influenced by temperature, but several
features stand out. The first is a conspicuous reduction of viscosity beneath the
subducting plate and around the slab due to the non-linearity of viscosity. The
second is a reduction of viscosity at the plate boundary weak zone and hinge zone
due to yielding. Despite yielding and non-linear viscosity, the simple force balance

appears to capture the principal physics (Fig. 2.4).

The horizontal compression within the plate interior, Fy,, shows three stages as a
function of plate convergence, £ , in both the numerical and analytical solutions
(Fig. 2.4). The parameters used in the analytical solution are given in Table 2.1. In
the earliest stage, F, drops steeply with plate motion during the first 30 km, followed
by arelatively slow drop, and finally after 150 km of convergence the drop accelerates
again. The initial rapid stress drop is caused by a reduction of resistant stress from the
weak zone, Ts, due to the plastic weakening and the increase of negative buoyancy.
In this stage, the whole plate experiences horizontal compression (Fig. 2.3d). After
around 30 km of convergence, the fault zone has been fully weakened and the yield
stress no longer decreases. With the reduction of Ts, Fy, becomes governed by

the accumulation of negative buoyancy from plate convergence. By 150 km of
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a. t=0.14Myr b. t=9.99Myr c. t=25.44Myr

0

depth(km)

d. t=0.14Myr e. t=9.99Myr f. t=25.44Myr

0 0

depth(km)

x(km)

Figure 2.3: a—c. The effective viscosity (as log;,(7. 7)) is color coded and overlain
by the velocity vector at different time from velocity boundary model # = 1 cm/yr.
d—f. The second invariant of stress o7;(as log;,(o7s)) is color—coded and overlain by
the stress bar, from the same model as a—c. The length of the stress bar represent the
difference between the largest and smallest principal stress, oy; 7, and the direction
is the direction of the smallest principal stress (compression axis).

convergence, the subducted oceanic crust starts to metamorphose to dense eclogite,
accelerating the drop of Fy,. By 200 km convergence, Fy, drops to 0, and the state—
of—stress in the slab and in the in—coming plate becomes extensional (Fig. 2.3e, f).
The flip in sign of F}, indicates that subduction has become self-sustaining, the end

of the period of subduction initiation, zg;.

In addition to changes associated with plate convergence, €, F\, systematically
changes with the convergence velocity, ug. From eq. 2.13, the u—dependence comes
from the basal shear F,, and the bending torque, AN;,. The non-Newtonian viscosity
influences the shear resistance from the base of subducting slab, and with a constant
plate velocity (e.g. a constant strain rate at the base of the plate), its role can be
more easily isolated. In this model, the effective viscosity at the base of lithosphere
is 10" to 10%° Pa-s and the estimated basal shear force F,, is 10! to 102 N/m
(for several cm/yr plate velocity). The normal force from bending, AN;, consists
of two term: Npz from the hinge zone and Kju outside of the hinge zone. In the

hinge zone, where the flow is dominated by plasticity, the change of normal force

—v=1lcm/yr

—Ogiff = 10°Pa
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Figure 2.4: For the velocity boundary models, the force within the plate, Fy,, versus
the amount of plate displacement, £. a. Results from the numerical model with
a visco—plastic rheology and different rates of imposed convergence. b. As in a,
except from the analytical solution. c. As in a, except for a visco—elasto—plastic
rheology. d. Comparison of visco—plastic (solid) and visco—elasto—plastic (dotted)
rheologies for large and small convergences. The applied plate velocity is encoded
by different colors.
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is independent of u (Appendix B). Outside of the hinge zone, the plate viscosity is
mainly governed by temperature and thereby a constant through the plate, so that the
normal force change is only controlled by K,u. As the bending barely takes place
outside the hinge zone, the contribution of normal force change outside hinge zone
is negligible with a fairly small yielding stress (Kyu < ANgz ~ 10'”N/m). For
estimating the value, we chose K| = Kj, + 5—:175, ~ fl—:na ~4x10®°Pa-s (Fig. 2.4b).
In the domain of Fy, — ¢, K determines the spacing between curves as plate velocity
varies (Fig. 2.4b).

The analytical model is further validated by c/omparing the spatial variation of the
H/2

~H/2
uo = 1 cm/yr at 15 Myr (Fig. 2.5). As shown in Appendix A, the change of the

compressional plate normal force Fy; = — ossdz within the plate for the case
compressional plate normal stress Fy,(= —Nj) is a consequence of basal traction,
inter-plate traction, negative buoyancy, bending torque, and isostatic force. We
compare the change of F, along the plate from numerical and analytical solutions
(Fig. 2.5b). Different components contributing to the changing F, are evaluated
analytically (Fig. 2.5¢). The evaluation of ANypg, F,, T; and F; follows the formu-
lations we derived in eq. 2.2, 2.6, 2.7, 2.8 ,and 2.11. For the AN}, we follow Buffet,

2006 and Ribe, 2001
dN _ M

ds ~ ds
Where M is the bending torque M = f_ 12//22 oszdz, and N = —F,,. Note that

the validation of the analytical solution contains the plate curvature k, which is

(2.21)

based upon the slab geometry from numerical models. As an example along the
center line temperature contour (7 = 600° C), the measured curvature of the plate
is shown in Figure 2.5a, with details in supplementary material section Evaluating
Plate Curvature(Section 2.7).

Three principal stages emerge from the variation of F, with s (Fig. 2.5b): From
s = 500 to 450 km (note that s is a function of x in Fig. 2.5a, as denoted with
the colored filled circles), the plate stress Fgg decrease from O at the slab tip into
a negative F,, an extensional stage driven by negative buoyancy; from s = 450 to
300 km, despite a large negative buoyancy (Nyp), the inter-plate friction (7), is the
dominant resisting term, and together with F; and Nj, causes a transition in state—
of—stress from extension to compression. For s < 300 km, there is no substantial
bending or slab pull, and so the only term present is the basal shear resistance,
which is responsible for the slow increase of F, from the plate boundary to its plate

interior.
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Figure 2.5: a. Outline of the thermal plate (in black) and mechanical plate (in
red), as well as a curve denoting the plate center determined from the mechanical
plate. b. The total stress Fy; along the plate from numerical and analytical. c.
The different components making up the bending force predicted by the analytical
solution. By the definition of F§, positive means compression and negative means
extension. As the analytical solution only predicts the change of normal force, all
the components of normal force in ¢ are fixed on the right end, such that the change
along the curves are ANyp or AN;. The analytical solution in b is the summation
of all the component in ¢, but a constant is added to align the analytical solution in
b with the numerical model. The numerical model is with visco-plastic rheology.
Static pressure P = / pgdz is removed in all the measurement of stress.
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Figure 2.6: Plate displacement ¢ vs time from force boundary condition with a, c:
epo = 1 and b, d: epy = 2. The color represent applied force. a, b: comparison
between analytical solution (dashed) and numerical model (solid) with visco—plastic
rheology. c, d: the comparison between visco-plastic (solid) and visco—elasto—
plastic model (dotted).
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Force boundary

We now turn to the case where a force boundary is used. The dynamics of a nascent
boundary evolves with the primary features in viscosity (Fig. 2.7a-c) being similar
to when velocity boundary conditions are used. A relatively high asthenospheric
viscosity is used (~ 10?° Pa- s) allowing reasonable plate velocities with a relatively
short plate length. The small domain is a reflection of the need to systematically
sweep through the parameter range at a reasonable computational cost, and with the
relatively large asthenospheric viscosity 17, ~ 10?°Pa - s acting on the short plate
(~ 400 km), the total F, is equivalent to the plate with realistic length scale (Lp =
4000 km) and viscosity (7, = 10'°Pa - s). In the force boundary scenario, the plate
interior stresses (Fig. 2.7d—f) remain in compression, unlike the velocity boundary
ones where the plate stress experiences a rapid conversion from compression to
extension. The evolutionary pathway branches in two directions: For small applied
forces the plate boundary remains stable and subduction never initiates, while for
forces that exceed the threshold Fyy > Ts + F; + Nyz (when u > 0 in eq. 2.15),
subduction initiates. Displacement accelerates with time for a variety of applied
forces and weakening rates, with close agreement between the finite element and
analytical solutions (eqs. 2.16 and 2.17; Fig. 2.6). The parameters used in the
analytical solution see Table 2.1. Despite most of the parameters for the force
boundary being the same as the ones used in the velocity boundary model, several
differ. The K; term governs the resistance associated with plate velocity, and is
dominated by F,,i.e. K| = n, I;l—:’. Although we set pre—factor for the viscosity law in
the mantle to a higher value in the force boundary models, the effective viscosity does
decrease with the non—linearity as plate velocity increases. Therefore, unlike the
velocity boundary model with a constant K| = 4.4 x 10?° Pa - s, the force boundary
has two stages: prior to the plate boundary being fully weakened (£ < d&py),
K| =2.6x10%'Pa - s, and after the weakening with a higher plate velocity and lower
Na,» K2 =1.9x 10?'Pa - s.

Plate Curvature

Plate curvature, k, is a key factor in evaluating plate bending. In a bending plate,
the strain rate is &g = —Zu% (Buftet, 2006), and the stress o = —4nzu%, so that
plate curvature directly reflects plate deformation due to bending. Details on the
measurement of plate curvature is provided in Supplementary Material section S3.
A comparison of % with maps of second invariant in strain rate from a case with

u = 1 cm/yr (Fig. 2.8), shows two plateaus of %, one positive and one negative, that
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Figure 2.7: a—c. The effective viscosity (as log,q(77.)) and the velocity vector from
force boundary model Fy, = 9.24 x 10'2 N/m. d—f. The second invariant of stress
orr(as logyo(or)) is color—coded and overlain by the direction , from the same
model as a to c.

correlate with two yielding area (bending and unbending) in the hinge zone, where
the £;; 1s 2 orders of magnitude higher than in other regions. The spatial correlation
between areas of high strain rate and the % peaks verifies the relation between strain
rate and curvature. In previous studies, including Buffet, 2006, the plate bending
force is simplified as AN = —%(ﬁ)%u, based upon the assumption that k linearly
increases from 0 to ﬁ, and then linearly decreasing from ﬁ to O with the same
rate. This assumption has k changing with s linearly and symmetrically, and %
is similar to a single period of a square—wave—like function in terms of s. The
measured % versus s (Fig. 2.9b) shows negative and positive plateaus of % with
roughly the same amplitudes validating the simple assumption. The symmetrical
shape of k agrees with measurement in earlier studies (F. A. Capitanio, Morra, and
Goes, 2009; Farrington, L.-N. Moresi, and F. A. Capitanio, 2014). This behavior
of % reflects symmetry of the bending and unbending of the plate. The maximum
slab curvature is about 5 to 8 x 107 m™! (Fig. 2.9a), so that the minimum radius of
curvature, Amin = ﬁ, is 100 to 200 km. Although k with s is linear and symmetric,
the relationship AN = —% &)%yu may not apply as 7 is spatially heterogeneous

due to plastic yielding, a point examined in the next section.
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Figure 2.8: a—d. % vs x from velocity boundary model with u = 1 cm/yr at four
different times. e-h. strain rate (as log,((£)) at the same time as a—d. Peaks and

troughs in a—d correlate with the hinge zone areas in e-h.
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Hinge zone

A prominent feature of the hinge zone is the reduction in viscosity there (Fig. 2.3 and
Fig 2.7), specially where the subducting slab experience substantial bending with a
reduction in viscosity due to plastic yielding. In the hinge zone, there are typically
two symmetric sectors with large deformation. The upper sector is typically in
extension while the lower sector is in compression. Positive and negative peaks of
Z,k correlate with where the plate bends and unbends (Fig. 2.8). With the previously
assumed constant slab viscosity, the resistance from plate bending is proportional
to plate velocity AN, = Kjpu, while when the hinge zone yields by plastic failure,
the bending torque is independent of plate velocity. The analytical solution, Ngz =
%HzS Hz‘['y(%)max, and measurement in numerical model (Fig. 2.5c) consistently
predicts Nyz ~ 2 x 10'>N/m. For the numerical models, the bending resistance
is derived from dN;, = kdM, where M is bending moment. N, only changes
substantially near the bending area, 450 < x < 550 km, and the total bending
resistance across the hinge zone is AN, = N;(450) — Np(550). AN, is independent
of plate velocity u (Fig. 2.10a), agreeing with a bending torque in the hinge zone(s),
Npz, that remains constant. This result, in contrast to AN, being proportional to u
with a constant 7, reflects the dominance of plasticity within the hinge zone. With
an increased plate velocity and higher strain rates, assuming plate curvature remains
invariant, the hinge zone viscosity is reduced. The influence of plastic yielding on
effective viscosity is quantified with an average viscosity in an analogous way a

bending moment is defined (e.g. a weighting over € X 7)

nz*dz (2.22)

i fH/z"Z dz  1p rH2
"="an ,. — 3
72 H
Lo 2dz

This then leads to the compact expression for M = —%ﬁuH 3‘2—15. On the other hand,

C . H? . _
due to plastic yielding, M = TyT, a constant independent on u, we expect 17 ~ %

For the quantity ;7 with s (shown with a log scale in Fig. 2.10b), the most prominent
features are the dips, one between x = 500 and 600 km and the other between
x = 400 and 500 km where 77 varies by 2 orders of magnitude. These two low 77
areas are the hinge zone areas where the strongest bending and unbending happens
due to the plate yielding. In the hinge zones, the 77 decrease with increased u, and
the product of 77 and u remain generally constant as u changes (Fig. 2.10c), verifies
that the reduction of 77 due to plastic yielding cancels the variation of strain rate due

to varied plate velocity and the bending torque is generally independent of u.
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Figure 2.10: a. The normal force change N, due to plate bending from velocity
boundary models with different u but the same plate motion £(= 120km). b. Average
viscosity 77 (as log;, 77) from the same snapshots as a. c. log,y(77u) from the same
snapshots as a. Due to plasticity, 77 ~ %, nu is supposed to be a constant independent
on u.
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Initiation time

Plate stress and plate motion evolve in velocity—imposed and force—imposed scenar-
ios, with the principal driving force experiencing a transition from an initial external
compression to dominance by slab pull. Consequently, we define an initiation time
when slab pull becomes dominant. For velocity boundary models, F,, decreases
with time, and we define the time when Fy, = O to be the time of initiation, fg;.
After tg;, the internal driving force (negative buoyancy), is able to overcome all the
resistance and the plate can move without any external driving force. From eq. 2.14
we obtain £g; = (D + (2775—5 + Kp)ug + Ngz + Fr)/(Ap sin 6). Initially, the thermal
contraction is the major source for negative buoyancy as no metamorphism takes
place. At ¢ = 150km, the density anomaly from eclogite metamorphism augments
the negative buoyancy (Fig. 2.4). As plate convergence reaches about 200 km, F,

becomes less than zero, and with the inclusion of eclogite metamorphism, we obtain

D + (anl—f + Kp)ug+ Nyz + F1 + d.Ap.g sin 0 x (150 km) (223)

lsr = I ; :
sHpoaATgsin6 +d.Ap.g sin0

Astgr = gi—’, we see that that this time—scale is primarily influenced by plate velocity,
and secondarily plate age and plate strength through the bending toque and isostatic
force (Fig. 2.12a—c). The increase of &pg slows the weakening, thereby delaying the

onset of a state of neutral stress.

Unlike the velocity boundary where the Fy, changes with time, for the constant
force boundary, as the plate interior stress is governed by the boundary condition,
F\, equals the applied boundary force. Together with the accumulation of negative
buoyancy and weakening, the plate speed u accelerates with time. Therefore, we
define the initiation time as the time when the plate convergence reaches a certain
quantity {s;. With eq. 2.24

o~ 4K17y0 . Killsi —depo) (2.24)
B +4C(Fyx —A—F;—Nuz) Fuo—D—F;—Nuz '

The exact solution of zg; see equation 2.30.Here we choose €s; = 200km, roughly
equal to the €s; for velocity boundary models. Maps show the prediction of the
initiation time from equation 2.30, with force, plate age, 7,4y, and epg (Fig. 2.12d—
f). Due to the nature of the force boundary condition, the plate experience continuous
speedup, and together with the increasing negative buoyancy, the fg; is relatively
small compared to the velocity boundary models where the plate velocity is confined

with the boundary condition. Despite of the absolute zg;, the changing of 7g; with
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Figure 2.11: The total work W done by F,, with respect to plate motion ¢ from
velocity boundary models with different convergent rates with visco-plastic rheol-
ogy(solid) and visco-elasto-plastic rheology(dotted).

respect to the plate age, 7,,,x and £py obey the same trend as found for velocity
models (Fig 2.12a—c). The No SI domains (the shaded regions in Fig. 2.12d—f)
predicted from equation 2.30 are consistent with the numerical models, that is when

an insufficient force applied to the boundary fails to induce subduction initiation.

Work done to initiate subduction
Having established the time to initiate subduction, we can now turn to the total work
done by the compression up to this time. In the imposed velocity configuration, the

in—plate force is integrated with plate convergence

€
W(¢() = / Fo(£)dl (2.25)
0

in which W reflects the work done on the system by the boundary condition. Initially,
W increases with ¢ as Fy, is compressional and the plate motion is driven by
boundary velocity (Fig. 2.11). However, as negative buoyancy accumulates and
the plate boundary weakens, W eventually peaks when F, = 0, the same criteria
defining ¢g;. Consequently, at the peak of W(¢), we define Wy, the total work done

to initiate subduction. As expected, we find a close agreement between the work
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Figure 2.12: a—c. Contours of #g; from analytical solution for velocity boundary
models. d—f. The same contours for the force boundary models. The varying
parameter include plate velocity u for velocity boundary models and boundary force
F\ for force boundary models. The age of subduction plate (a, d), plate strength
Tmax (b, €) and weakening rate £pg (c, f) are varied. The gray area in d—f denotes
parameter domains where there is no initiation. When the parameters are not varied,

the default values are plate age = 40 Myr, Tj,qr = 150 MPa, epg = 1.

predicted by the simple force balance model with the full numerical results for the
same rate of weakening, controlled through epy = 1 (Fig. 2.13a). On average, the
simple model slightly over—predicts the work done as a function of convergence

velocity.

As an increased convergent velocity u incurs greater dissipation in the system, the

numerical models and analytical models consistently predict an increase of Wy with
larger u (Fig. 2.13a). In addition to the plate velocity u, the dissipation is strongly
influenced by the weakening process, therefore we evaluate the Wg;-u with different
weakening rate from the analytical solution using eq 2.14 and eq 2.25 (Fig 2.13b).
With an increase in u from 1 to 10 cm/yr, Wy, only increases by less than 5 x 10'7
J/m, while an increase of £py by a step of 1 can lead to 1 x 10'8J/m increase in
Ws;. Compared to plate velocity, the plate weakening caused by the plate motion

has a larger impact on the total energy dissipation in the system and demonstrates
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Figure 2.13: a. The work done to initiate subduction, Wg;, from models with
different convergent velocities at epg = 1. Solid line is for analytical solutions,
open circles for visco-plastic models, and filled triangles for visco-elasto-plastic
models. b. Analytical prediction of Wg; vs u with different £pg’s (color-coded) for
visco-plastic rheologies.

the importance of the rate of subductin zone nucleation in determining how hard,

or how much work it takes, to make a new subduction zone.

Isostatic Force

The isostatic force Fj, defined in eq. 2.11, is the normal force due to lateral pressure
gradients across the plate boundary where the plate’s thermal and compositional
structure change sharply. The integration of pressure over depth with respect to
x, F, = fOH pdz, across the plate boundary in the numerical model shows large
fluctuations due to plate bending and inter—plate friction, but with a clear offset
between overriding and subducting plates (Fig. 2.14). Analytically, the estimated
combination of thermal and compositional isostatic forces, F; (eq. 2.9 and 2.10),
is 2.07 x 10'? N/m, close to the measured difference across the plate boundary
(Fig. 2.14). In different scenarios of subduction initiation, F; can function as either
a driving or resistance term. In the model, the subduction initiation is induced by a
horizontal driving force, and F; pushes against the far field driving forces and resists
plate motion, hence inhibits subduction initiation. In the other mode of subduction
initiation, so called spontaneous subduction initiation (R. Stern, 2004), the slab
founders vertically into the mantle without external compression, and F; acts as a
force that drives local compression against plate bending (Nikolaeva, T. V. Gerya,
and F. O. Marques, 2010; Leng and Gurnis, 2015). In our cases, an Fj of = 2 X 1012
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Figure 2.14: The integration of pressure over depth in the lithosphere, F), = fOH pdz.
Here the pressure p is the dynamic pressure (non-hydrostatic), and H the plate
thickness. The plate boundary is at x = 450 km.

N/m is roughly equal to the estimated bending torque but smaller than the initial
plate boundary friction; consequently Fj is insufficient to overcome the resisting
forces and no spontaneous subduction initiation occurs in the model, consistent with

the finite elements computations.

Elasticity

Thus far, the calculations have been based on a fluid constitutive relation, but the
lithosphere experiences elastic deformation, which can be bridged with visco—elastic
models. Here we compare visco—plastic results with ones with visco—elasticity to
isolate the role of elasticity during subduction initiation. This is important because
both constitutive relations have been used in prior studies, including those using
visco—elasto—plastic (Toth and Gurnis, 1998; Gurnis, C. Hall, and Lavier, 2004;
Nikolaeva, T. V. Gerya, and F. O. Marques, 2010; Leng and Gurnis, 2015) and those
assuming visco—plastic (Zhou, Zhong-Hai Li, et al., 2018; Arcay et al., 2020;
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Maunder et al.,, 2020). We assume the material deforms as a Maxwell body,
with a shear modulus u, &€ = &, + &, = ﬁ + ZT—U which has a relaxation time
fe = 1 (Ranalli, 1995). For a lithosphere with 7 = 10%* Pa - s (Fig. 2.10) and
u=3x 109 Pa, 7, ~ 1 Myr, on the same order as subduction initiation. However,
with the presence of plasticity, the effective viscosity can drop by orders of magnitude
within the hinge zone after the nucleation stage, when the plate bending becomes
more fully developed and the interplate boundary weakens. With a hinge zone
viscosity ~ 10%* Pa - s, t, ~ 0.1 Myr , smaller than the time—scale for subduction
initiation. This suggests that elasticity is likely to diminish as plastic yielding comes

to dominate.

The role of elasticity is examined by re—calculating models presented earlier, while
keeping all parameters the same except substituting a viscous with a Maxwell
body (L. N. Moresi, Dufour, and Miihlhaus, 2003). From the relation Fg vs. ¢
(Fig. 2.4c), we observe how elasticity changes the stress evolution. With visco—
elasticity, the force starts at O and increases with convergence as elastic stresses
buildup. Later, as the plate bends and the hinge zone yields, the relaxation time
drops by orders of magnitude, and the governing rheology turns from visco-elastic
to dominantly viscous. The drop of 7./ and 7, weakens the role of elasticity, and
the evolution of the visco—elasto—plastic model closely follows the visco—plastic
model after the elastic stress buildup stage (Fig. 2.4d). The work done by the
compression to initiate subduction, Wgy, is computed for the visco—elasto—plastic
cases as for the visco—plastic ones. Although the pattern of Wg; vs. ¢ is not
strongly influenced by the elasticity (Fig. 2.13a), visco—elasto—plastic models have
systematically higher Wg; when u is large (v > 10 cm/yr). With small u, as the
time—scale of subduction initiation is much greater than the Maxwell relaxation
time, the viscous deformation dominantly governs the visco-elastic system and the
role of elasticity is negligible. In contrast, with a sufficiently large u, the time
scale of subduction initiation becomes smaller than the Maxwell time, allowing the
elasticity to play a larger role. Care must be taken with the elastic time steps Af,
in the numerical model, which can influence the stress evolution, as discussed in
the Supplementary Material. With an appropriately small Az, (a domain where
visco—elastic benchmarks show that Underworld solutions converge to analytical
ones (L. N. Moresi, Dufour, and Miihlhaus, 2003; Farrington, L.-N. Moresi, and
F. A. Capitanio, 2014)), the computations show that the role of elasticity can be
minor (Fig. 2.4¢).
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When force boundary conditions are used there are also some differences between
models with and without elasticity. With elasticity, the amount of convergence rate
slows with time and is associated with a systematic increase in the resisting force
due to the addition of elasticity (Fig. 2.6c—d). The difference caused by elasticity is
minor for cases with large Fy,. A larger force leads to more yielding and a smaller
relaxation time. For a smaller Fy,, the elasticity makes a larger difference, as the

initiation process occurs over a time—scale that is comparable to the Maxwell time.

The addition of elasticity provides an additional force after bending becomes devel-
oped, with the elastic stress adding an additional resistance force which slows the
incoming plate. However, elasticity does not cause a substantial difference in most
cases due to plasticity, which we verify by varying the yielding stress 7,4, in velocity
boundary models (Fig. 2.15) and force boundary models (Fig. 2.16). With velocity
boundary conditions and a low yield stress (150 to 300 MPa, Fig. 2.15a,b) the hinge
zone deformation is dominated by plastic yielding, and the visco—elasto—plastic and
visco—plastic models produce nearly indistinguishable F,, ~ ¢ curves. When yield
stress increases (600 MPa to 1.2 GPa), the hinge zone viscosity is less affected by
the yielding, and the elasticity causes a more prominent difference (Fig. 2.15) when
the subduction zone is fully developed (¢ ~ 300 km). For the force boundary model
(Fig. 2.16), the difference in ¢ ~ t due to elasticity is distinct only when the ap-
plied force is small, and the increased yield stress (300 MPa, Fig. 2.16b) makes the
elasticity more prominent. The diminished role of elasticity with decreased yield
stress confirms the influence of elasticity is governed by plastic yielding: With a
small yield stress (Tj,4x = 150 to 300 MPa), the role of elasticity during subduction

initiation seems limited.

2.6 Discussion

We have developed a simple, time—dependent analytical model tailored to induced
subduction initiation with two different boundary conditions — velocity and force
— corresponding to different tectonic settings. With velocity boundary conditions,
plate motion is regulated by the boundary conditions regardless of the state—of—
stress, and such a scenario would reflect subduction initiation localized along a
small segment of strike of a nascent plate boundary. As the nascent segment is
small, the resistance against plate motion from subduction initiation is similarly
small compared to the far—field forces driving convergence; consequently, the plate
motion is mostly unaffected by the abrupt changes of resistance during initiation,

thereby maintaining a constant velocity. The Puysegur subduction zone south of
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Figure 2.15: Fy, vs ¢ from visco-plastic model(solid) and visco-elasto-plastic
model(dotted) with velocity boundary with yielding stress 7,,, equals a. 150
MPa, b. 300 MPa, c. 600 MPa and d. 1200 MPa.
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New Zealand (J.-Y. Collot et al., 1995; Gurnis, Van Avendonk, et al., 2019; B.
Shuck et al., 2021) is in such a state. Here, the Australian Plate subducts under the
Pacific Plate over a lateral extent of =400 km, small compared to the more fully
developed subduction zones over thousands of km pulling Australia to the north. In
this example, the Australia—Pacific plate kinematics are not expected to experience
a substantial change due to the Puysegur subduction initiation which started at = 15
Ma (Lebrun, Lamarche, and J.-Y. Collot, 2003; Sutherland, Barnes, and Uruski,
2006; Brandon Shuck et al., 2022) and the model developed here is applicable to
this setting.

In contrast, the force boundary reflects the extreme where the plate kinematics
are initially governed by the applied far field stress, but as the initiated boundary
grows it can cause a change in plate kinematics. The reorganization of Pacific Plate
motion at ~ 50 Ma inferred from the Hawaiian—Emperor seamount Bend (HEB), and
global plate circuits (Muller et al., 2016; Torsvik et al., 2017), serves as an example
of changing plate kinematics that could be influenced by subduction initiation.
The initiation of subduction zones in the western and southwest Pacific at around
50 Ma, including Izu-Bonin-Mariana (Reagan et al., 2019) and Tonga—Kermadec
(Sutherland, Dickens, et al., 2020), is the potential cause for the rearrangement

of Pacific Plate motion. The hypothesis that IBM initiation causes a change in



33

Pacific Plate motion is widely discussed and is based on the view that IBM initiated
spontaneously (R. J. Stern and Bloomer, 1992; Reagan et al., 2019). However, it
takes time for sufficient driving force to accumulate in the upper mantle and this time
has to be larger than #g; derived here. The quantity zg; reflects the time when the
forces local to a subduction zone have switched from resisting to driving but plate
motion will be a function of both down dip slab length and along strike distance
of a subduction zone. These were addressed in fully dynamic global calculations
(J. Hu et al., 2022). Those calculations show that the initiation of the Izu—Bonin—
Mariana subduction zone is insufficient for Pacific Plate rearrangement at 50 Ma.
However, by 47 Ma, the IBM slab would have a down—dip length of 400 km (using
the estimate of Reagan et al., 2019 for forearc extension as a proxy for convergence),
considerably larger than the ~ 200 km we find here for the transition from forced to
self—sustaining subduction. J. Hu et al., 2022 found that the total change in Pacific
Plate direction from IBM initiation would be about 10°. The HEB angle by itself
reflects about 60° change, but about half of of this is likely due to the rapid motion
of the Hawaiian plume to the south between 80 and 50 Ma (Tarduno et al., 2003).
Instead of just IBM initiation, J. Hu et al., 2022 propose the demise of Kronotsky
subduction zone in the north Pacific is the key factor, and IBM a secondary factor,
leading to the rearrangement of Pacific Plate motion in the Eocene. IBM is an

example of the setting described by the models with the force boundary conditions.

The viscosity of the asthenosphere can play a role in resisting subduction initiation.
In the model with imposed velocity boundary conditions, the effective viscosity at
the base of lithosphere is 10! to 10%° Pa-s. The asthenospheric viscosity is governed
by the non—Newtonian flow, eq. 2.18, and agrees with an estimate of viscosity in the
asthenosphere beneath the Indian Plate from post seismic relaxation (Y. Hu et al.,
2016). F, is estimated to be 10'! to 10'> N/m with several cm/yr plate motion.
For the force boundary models, with a relatively large asthenospheric viscosity
e = 1029 Pa- s), the total shear force is F, ~ 10'2 N/m. From the force boundary
model, we obtain a good approximation of the resistance from asthenosphere for a
plate with a much more realistic length scale (thousands of km). The resistance from

the asthenosphere is a small but non-negligible component in the force balance.

Elasticity plays a role in subduction initiation. Visco—elastic rheologies have been
widely applied in geodynamic models (Toth and Gurnis, 1998; L. N. Moresi, Dufour,
and Miihlhaus, 2003; Gurnis, C. Hall, and Lavier, 2004; Taras V. Gerya, Connolly,
and Yuen, 2008; F. A. Capitanio, Morra, and Goes, 2009; Fernando O. Marques
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et al., 2013; Farrington, L.-N. Moresi, and F. A. Capitanio, 2014) to accommodate
the long—term fluid flow and short—term elastic deformation. We compare the visco—
plastic with equivalent visco—elasto-plastic models, and show that the presence of
plasticity effectively reduces the Maxwell time, reducing the importance of elasticity
during subduction initiation, but a conclusion dependent on the yield stress. With
larger yield stresses elasticity becomes more important and stores energy that con-
tributes to resistance against bending, as in the models of Farrington, L..-N. Moresi,
and F. A. Capitanio, 2014 where a strong (non-plastic) layer is embedded within
the core of the slab. When the yield stress is small, yielding occurs at the edges of
the slab, the visco-elasto-plastic models are not distinguishable from visco—plastic
ones in terms of either stress or strain. Although there has long been evidence for
deformation within the outer portions of the bending slab through seismicity and
normal faulting within the trench (Watts, 2001) and in some numerical models(F.
Capitanio, G Morra, and Goes, 2007; F. A. Capitanio, Morra, and Goes, 2009;
Farrington, L.-N. Moresi, and F. A. Capitanio, 2014) a strong core embedded in the
slab is assumed to account for the temperature dependent viscosity and low strain
rate in the center of a bending plate, there is also evidence that the core of the slab
might be weak. Relatively small yield stresses within the core of slab is supported
by plate rigidities that drop by more than 3 orders of magnitude near the trench
(Billen, 2005). Large earthquakes (with moment magnitude 8 or larger) can rupture
a substantial part of the lithosphere near the hinge zone (Kikuchi and Kanamori,
1995), suggesting that there could be little elastic strength of the bending plate.
However, the arguments in Kikuchi and Kanamori, 1995 and Billen, 2005 follow
from measurements made in fully developed subduction zones and we currently do
not have direct evidence on the strength of the incoming plate in nascent subduction
settings. Overall, the elasticity provides an extra resistance against subduction ini-
tiation especially during the nucleation stage, and slows plate motion, but elasticity
does not appear to be a first order factor governing the time to initiate or the total

work done to initiate subduction.

From geophysical observations offshore and from the geological on— and offshore,
two modes of subduction initiation are inferred: Spontaneous and induced (Gurnis,
C. Hall, and Lavier, 2004; R. Stern, 2004; Arculus et al., 2015; Sutherland, J.
Collot, et al., 2017; Guilmette et al., 2018; Reagan et al., 2019; Brandon Shuck
et al., 2022). With the spontaneous initiation scenario, the plate is pulled downward
(bent) spontaneously without a strong far—field compression (that is Fy, = 0 in

our formulation); in other words, the local buoyancy forces within the nascent
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plate boundary are sufficient to over come the resisting forces. Interpretation of the
IBM forearc (R. J. Stern and Bloomer, 1992; Reagan et al., 2019) and computational
models (Dymkova and T. Gerya, 2013; Leng and Gurnis, 2015; R. J. Stern and Taras
Gerya, 2018; Maunder et al., 2020) suggest that over-riding plate extension and
rapid trench roll back are prominent outcomes of spontaneous subduction initiation.
Our numerical models with the full solution of the coupled non-linear system
never produced spontaneous initiation; in the force boundary model, a small F,,
results in a stable plate boundary while a large Fy, results in an induced mode of
subduction initiation in which the slab is coupled with the overriding plate during
the subduction. In the analytical model, for spontaneous initiation (Fy, = 0), the
only possible driving force would be F;. We note that F in eq. 2.1 is treated as
a resistant force as it is a horizontal compression pushing against the incoming
plate (and the computational models support this assumption). However, for the
spontaneous initiation scenario, the future subducting plate is not moving forward
and consequently Fj acts as a local compression which could initiate subduction.
If we make this assumption, then a criteria for spontaneous initiation is F; > ANp.
Numerically, we estimate a typical bending force to be ~ 2 x 10'?> N/m (Fig. 2.10a).
This is close to that from the analytical model where we estimate the bending torque
across the hinge zone, eq. 2.5, tobe 1.8x 102> N/m (with sz ~ 100km, H = 60 km,
(dk/dz)max = 1071°m™2, and 7,4, = 300 MPa). The computational and analytical
results both show AN}, to be 2 x 102 N/m, roughly equal to F; (= 2x 10'?> N/m), so
the condition for spontaneous subduction initiation is only marginally possible with
the model setup. However, with other sources of resistance from plate boundary
friction and asthenospheric shear that would need to occur when the new shear zone
forms, the observation that we never observe spontaneous initiation in our full non—
linear computations is consistent with the analytical model. This theoretical result
is also consistent with the models of Zhou and Wada, 2021 who argued that models
with induced versus spontaneous initiation better explained the thermal history of

the metamorphic soles of ophiolites.

With the half space cooling model, H is proportional to (plate age)!/?, so that the
thermal isostatic force Fypermai ~ H*. Unlike previous work suggesting that plate
rigidity, with constant viscosity, is proportional to H>, we show that with plastic
yielding, plate bending resistance is proportional to H2. Together these indicate that
the scaling of F; and AN}, with subducting plate thickness is of the same order, so that
the subducting plate age might not be a determining factor for subduction initiation.

Both young and old plates have a chance to initiate subduction, in agreement with
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the computational models of Arcay et al., 2020. Two sites of Cenozoic subduction
initiation are IBM and the Matthews—Hunter (M. Patriat et al., 2015; Martin Patriat
et al., 2019) which initiated with widely different subduction plate ages: 70 Myr old
for IBM (C. E. Hall et al., 2003) and about 20 Myr for Matthews—Hunter using the
reconstructions in Seton et al., 2016. Evidence from some ophiolites have suggested
very young ages for the age of plates during subduction initiation (Hinsbergen et al.,
2015; Maffione et al., 2015).

Despite the absence of spontaneous initiation in the full numerical models, we sug-
gest that several conditions could lead to this possibility. First, a buoyant overriding
plate, either through its composition or with a young thermal age, which is able to
produce a large F;. An even weaker subducting plate, with a low 7,4, can essen-
tially reduce the plate bending force, and may lead to a propensity of spontaneous
initiation. In principle, an even weaker plate boundary, e.g. a weak inter plate

friction Ty, might allow subduction to unfold spontaneously.

Another means to initiate subduction is through a vertical force during subduction
propogation. One potential source of the additional vertical force is the shear force
from the along-strike propagation of subduction associated with the 3D "unzipping"
behavior of a subduction zone (Maunder et al., 2020). In contrast to the free slip
boundary widely used in computational models, models with open boundaries at
their base (Zhou, Zhong-Hai Li, et al., 2018; Arcay et al., 2020) are more likely to

produce spontaneous initiation.

The time—scale for initiating a new subduction zone is a key outcome of the me-
chanical models and can be constrained with geological observations. By definition,
tsy describes the duration it takes for the local forces to exceed the external driving
forces. When this change in the force balance occurs, we showed that the state—of—
stress within the plate margins switches from compression to extension. Recently,
detailed analysis of seismic images in the context of biostratigraphic ages from
an existing borehole within the Solander Basin on the over-riding plate proximal
to the Puysegur Trench (Patel et al., 2021; B. Shuck et al., 2021), demonstrated
a transition from compression to extension between 15 Ma and 5 Ma as the new
subduction zone formed (Brandon Shuck et al., 2022). An initial burst of compres-
sion at 15 Ma is interpreted as the initial compression during subduction nucleation
(Brandon Shuck et al., 2022), in close agreement with the well-constrained relative
motion between the Australian and Pacific Plates (Sutherland, Barnes, and Uruski,

2006; Gurnis, Van Avendonk, et al., 2019). The transition from compression to
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extension is interpreted as the transition in the local force balance. This lead to
a 10 Myr time-scale for the initiation of the Puysegur subduction zone, although
Brandon Shuck et al., 2022 also show that this transition is changing along strike
and comparing these observations against models will require a three—dimensional
domain. The dating of ophiolites provides another constraint on the time—scale for
subduction initiation (Hacker, 1994). In Oman, the geochronological dating of the
Semail ophiolite indicates that initial thrusting predates the upper plate extension by
at least 8 Myr (Guilmette et al., 2018). These different observations independently
indicate in evolving subduction zones, the time for the stress state to become neutral
is ~ 10 Myr. This estimate matches the velocity boundary models with u = 2
to 4 cm/yr (Fig. 2.12a—c), but do not fall within the regime provided by the force
boundary models (Fig. 2.12d-f).

Appendix A: Force Balance
Here we derive the force balance equation 2.1. We start from Ribe, 2001 equation
2.5b derived from the conservation of momentum and bending torque of a thin

viscous sheet with constant plate thickness:

dN  aMm k*H? _ 1 _
I Zk%—Hgs@O(l‘*‘ > ) — F{ - F; +§Hk(F:_Es) (2.26)

where F| reflect the component from plate surface traction in a curved plate, F;" =
(1 - HT")TJ—' with a constant plate thickness and 7= is the shear traction at top and
bottom surface of the plate. N and M are the plate normal force and plate bending
moment. The component of gravity in the s direction is gy, or gsinf. Consequently,
2.26 yields

dN _ dM k*H*

A k™ Hesingso(l
35 = Ky ~Hesinfop(l+ —7

) - (HTI‘ AR (HT" + 1’17 (2.27)

From this equation we see that the changing of plate normal force can be decom-
posed into a bending, body, and boundary force. The presence of the product Hk
complicates the formulation, and Buffet, 2006 states that Hk can be ignored as it is
much smaller than 1, indicating the plate can function as a stress guide transmitting
the stress in the s direction. The full numerical solutions show that the maximum
plate curvature k can be as large as 107 m~! (Fig. 2.9), so that the upper limit
of Hk can be as large as 0.5, which is not negligible. However, the k reaches
10~ m~! only in the hinge zone area of well-developed subduction. For negative

buoyancy term, 6 in the hinge zone is small. Shear traction 7+ is significant only at
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the beginning of the subduction initiation, when plate curvature is small, but after
subduction becomes well developed T+ becomes quite small in response to plate
weakening. Therefore, the Hk term is negligible when both negative buoyancy and

shear traction are dominant. With Hk vanishing, eq.2.27 simplifies to

dN am
— =k—— — Hgsin06p — T +T"~
ds ds

By integrating this equation from one end of the slab to the other, we obtain
Fi-F = /OL kdM - /OL HgsinB6pds + /OL(T_ — T*)ds. Further, with boundary
conditions (F, = —F\,, F| = —F7) and substituting from eq. 2.2, 2.6, 2.7, 2.8, and
2.11, we obtain

Fo .+ ANNg =ANp + T+ F, + Fy

verifying eq. 2.1.

Appendix B: Hinge zone yielding

Ineq. 2.3, AN, = Kpu + Nyz, we state that the bending torque AN}, consist of two
parts: A bending torque inside the hinge zone (independent of plate velocity) and
one outside the hinge zone (proportional to plate velocity). Here we demonstrate
this result. The shear stress within the bending slab, 7y in the local coordinate
system will be evaluated at center, edge and outside of the hinge zone (red, blue,
and green cross sections in Fig. 2.17). Following Buffet, 2006, we know that the
strain rate in the bending area is &5 = —zu%, where z and s are the local coordinate

system.

Outside the hinge zone, without plastic yielding the stress—strain relationship is linear
Tgs = 4négs = —4nzu%, and the moment is M = f_z Tgs2dz = —%H%u%. In the
hinge zone, an upper limit is applied to the stress, so TSSZ = max(min(—4nzu %, Ty), —Ty).
Near z = O the stress is small and so linear with strain rate and proportional to z,
but with the yielding stress function as an upper limit for 7;; when |z| >> 0. We
define the intersect between a linear viscosity and plastic yielding as z = +z;. The
quantity z; is a function of s, z; = z;(s), that in the center of hinge zone the z; is
smallest, define as z; = z;(s.). As z = z; is the intersection of the linear viscosity
with yielding, we have 7, = 4nzlu%, and we obtain z; = 477!431%' Assuming
the hinge zone is symmetric along s = s., and the width of hinge zone to be sy,

we approximate z; with z; = where y and § are parameters to be

Ty
4nu(y—pB(s=sc)?)
determined. At the edge of the hinge zone, the boundary of yielding (z1 = z;(s))

intersects with the slab boundaries and z;(s + sgz/2) = % On the other hand, in
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Figure 2.17: Illustration of the hinge zone geometry and stress. The local coordinate
system(s, z) is defined in Figure 1. Two sectors draw the yielding area bounded by
z = +z1(s). Every sector area is symmetric along the central axis s = s.. Red, blue,
and green represent the central, edge and out of the yielding area.
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the center of the hinge zone, we have the smallest z;, corresponding to a largest

’;l/; . With these two constraints, we can evaluate y and 8 to be y = (%)max and

(( )max — 52-)—. The derivation of total normal force change follows
SHZ

2nHu
Buffet, 2006,
L L
AN:/ de:—/ Mdk
0 0

H

where k is the plate curvature, and M is the moment (M = / 4 Tsszdz). The
-7

second part of the equation followings from the integration by parts, assuming

k(s =0) = k(s = L) = 0. By substituting the expression of M into the equation we

/ / Tss—ZdZdS
T dk s
= _/ / Tos——2dzds —/ / Tgs——2zdzds
S€C|()’L][ —% Sc+ THZ] —% ds Sc_SHTZ _% ds

H

1 dk sc+BE g dk dk
:/ —H3nu(—)2ds—/ / max(min(—4nzu—,1y), —7,)2—dzds
SGC[O,L] [SC_SH_ZJ( +SHTZ] 3 ds S(,‘_SHTZ _% ds ds

2 °c

obtain

= Kbu'l‘NHZ

Here the integration is split into two parts: The first being the area outside the hinge
zone where no plastic yielding occurs, and the second corresponds to the hinge zone

bending torque Ngz. With symmetry, the second term can be further rewritten as

st dk  dk
Nyz = 2/ / min(4nzu— Ty)z—dzds
sz Jo ds’
serft e dk B e gk
:2/ / 4nz2u(—)2dzds+2/ / Tyz——dzds
se=HZ Jo ds SH 2 ds
_, st it g (dk)zd 2 se+ 2 1(H2 2) dk |
= - 3nz1u o s otz )Ty s s
With z; = m , f{’s‘ = v — B(s — s.)? the equation yields
BRI 2 ;
2 [ G =Bl = s - )ds
s-z 877 962U (y ~ B(s ~ 5c)?)
2 B
2tyarctanh| \/; Az

1
:&Ty(HZSHZ(UV — Bs%,) — )
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Recalling B = (y — we obtain

)
2nHu s%{Z’

3 Bs
7yarctanh [\/; 4]

1 T
NHZZETszst’y(1+ y )—

4ynHu 24nuBy
We can define a dimensionless quantity { = . (il_(::j?,z,z = ZV;YHM which describe the
1 (3=5cE 775

ratio between minimum and maximum width of the non-yielding area in the hinge
zone. With typical quantities from the models, 7, = 300MPa(7;; < 150M Pa),
y =1 x 107'%m~2 from figure 2.9, H = 60km, u = 20m/yr and n = 10%°Pa - 5, we

can estimate ¢ to be 4 x 107>, Therefore 8 = (y — 277Hu) =(1- g) Ay o 947
HZ
3
1, 7y suzarctanh[/1 — {]
Nyz = -7v,H 1+¢) -
HZ = 2Ty suzy(1+ ) 18y
2 —
_ 17' Hsppy(14 ¢ 7yarctanh[+/1 g])
6" 8y2n2 H2u2
| ;2
= gTyH sagzy(1+ ¢ — ?arctanh[\ll -]

1 2
~ gTyH SHZY

The small ¢ indicates that plastic yielding pervasively occurs in the hinge zone, so

that mostly the hinge zone has 74, = 7.

2.7 Supplementary Material

Formulation

Formulation of the ¢ ~ ¢ relationship in the force balance model. Following Section
2.2, we know that for each given moment with a given plate motion, £, we compute

the plate velocity in terms of £, u = u(£), based on the force balance equation, and the
tar

. . . . t
total time for the plate motion to reach certain value (£) is thereby ¢ = /0 dr= |, -




42
With equation (7), (8), (12) and (15), we get: When € < gp,0

t_/fdf'_/f (Kp + 170+ GE) »
“Jo u Jy Fu—A—F —Nyz+ (B+HApgsinf) - — Ce?
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\/Bf +4C(Fyy — A — Fr — Nyiz) \/Bf +4C(Fyy — A — Fr — Nyz)

By -2C¢
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(2.28)

When ¢ > 6ePy
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(2.29)

With the calculation above, we obtain the formulation of initiation time fg;, defined

as the time for plate motion to reach certain value {s; ({s; is typically greater than
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Figure 2.18: Fy, vs € from visco-elasto-plastic model with a. A7, = 1Myr and b.
At, = 1.5kyr ~ At. ais the same as Fig 2.4c.
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(2.30)

Visco-elastic time step

The implementation of elasticity in the numerical model is highly dependent on the
elastic time step Af,. Following L. N. Moresi, Dufour, and Miihlhaus, 2003, two
independent time steps, the numerical time step At and elastic time step Az,, are
introduced to the model, and At < At,. At is the actual time step that the modelled
time move forward, while the At, is the characteristic time step for the Maxwell body.
When At, # At, an interpolation scheme is needed to project the calculated stress
with Az, onto At. The typical choice of At, is based on the Maxwell relaxation time
of lithosphere (At, = U%ZO
is thereby greatly influenced by the interpolation scheme. To avoid the artifact from

), which is much greater than Az, and the stress evolution

interpolation, we force Af, to be as small as the A¢ in models of Fig 2.4c. With a
larger At,, the build up stage becomes a more prominent feature and the elasticity
plays a greater role (Fig 2.18). However, we view the big difference introduced by

the large Af, an artifact from the interpolation scheme.
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Evaluating Plate Curvature

In the analytical solution, the plate curvature is a variable that we directly evaluate
from the plate geometry in the numerical models. Here, we show how plate curvature
and its derivative is measured. The evaluation of plate curvature k requires the first
and second order derivative of a plate curve function f with respect to x defining
the center of the plate, y = f(x). We can evaluate [’ = % and tangent angle

: 6 = arctan( f’) and plate curvature k = % =48 - d9__1
ds = & \Jin

. In the numerical model, the center of the plate is

the changing rate

plate curvature, 4k = dk__1

> ds dxm

measured from the plate interfaces with the upper and lower interface of the plate

defined from the 600° C temperature contour (red and green curve in Fig. 2.19.a).
As both upper and lower plate interfaces are concave functions, for each point from
the upper interface, we find the nearest point from the lower interface, and define
the middle point as the center between that point on the upper and that on the lower.
The set of all center points form the plate center curve (blue curve, Fig. 2.19a),
described by the formulation y = f(x). As the measured curve is noisy, the method
for numerical derivatives need to be treated carefully. Here we use total—variation
regularization (Chartrand, 2011) to take a smoothed derivative from noisy data
(TVRegDiff). In this method, we choose the two regularization parameters, « and
€, to be 0.02 and 5 x 1072 so that the numerical derivatives are neither so noisy as

to be unstable nor over—regularized.

Figure 2.19a—d show the sequence of numerical derivatives using this method (blue
curves) vs. forward difference method(orange curves). From Figure 2.19a to d,
every level is from the numerical derivative from the previous level, and both
blue and orange curves are derived from the blue curve in the previous level us-
ing the TVRegDiff method and forward difference method. Apparently the or-
ange curves(the forward difference method) is more noisy than the blue curves
(TVRegDiff), but the overall trends of the TVRegDi ff method agree well with
the forward differences, indicating the accuracy and smoothness are guaranteed in

TVRegDi f £ with appropriate choice of regularization parameters.
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3.1 Abstract

Plate tectonic reconstructions of three of the best-defined Cenozoic subduction initi-
ation (SI) events in the western Pacific, [zu-Bonin-Mariana, Vanuatu, and Puysegur
subduction zones, show substantial components of strike-slip motion before and
during the SI. Using computational models, we show that strike-slip motion has a
large influence on the effective strength of incipient margins and the ease of SI. The
parameter space associated with visco-elasto-plastic rheologies, plate weakening,
and plate forces and kinematics is explored and we show that subduction initiates
more easily with a higher force, a faster weakening, or greater strike-slip motion.
With the analytical solution, we demonstrate that the effect of strike-slip motion
can be equivalently represented by a modified weakening rate. Along transpressive
margins, we show that a block of oceanic crust can become trapped between a
new thrust fault and the antecedent strike-slip fault and is consistent with structural
reconstructions and gravity models of the Puysegur margin. Together, models and
observations suggest that SI can be triggered when margins become progressively
weakened to the point that the resisting forces become smaller than the driving
forces, and as the negative buoyancy builds up, the intraplate stress eventually turns
from compressional into extensional. The analytical formulation of the initiation
time, ts;, marking the moment when intraplate stress flips sign, is validated with
computational models. The analytical solution shows that #5; is dominated by con-
vergence velocity, while the plate age, strike-slip velocity, and weakening rate all

have a smaller but still important effect on the time scale of SI.

3.2 Introduction

Consensus on a unified description of subduction initiation has been slow to develop

as initiation is a transient process whose record is generally obscured by subsequent
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subduction zone processes, notably burial, overprinting, uplift, and compression
and over-thrusting. Nevertheless, there is a substantial geological record with nearly
all ocean-ocean subduction zones having initiated since the end of the Mesozoic and
about half of all ocean-continent ones having re-initiated since the mid-Mesozoic
(Hu and Gurnis, 2020). Subduction initiation, moreover, occurs nearby existing sub-
duction zones (Crameri et al., 2020), is a fundamental component of plate tectonics,
and is putatively associated with key changes in the force balance of tectonic plates.
For example, the Pacific Plate changed its direction of motion from NNW to NW
at around 50 Ma (Whittaker et al., 2007; Torsvik et al., 2017), synchronously with
the initiation of two major subduction zones in the western Pacific, the Izu-Bonin-
Mariana (IBM) (Ishizuka et al., 2018; Reagan et al., 2019) and Tonga-Kermadec
(Sutherland, Dickens, et al., 2020). However, why new subduction zones form
remains poorly understood, as subduction initiation appears to be mechanically un-
favorable with initial slab pull being insufficient to overcome resistance from the
friction between plates and bending of the slab (McKenzie, 1977; Toth and Gurnis,
1998; Y. Li and Gurnis, 2022). An external force, or low initial strength between
plates, is required to start subduction, with scenarios for initiation described as ei-
ther spontaneous (Stern and Bloomer, 1992; Nikolaeva, Gerya, and Marques, 2010)
(with no external force but low strength) or induced (Gurnis, C. Hall, and Lavier,
2004; Toth and Gurnis, 1998) (with an external force).

With theoretical and computational approaches, the thermal age of plates, compo-
sitional variations, trench-normal convergence and in—plane stress (Gurnis, C. Hall,
and Lavier, 2004; Nikolaeva, Gerya, and Marques, 2010; Leng and Gurnis, 2011)
and fault strength, fault weakening and plate bending (McKenzie, 1977; Toth and
Gurnis, 1998; Thielmann and Kaus, 2012; Qing et al., 2021) having been identified
as key mechanical factors which respectively drive and limit subduction initiation.
Independent of spontaneous and induced scenarios, driving forces must overcome
frictional resistance between plates and bending of the high, effective viscosity plate.
If the plate boundary does not weaken sufficiently fast, the oceanic plate will not
slide into the mantle to allow the negative thermal buoyancy to grow quickly enough.
Constitutive models with strength that weakens with deformation, due to grain size
reduction, grain damage, or volatile ingestion, have been identified (Thielmann and
Kaus, 2012; Bercovici and Ricard, 2014; Hirth and Kohlstedt, 1996) and can lead
to rapid instability (Leng and Gurnis, 2015; Zhou et al., 2018). Models exhibiting
spontaneous initiation start in a critical state that verges on instability (Leng and

Gurnis, 2015; Zhou et al., 2018), an unsatisfactory condition to address causes for
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the onset of initiation. If a plate boundary is in a state close to instability, the

question arises as to why the boundary initiated at that point in time and not earlier.

Strike-slip motion might be one reason plate boundaries are brought closer to a
state favorable for subduction initiation. Plate tectonic reconstructions of the IBM,
Vanuatu and Puysegur subduction zones, three of the best constrained subduction
initiation events in the western Pacific during the Cenozoic, each show a substantial
component of strike-slip motion before and during initiation (Fig. 3.1). The Puysegur
subduction zone extending south from the South Island of New Zealand has a well-
documented component of strike-slip motion during subduction initiation which
continues to the present (G. Lamarche and J.-F. Lebrun, 2000; Sutherland, Barnes,
and Uruski, 2006). The initiation of IBM, among the best studied and often used
as a point of comparison with other subduction zones, ophiolite—origin models,
and mechanical models (Arculus et al., 2019). Although less discussed, IBM
experienced a strong component of strike slip motion during the well-documented
period of initiation (Gurnis, 2023). The Vanuatu subduction initiation also saw a
strong component of strike-slip motion during the interval 15 to 12 Ma when the new
subduction zone was forming through a polarity reversal with velocities of about 5
to 6 cm/yr (Fig. 1B, D). In addition to the the main Vanuatu subduction zone, a
new segment of the plate boundary is initiating at its southern boundary, referred to
as the Matthew and Hunter subduction zone, with a small 2 cm/yr convergence and
a subtantially larger strike-slip motion along the Hunter Ridge since 2 Ma (Patriat
et al., 2019). All of these subduction initiation events must have been shaped
by strike-slip motion, but do large components of strike-slip motion influence the

mechanics of initiation?

3.3 Model Formulation

We solve for the Stokes equations using traditional formulations used in geodynam-
ics (Moresi, Gurnis, and S. Zhong, 2000; Ismail-Zadeh and Tackley, 2010) and
show that a component of strike-slip motion can substantially reduce the strength
of a nascent plate boundary while providing a triggering mechanism to nucleate a
new subduction zone. The idea that strike-slip motion produces a more favorable
condition for the far-field compression to induce subduction is examined by Xinyi
Zhong and Z.-H. Li (2023) with 3D models. Here, we address this problem with a
sliced 3D geometry extended from the trench-perpendicular cross-section (x-z di-
mension), with an additional trench-parallel dimension (y-dimension) that accounts

for the strike-slip motion (Fig 3.2). In the trench-perpendicular (x-z) dimension,
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Figure 3.1: Three Cenozoic subduction initiation events that occurred in the western
Pacific showing a substantial component of relative, strike-slip motions at the nascent
trench just prior to initiation. A. Present-day western Pacific with the structures
against which subduction initiated shown in brown. Regions of detail shown with
boxes. B. Magnitude of strike slip motion (above) and convergence direction (below,
with 0 being normal to the strike of the trench) before onset of initiation. Izu-Bonin-
Mariana (IBM) shown at 55 Ma (red) and 50 Ma (black solid) with values for
intermediate times shown with with grey shading, Vanuatu at 15 Ma (blue dashed)
and Puysegur (black, dot-dashed) using the plate model of Miiller et al. (2019). C.
Conditions at IBM at 55 Ma, 5 Myr before the onset of SI. D. Vanuatu at 15 Ma,
1-3 Myr before onset. E. Puysegur at 15 Ma, 1-3 Myr before onset. Abbreviations
for plates: PA-Pacific Plate, AU-Australia Plate, PS-Philippine Sea Plate

we apply either a convergent velocity or a convergent force on the right side of the
subducting plate to induce subduction initiation. In the trench-parallel dimension,
a strike-slip velocity is applied on the right wall of the subducting plate to drive
the strike-slip velocity. For the two boundaries normal to the strike direction, we
apply a periodic boundary condition, which allows the material to flow through the
two boundaries freely. As the width of the trench parallel dimension is small (= 6
km) with only two layers of elements and periodic boundary conditions enforcing
the strike-slip velocity, the models virtually solve for a plane strain problem with no

variation along strike.

A younger overriding plate is to the left of an old oceanic plate with either a
compressional force or a convergent velocity added on the right edge of the older
plate. A pre-existing weak zone with yielding stress being reduced by half is located
at the plate boundary. As plate convergence and strike-slip motion accumulates, the

strain will eventually localize at the plate boundary.
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Figure 3.2: The model configuration of velocity boundary model A and force
boundary model B.

The deformation of a visco-elasto-plastic material is computed with the finite ele-
ment code Underworld (Mansour etal., 2019). The constitutive relationship between
strain rate, &, and deviatoric stress, 7, is defined through a visco-elastic Maxwell
body (Moresi, Dufour, and Muhlhaus, 2003),

T T
S = —+ — 3.1
€=, (3.1)
Viscosity follows the non-Newtonian Arrhenius law
> E(l_1
n = no(ZLyn~tenmrw) (3.2)
€0

where u is the shear modulus, 77 the viscosity, T the temperature, and &;; the second
invariant of strain rate tensor. E, n and R are activation energy, non-linear exponent,
and ideal gas constant. &g, no and Ty are reference strain rate, reference viscosity

and reference temperature.

Plasticity, describing the strength of the rock, is an essential component of subduc-

tion initiation. We assume a yielding envelope given by the Drucker-Prager failure
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criterion bounded by a maximum stress
7 =min(C cos ¢ + P sin @, Tpux) (3.3)

where 7 is the yielding envelop, C and ¢ are cohesion and friction angle and 7,4
the maximum stress the rock can sustain. With the accumulation of plastic strain,
the yielding envelope is reduced through rock damage or grain size reduction. The
weakening is approximated as a two-stage process: The yielding envelope first
reduces linearly with increasing plastic strain until saturation at which point the

plastic parameters C and ¢ remain constant.

C = Cy+(Cy — Co) min(1, 22 (3.4)
£Pp0

¢ = o+ (¢ — go) min(1, =2 (3.5)
€po

The reference plastic strain, €pg, controls the weakening rate with rocks weakening
faster with smaller £py and vice versa. With a lack of consensus on the underlying
mechanisms responsible for weakening (Thielmann and Kaus, 2012; Bercovici and
Ricard, 2014; Hirth and Kohlstedt, 1996), €py is varied as an unknown along
with other key parameters including the external compression, F,, and strike-slip

velocity, Vgs. Details of model parameters are in Supplementary Table 3.1.

In addition to the numerical models, we formulate an analytical solution modified
from Y. Li and Gurnis (2022) considering the extra influence of the strike-slip
motions. The formulation of the analytical solution is based on the horizontal
force balance of the subducting plate between the forces that drive the plate motion
and forces that resists plate motion. The strike-slip motion affects the force balance
equation through accelerating the weakening process, thereby reducing the frictional
resistance at the plate boundary. By varying modeling parameters of interest, like
the strike-slip velocity and weakening rate, we measure quantities like the plate
force, F\,, initiation time, g7, and total work, Wg;, from numerical models, that are

compared with the analytical predictions.

3.4 Results

Kinematic boundary condition

We use a kinematic boundary condition with a constant convergent velocity on
the right end of the subducting plate to initiate subduction (Fig 3.2A, Fig 3.3A).
The different conditions controlling the evolution of subduction are evaluated by

tracking the vertically—integrated horizontal compressional stress in the plate, i.e.
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Figure 3.3: A. An example of model with 1cm/yr convergent velocity. Color shows
the effective viscosity. Vectors show the in-plane component velocity and contours
show strike slip velocity in cm/yr. B. The integrated horizontal compressional force
in the plate F\, as a function of plate motion ¢ for models with different strike slip
velocity Vs under epg = 1. Solid line for numerical model results and dashed line
for analytical results. C. Same as B but with slower weakening rate epgp = 2. D.
The work done to initiate a subduction Wg; of every numerical model(color-coded
solid circle) in the parametric grid search varying the strike slip velocity Vss and
epo. Contours show the prediction of Wg; from analytical model.

F = fodl"h —0yxdz, where djj;y, is the thickness of lithosphere. Prior to initiation,
plate motion is resisted by a large coupling stress at the plate boundary. Later, F,,
drops with plate convergence, ¢, through plastic weakening and decoupling of the two
plates and accumulation of negative buoyancy (Y. Li and Gurnis, 2022). Eventually,
F, becomes negative (extensional), indicating that subduction has become self-
sustaining and driven by the negative buoyancy of the slab instead of external forces
(Fig. 3.3B-C), and we define the time when F, drops to O as the initiation time
ts;. Following Y. Li and Gurnis (2022), we define the total work, Wg;, done
by the boundary velocity to induce a subduction initiation until zg; (i.e. Wg; =

t .. . ..
/o ! F Vidt), characterizing the total resistance that the driving force overcomes.
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The tracking of plate force, initiation time, and total work quantitatively reflect
the difficulty to induce subduction initiation. A larger F\,, ts; and Wg; indicate
the subduction initiation encounters greater resistance. We develop an analytical
solution of the strike-slip subduction initiation model, validate it with the numerical

results, and expand the parametric space via the analytical solution.

In 2D cross-sectional models (with no strike-slip motion), Fy, can be formulated
analytically via a force balance analysis on the subducting plate, such that F,,,
together with slab pull as the driving force, is balanced by the resistance from
plate bending, inter-plate friction, isostatic gradients at the boundary, and shear
from mantle flow (Y. Li and Gurnis, 2022). The addition of the third dimension
(strike-slip) mainly changes the system by enhancing the weakening process. To
analytically address the role of strike slip motion, we modify the formulation of
inter-plate friction by enhancing the weakening as a result of the strike-slip velocity
(see Supplementary material section S1). The contribution of strike-slip motion
is analytically shown to be equivalent to reducing the effective weakening rate
EPO eff = 8p0\/ﬁ and thereby reduce the inter-plate friction. This friction is
balanced by the driving force, F),, and the analytical model (dashed line in Fig 3.3B-
C) predicts a decrease of F\, with increasing Vsg, in agreement with the numerical
models (solid line in Fig 3.3B-C). Increasing strike-slip velocity and weakening
rate consistently lowers Fy,, as both reduce the resistance inhibiting subduction
initiation. A grid search of Vg and &£py shows how these parameters influence Wy,
(Fig. 3.3 D). In the limit of a small Vgg and a large pg, convergence is insufficient to
nucleate a weak zone and initiate a subduction (open circles, Fig. 3.3 D). Outside of
that domain, subduction initiates and the resistance has a consistent trend: Increased

Vs and decreased epg tend to lower Wg;.

Finally, we evaluate tg; from the analytical model varying Vi, Vss, €po and subduct-
ing plate age (Fig 3.4). As discussed in Y. Li and Gurnis (2022), the initiation time
is dominantly controlled by the total plate convergence, so that convergence rate
V. has a first-order control on the predicted fg;. Subducting plate age determines
the plate thickness, which controls both the plate bending resistance and the slab
pull. The plate age affects the force balance in two ways, the slab pull and plate
bending because the plate thickness changes. As the dependence of slab pull on
plate thickness is first order while plate rigidity (with plasticity) second order, the
change of tg; is dominated by slab pull when plate is young (< 10 Ma), and for an
old plate (> 20 Ma) the ¢g; is governed by plate bending. Therefore, below 10Ma we



60

see a decrease of 7g; as the plate gets older due to increased slab pull that drives plate
motion, while above 20 Ma tg; increases with plate age due to increased bending
resistance. Both Vgg and €pg influence 7g; via the term of inter-plate friction. Both
increase of Vg and decrease of £pg lead to an acceleration of subduction initiation,

thereby reducing the tg;. However, compared to V,, the impact of the plate age, Vs

and gpg 1S minor.
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Figure 3.4: Analytical prediction of initiation time ¢g; under different convergent
velocity Vx and subducting plate age with A. Vs = 0, epp = 1, B. Vgg = 3cm/yr,
C. Vgg = 6cm/yr, epg = 1. D to F are the same as A to C except epg = 2.
Red, magenta, blue and green box show the parameter range of IBM (50Ma), IBM
(55Ma), Puysegur (PU) and Vanuatu (VT) subduction initiation from the given Vgg

with a £1cm/yr range.

Force Boundary Conditions
Besides an applied convergent velocity, subduction initiation can be induced through

applying a force on the edge of the plate (Fig. 3.2B). We use a geometry approx-
imating a mid-ocean ridge and a compressional force F\, at the ridge edge of the
subducting plate (Fig. 3.2). The total compression driving the plate motion is com-
posed of the internal ridge push from the thermal contrast and the external force Fi.
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When F,, is sufficiently large, plate bending and resistance by shearing between
plates at the nucleating boundary are overcome with subduction initiation (Leng
and Gurnis, 2011; X. Zhong and Z.-.-H. Li, 2019); the minimum force needed for

initiation is determined through systematic variation of parameters.
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Figure 3.5: Cases with applied compression and with three different strike—slip
velocities. A. Strike slip velocity along the the top of the domain. The parameters
[epo, Vss » frx] for the three case are: B. Case M2_24, [2, 0 cm/yr, 8.57 X 10'2 N/m].
C. Case M0_01, [1, 0, 8.57 x 10'?]. D. Case M0_28, [2, 2, 8.57 x 10'?]. In B-D
Contours show the strike slip velocity in cm/yr

All prior models of subduction initiation in the literature have no strike-slip mo-
tion, and so we start with a case with no strike-slip velocity with [epg, Vss ,
Jfec)=[2, 0 cm/yr, 8.57 X 10'2 N/m], as a reference (Fig. 3.5B) In this case, due to the
insufficient compression to induce subduction initiation (Fy, = 8.57 X 10'2 N/m)
under a relatively low weakening rate (epg = 2, larger €pg meaning slower weaken-
ing), the subduction initiation fails to occur and the plate boundary remains stable
(Fig. 3.5B). Typical ridge push forces range from 2 to 4 x 10'2 N/m (Bott, 1991; Toth
and Gurnis, 1998) and so the F;, used is not particularly small. Over time, the plate
boundary remains stable with no subduction being induced. By taking this case as a
reference, and then by either adding a Vi of 2 cm/yr (Fig. 3.5C), or decreasing &pg



62

from 2 to 1 (such that the fault weakens faster), the plate boundary initiates into a
subduction zone (Fig. 3.5D). This shows that the presence of strike-slip motion and

acceleration of the weakening process independently facilitate subduction initiation.
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Figure 3.6: The parametric grid search result of models with different driving
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subduction initiation and solid dots for cases with no subduction initiation. The color
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Figure 3.7: Equivalent figure with figure 3.6 but with lower resolution.

The key parameters, including strike-slip velocity, external compression, and the
weakening rate, are systematically varied while computing the initiation time (Fig. 3.6).
The grid search shows that regardless of the choice of weakening rate and resolu-
tion, increased strike-slip velocities lower the minimum required compressional
force (Fig. 3.6 thick lines) for subduction to initiate. A lower £pg (faster weak-
ening) always reduces the required external force, therefore facilitating subduction
initiation. Unlike the velocity boundary model where the strike-slip velocity has a
minor influence on plate stress and initiation time, the addition of strike-slip motion

significantly reduces the stress required to initiate a subduction zone (solid curves
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in Fig 3.6, 3.7), indicating the strike-slip motion provide a more favorable condition

for subduction initiation.
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Figure 3.8: Fault evolution of a high resolution models with [gpg, Vss , V,]=[2, 6

cm/yr, 4 cm/yr]. A-D, Red and blue for oceanic and continental crust. Background
color for temperature. E-H, Second invariant of strain rate (£j;).
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Fault Evolution

The computations yield a fault system that evolves from a single strike-slip fault
into a strain partitioned system composed of a vertical strike-slip fault and a dipping
oblique thrust fault with partitioning of strike-slip velocity between the two (Fig. 3.8).
Initially, the plate boundary fault is vertical, and will remain so with only subsequent
strike-slip motion; however, subduction requires a dipping thrust fault to decouple
the two plates. In those cases where the system evolves into a subduction zone, we
have found that the thrust fault emerges through the combined reuse of the strike-
slip fault and new fault formation. The upper part of a trapped block is bound
by a vertical strike-slip fault and an oblique thrust fault as the upper lithosphere
has a high viscosity and brittle failure (faulting) is the dominant mechanism that
accommodates the compression. The lower part of the vertical strike-slip fault
rotates with compression of the somewhat lower viscosity, ductile lower lithosphere.
Through this process, the lower part of the vertical strike-slip fault is transferred
and becomes the lower part of the oblique thrust fault. The reuse of a vertical fault
weakened by strike-slip motion is a primary reason why strike-slip motion can lower

the required force to induce subduction and therefore facilitate subduction initiation.

In the case shown above, we choose a high yield stress (300 MPa) which makes
the crust of the overriding plate strong. However, with a continental upper plate
with a weaker crustal layer, the resultant morphology is different (Fig. 3.9). In this
case, the rheology yields a typical continental strength envelope (Kohlstedt, Evans,
and Mackwell, 1995), with a weak layer present at the base of the continental crust,
decoupling the lithosphere from the crust. Unlike the strong plate case where a
new dipping fault emerges in the upper part of the subducting plate in response
to the far—field compression, in the case of weak continental crust, the overriding
plate severely deforms to accommodate the compression. In the overriding plate,
the lower lithosphere delaminates at the base of the buoyant continental crust. The
compression forces the subducting plate and the lower lithosphere of the upper plate
to bend simultaneously, and a vertical strike-slip fault emerges in the upper plate
crustal layer to reconcile the strike-slip motion. Consequently, a strain partitioning
system emerges, but the wedge trapped between the strike-slip fault and the dipping

thrust fault is composed of continental crust.

3.5 Discussion
With the numerical models that extend a traditional 2D trench perpendicular cross-

sectional domain with orthogonal strike—slip motion, such motion influences sub-



65

450A t=612Kyr450B t=1224Kyr 450C t=1837Kyr450D t=2816Kyr

300!

350 400 450

[ ]
0 200 400 600 800 1000 1200 1400
T O

450E t=612Kyr 0 F t=1224Kyr /G t=1837Kyr ;o H t=2816Kyr

450 500 350 400 450

10‘!! 10’l 10‘!! lo_’l! 10’!! 10‘; 10712

&1

Figure 3.9: Fault evolution of a high resolution models with [gpg, Vss , V,]=[2,
6 cm/yr, 4 cm/yr], equivalent to Fig 3.8 but with weaker quartzitic crust rheology.
A-D, Compositional domains. E-H, Second invariant of strain rate (£;;).

duction initiation. This builds on the concept that mature strike-slip faults like the
San Andreas Fault (SAF) are weak (as revealed through stress indicators (Zoback
et al., 1987) and heat flow (Brune, Henyey, and Roy, 1969)) and that the damage
around faults grows with increasing fault displacement (Faulkner et al., 2011; Sav-
age and Brodsky, 2011). A common conceptual idea is that a strike-slip fault will
have local irregularities along the strike such there will be zones of convergence that
could be sites for subduction initiation. A well-known example where local trans-
pression leads to downwelling, although not subduction initiation, is the Miocene
evolution of the San Andreas Fault (SAF) and Transverse Ranges of southern Cali-
fornia in North America. Here, it is thought that the clear convergence across the Big
Bend segment of the SAF north of Los Angeles has led to crustal and lithospheric
thickening and convective instability (Humphreys and Clayton, 1990). However, we
present a scenario that is distinctly different from this one, advancing the hypothesis
that even with no irregularities in the orientation of faults along strike, subduction
initiation is enhanced by strike-slip motion.

Can the models be applied to specific subduction initiation events? An obvious
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application is along the boundary between the Pacific and Australian Plates, south
of New Zealand, the Puysegur subduction zone (Fig. 3.1E). Here, a major strike-
slip fault immediately to the east of the trench accommodates some of the relative
plate motion (J. Y. Collot et al., 1995; G. Lamarche and J.-F. Lebrun, 2000). The
age of the Puysegur subduction zone has been estimated in two ways. First is
through a reconstruction using a combination of the depth extent of the seismic
slab and plate kinematics, which date the onset of subduction to between 15 and 12
Ma (Sutherland, Barnes, and Uruski, 2006). Second, the age has been estimated
through detailed seismic imaging of the stratigraphy on the overriding Pacific Plate
which shows basin inversion (Shuck, Gulick, et al., 2022). In the northern section
of Puysegur, the compression starts at 15 Ma and transitions to mild extension by
8 Ma. During this interval, most of the relative motion between the Australian and
Pacific Plates was strike-slip with velocities of about 3 cm/yr (Fig. 3.1B). The
subducting plate at Puysegur Trench formed along the Macquarie Ridge Complex
(MRC) system, where sea—floor spreading was active since the Eocene (about 40
Ma) but terminating at about 15 Ma (Jean-Frédéric Lebrun, Geoffroy Lamarche,
and J.-Y. Collot, 2003). The subducting plate age ranges from 25 Ma (north) to
5 Ma (south). With the given range of V., Vsg, and plate age for Puysegur, we
predict a range of tg; from the analytical model (Fig 3.4, blue box). The northern
Puysegur trench corresponds to the top right corner of the blue box (V, = 1 cm/yr,
plate age = 25 Ma), yielding a model t5; ~ 12 Myr which roughly agrees with the
observed 8 Myr duration for the basin inversion (16 to 8 Ma). For the southern
Puysegur, the analytical model yields a larger z5; (> 30 Myr) given the small V,
(= 0.2 cm/yr) and young subducting plate (5 Myr old) at 15 Ma. This prediction
may over-estimate ¢g; as during the subduction initiation the convergent velocity V,
increases substantially from 0.2 cm/yr at 15Ma to ~ 2 cm/yr today due to the change
of plate motion direction (Choi et al., 2017), and the large predicted zg; sheds light
on why the southern Puysegur remains under compression today — in addition to the
hypothesis of southward propagation of subduction initiation proposed in Shuck,
Gulick, et al. (2022).

Puysegur has other features reflective of the initiation phase as it evolved from a
strike-slip boundary to transpressional since 16 Ma, in particular a sliver of oceanic
crust (Hightower, Gurnis, and Van Avendonk, 2020) trapped at the Puysegur Trench,
bounded by a vertical fault and an oblique thrust fault (J. Y. Collot et al., 1995; Shuck,
Gulick, et al., 2022). East of the Puysegur Trench, the morphology of the Puysegur
Fault through the central part of the southern Puysegur Ridge is sharp and consistent
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with present-day activity (Shuck, Van Avendonk, et al., 2021). The 2009 Mw 7.8

Dusky Sound earthquake below Fiordland, the strike-slip onshore extension of the
nascent subduction zone, showed that nearly all of the relative motion, including
the strike-slip motion, was accommodated on the thrust interface (Beavan et al.,
2010). Consequently, the seismic imaging and 2009 event for Puysegur shows that
it has a structure, morphology, and strain partitioning consistent with that shown in
Figure 3.8, that is with substantial strike-slip motion on the thrust interface, and the
entrapment of an oceanic sliver between the newly formed thrust interface and the

strike-slip fault.

Subduction along IBM initiated at the boundary between the Pacific Plate and the
smaller West Philippine Sea Plate along the Kyushu Palau Ridge (Fig. 3.1C).
The new subduction zone is inferred to have formed between 52 and 50 Ma as
indicated by ages within the forearc (Reagan et al., 2019) and basement of the West
Philippine Sea Plate (Ishizuka et al., 2018). IBM is often viewed as a type locality
for studying subduction initiation because of the rock record on the IBM fore—arc
and an association with changes in Pacific Plate motion during the Cenozoic (Stern
and Bloomer, 1992; Arculus et al., 2019). The IBM subduction zone may be an
example of spontaneous subduction initiation (Stern and Bloomer, 1992), with a
short, rapid burst of localized extension (Reagan et al., 2019). The overriding
Philippine Sea Plate had a relic arc with thick buoyant crust adjacent to the old,
cold Pacific plate at the location of apparent subduction initiation and this may
have played a role in its initiation (Leng and Gurnis, 2015). Computational models
suggest that compression of the incipient plate margin needs to overcome a large
resisting force associated with bending the incipient slab (Gurnis, C. Hall, and
Lavier, 2004; Y. Li and Gurnis, 2022), but there is debate in the literature on the
significance of the compression. On the one hand, Maunder et al. (2020) argued
that early compression cannot lead to near—field extension and boninite formation
and that a large vertical force is needed for such extension, a force which only
can exsit if there is pre-existing subduction. Moreover, a recent interpretation of
Baron isotope systematics on IBM forearc recovered samples apparently indicate an
initial low—angle phase of thrusting prior to the formation of the distinctive basalt
to boninite sequence (H.-.-Y. Li et al., 2022).

Although not widely discussed, several lines of evidence suggest that there was
a strong component of strike-slip motion during IBM inception. Paleomagnetic

observations show that since 50 Ma, the Philippine Sea Plate experienced nearly
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90° of clockwise rotation (R. Hall et al., 1995); since the orientation of the Kyushu-
Palau Ridge (the relic arc that formed at the new boundary) is currently N-S, it would
have been more E-W during subduction initiation. The orientation of convergence
between the West Philippine Sea and Pacific Plates depends on the absolute motion
of the Pacific Plate, but the Pacific moved by the overriding plate in a mostly strike-
slip orientation with velocities of about 5 cm/yr for at least five million years before
initiation (Fig. 3.1 B,C), with Vgg¢ and V, varying substantially along strike due
to the curved plate boundary. Independently, detailed bathymetry just to the west
of the Kyushu Palau Ridge reveal a strike—slip fault subparallel and normal faults
perpendicular to the ridge in which the basement dates to the time of subduction
inception, 49 Ma (Gurnis, 2023). This is consistent with transverse motion along
the KPR at the time of initiation. Nearly identical forearc volcanic stratigraphy near
the Bonin Islands and near Gaum Islands, 500 km apart when plate tectonic motions
are accounted for (Leng and Gurnis, 2015), could have been further seperated by

strike slip motion.

The strike-slip model of induced subduction initiation can be applied to IBM. With
subducting plate age varying between 40 and 60 Myr old at 50 Ma (C. E. Hall et al.,
2003; Lallemand and Arcay, 2021), the analytical model yields a range of initiation
times (Fig 3.4). At 55 Ma, the predicted ¢g; range from 5 to 10 Myr with Vgg =3 to
6 cm/yr. At 50 Ma, the reconstruction gives a larger range of Vg (0 to 6 cm/yr), and
the analytical model predicts a tg; = 3 to 5 Myr. Using the plate tectonic constraints
at 55 Ma and 50 Ma, we estimate the time for the IBM to experience conversion
from compression to extension to be around 50 to 45 Ma, a 5 Myr duration slightly
larger than the 2 Myr inferred from fore—arc opening determined from “°Ar/3°Ar
and U-Pb ages of the boninite-basalt sequence in the IBM fore—arc (52 to 50 Ma)
(Reagan et al., 2019).

IBM subduction initiation may be associated with the shift in Pacific Plate mo-
tion from more northerly before 50 Ma to more westerly after 50 Ma, as evident
from plate reconstructions and the bend in the Hawaiian—Emperor Seamount chain
(e.g. Torsvik et al. (2017) and Miiller et al. (2019)). Hu, Gurnis, et al. (2022)
showed that Pacific Plate motion could change by about 10° (from more northerly
to northwesterly) with introduction of the IBM slab from 55 to 50 Ma. Most of
the required change in absolute Pacific Plate motion must come from elsewhere,
and Hu, Gurnis, et al. (2022) show that this can be accomplished with termination

of intra-oceanic subduction in the north Pacific between 55 and 50 Ma. Other
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west Pacific subduction zones forming during the Cenozoic, however, may have ini-
tially been induced, including the Tonga-Kermadec subduction zone that underwent
vertical motions and folding within the future back-arc region prior to and contem-
poraneously with subduction initiation, indicating a strong compressive force during
initiation (Sutherland, Dickens, et al., 2020). Strike—slip motion between Pacific
and West Phillipine Sea Plates, along with compression along this boundary due to
rearrangement of Pacific Plate driving forces can lead to IBM subduction initiation.
The models favor an induced mode of subduction initiation, as the minimum stress

(Fig. 3.6 solid lines) never vanishes independent of the magnitude of Vgg.

The Vanuatu subduction zone initiated between 12 and 10 Ma, following the colli-
sion of the Ontong-Java Plateau with the Vitiaz subduction zone at 16 Ma (Mann
and Taira, 2004) and may be an example of induced subduction polarity reversal
(Auzende, Lafoy, and Marsset, 1988; Yang, 2022). Soon after Vanuatu subduction
initiation, the Fiji basin opens at ~ 8 Ma, indicating a short initiation time (Auzende,
Lafoy, and Marsset, 1988; Lallemand and Arcay, 2021). The plate reconstructions
show a strong component of strike-slip motion (5 — 8 cm/yr), Fig 3.1.B dashed
blue curve) between the Australian and Pacific plates along the Vanuatu incipient
boundary (Fig. 3.1B,D) The strike-slip mechanical model yields a small value for
ts; (= 3 Myr, Fig 3.4), because of the large strike-slip velocity Vggs, large convergent
velocity V, and the young plate age (Lallemand and Arcay, 2021).

3.6 Conclusion

Three Cenozoic subduction zones — Puysegur, IBM and Vanuatu — all show sub-
stantial components of strike—slip motion prior to and during initiation. Application
of the mechanical model developed here using plate reconstruction constraints all
yield estimates of initiation times consistent with values estimated independently
from geological observations. Together, the models and observations suggest that
subduction initiation can be triggered when margins become progressively weak-
ened to the point that the resisting forces become smaller than the driving forces.
Despite the strike-slip velocity having a relatively minor influence on the evolution
of plate stress and initiation time compared to the plate convergent velocity, it can
still dramatically lower the force required to induce subduction initiation, thereby

providing a favorable condition for subduction initiation.
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3.7 Supplementary material

3.8 Analytical Solution

We modify the formulation in (Y. Li and Gurnis, 2022) to evaluate the force evolution
in a subduction system with strike slip motion. For the no-strike-slip case, the

formulation is the same as (Y. Li and Gurnis, 2022) eq. 13:
Lp .
F = (Zl]d—+Kb)u+T5—HAp sinff + Nyz + F; (36)
a

Where Ty is the friction at the plate boundary, dominantly governed by a linear

plastic weakening process.
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The presence of strike slip motion effectively accelerate the plastic weakening
process, hence reduces the effective weakening rate. For the cases of boundary
velocity (Dirichlet boundary condition), both convergence velocity V, and strike
slip velocity Vsg are constant throughout the whole time. Thereby, we can easily
account for the effect of strike slip motion by introducing an effective weakening
rate gpo_off = 6P0\/#. By replacing all the epg with epg . in eq 3.7 and
eq 3.8 we get the modified expression of force evolution incorporating the strike slip

velocity.

3.9 Model Resolution

In addition to the factors discussed above, the resolution of the finite element models
also has an influence on the plate decoupling process and thereby influences the
formation of subduction (Gurnis, C. Hall, and Lavier, 2004). We recalculated the
models with the same parametric grid search (Fig. 3.7) but with a lower resolution
(1.7 km/el vs. 3.5 km/el) near the fault zone (Fig. SoM). The minimum force to
initiate subduction (thick solid lines) increases by less than 10% when Vg is close
to 0, but with larger strike slip velocity, identical models with different resolution
predict a similar minimum force. The finer structure of faulting is investigated by

computing several cases with a high resolution near the plate boundary (0.8 km/el).
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Symbol Definition Value Symbol Definition Value
non-Newtonian exponent Activation energy
n Olivine Mantle 3 E Olivine Mantle 540 kJ fmol
pre-exponent 3o Activation energy
A Olivine Mantle 2.4 10%Pa-s n Quartzitic Crust 4
Activali -
E ctivation energy 223 kJ/mol A pre-exponent 3.3 % 104Pa- s
Quartzitic Crust Quartzitic Crust
0 non—Newtonlat.l exponent 34 E Ac’uvatlon.energy 480 kI /mol
Eclogite Eclogite
A pre—equnent 9.8 x 10%Pa - s Tyf minimum yield stress 3 MPa
Eclogite
- x| . ]
_ maximum yie d stress 150 MPa 0 maximum yield stress 300 MPa
subducting plate upper plate
Nmin minimum viscosity 10" Pa - s Mmax maximum viscosity 105 Pa - s
t subducting plate age 40 Myr 1 overriding plate age 20 Myr
u shear modulus 3x 100 Pa £po reference plastic strain 1~8
&o reference strain rate 10715 571 a thermal expansivity 3x107°> C!
i 1 1 i 1
AC contlne':nta crusta 75 km AC, oceanic crusta 2 km
thickness thickness
K thermal diffusivity 107 m? . s7! H plate mechanical thickness 60 km
To Surface temperature 0°C 0 fault thickness 20 km
T mantle temperature 1400° C 0 fault dip angle 45°
Co initial cohesion 44 MPa Hy0 initial friction coeflicient 0.6
. S 19p., shear modulus 10
Nst sticky air viscosity 10”Pa-s Ust sticky air 3% 10" Pa
dg sticky air thickness 40km Kst thermal diffusivity 1079 m? - s7!
sticky air
Co initial cohesion 44MPa Cr final cohesion 3MPa
oo initial friction angle 0.6 o final friction angle 0

Table 3.1: Model Parameters mainly inherit from Y. Li and Gurnis, 2022 with an
addition of weak overriding plate cases. Non-Newtonian parameters of Olivine
mantle, Quartzitic crust and Eclogite are from Karato and Wu, 1993; Gleason and
Tullis, 1995; Jin et al., 2001.
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Chapter 4

BOUNDS ON FAULT WEAKENING AND DYNAMIC
PROCESSES DURING SUBDUCTION INITIATION

Note: This chapter is based on work submitted as a paper titled "Rapid shear zone
weakening during subduction initiation" to PNAS on March 9, 2024 and is currently

under peer review.

Slab pull at subduction zones is arguably the dominant driving force for plate motion
and mantle convection. For mature subduction zones, slab pull is sufficiently large
for the convective system to be self-sustaining, but when a new subduction zone
forms, slab pull is typically insufficient to overcome the resistance to plate motion
that occurs within nascent plate boundaries. How subduction initiation can be
triggered with an initially insufficient driving force remains a fundamental, open
question in geodynamics and plate tectonics. Arguably, the key reason for this
uncertainty is that the strain required to weaken plate boundaries has not been

constrained for initiation.

Based on mechanical models and the geology and geophysics where subduction
has initiated, a variety of initiation mechanisms have been proposed, including
compression-induced (Toth and Gurnis, 1998), plume-induced (Gerya, R. J. Stern,
etal., 2015), spontaneous initiation (R. Stern, 2004), and collapse of passive margins
(Zhang, Leng, and Chen, 2023). Despite the variability and complex tectonics
that often surrounds subduction initiation, the mechanisms share much in common
through the balance of forces (Li and Gurnis, 2022), such that a reduction of resisting
or an increase of driving forces provide more favorable conditions for subduction
initiation. Therefore, either external forces, which supply additional driving force,
or small yield stresses, which reduces the resistance, have been invoked in previous
subduction initiation scenarios. Strain weakening is nearly universally advanced in
models as a means to lower the strength of rocks within evolving plate boundaries
(Gurnis, Hall, and Lavier, 2004; Gerya, D. Bercovici, and Becker, 2021; Zhang
and Leng, 2021)Despite proposals like grain size reduction (David Bercovici and
Ricard, 2014) and shear heating (Thielmann and B. J. Kaus, 2012), the rate at which
a margin loses its strength with strain has been a crucial quantity that has been

unconstrained for known examples of subduction initiation. Here, we overcome
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this fundamental limitation with observations of the well-constrained Puysegur
subduction zone within the context of four-dimensional dynamic models, place
bounds on this critical weakening for the first time, and then compare this rate to

values predicted by the principal physical models of weakening.

A

Lat(")
Elevation(m)

-5000

Figure 4.1: Observation summary of Puysegur trench. A. Fracture zones and
seafloor magnetic lineations (color-coded with age). Black box shows the geo-
dynamic model domain. B. Focal mechanisms from GCMT catalogue (Ekstrom,
Nettles, and Dzieworiski, 2012) with classified fault types (Alvarez-Gomez, 2019)
for shallow earthquake(< 30 km deep), and seismicity under Fiordland(colored dots
near AA’ line). C, the cross-section AA’ of seismicity (Seebeck et al., 2023) under
Fiordland.

The Puysegur Trench (Fig 4.1), located south of New Zealand, is an extant example
of subduction initiation, as the subduction zone is experiencing ongoing subduction
initiation since 15 Ma. Well defined by magnetic lineations and fracture zones (Fig
4.1A), the kinematics is extraordinarily well known(keller_william_r_cenozoic_2005;
Cande and Stock, 2004; Choi et al., 2017) with the plate boundary between the Aus-
tralian and Pacific Plates experiences a transition from oceanic spreading (40 to 25
Ma), to strike-slip motion (25 to 15 Ma), and eventually transpression and subduc-
tion (15 Ma to the present). Recently, targeted multi-channel seismic imaging in
which specific seismic horizons were dated using constraints from offshore drilling,
placed bounds on a progressive transition of the in-plane stress at the nucleating
boundary(Shuck et al., 2022). Specifically, the northern Puysegur Trench started
with compression between 15 Ma and 8 Ma, but switched to extension after 8 Ma,
while for southern Puysegur compression started at 8§ Ma, but has yet to experience
areversal in stress. This observation is consistent with the earlier inference of uplift

followed by subsidence of the Pyusegur Ridge by ~ 1.5 km in the northern section
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Figure 4.2: Plate reconstruction of Australia-Pacific boundary south of New Zealand.
A. Reconstructed features at 15Ma. Magnetic lineations are color-coded with age.
Black segments are located spreading centers and transform faults according to the
magnetic lineations and curve fracture zones. B,C,D, the reconstruction with age
grid at 15Ma, 25Ma and 40Ma. Age grid are color-coded with seafloor age newly
generated from the spreading centers since 40Ma using Track Tec(Karlsen et al.,
2020).

and only uplift in the southern (Collot et al., 1995) as well as the strong free-air
gravity anomalies along the ridge (Hightower, Gurnis, and Van Avendonk, 2020).
The vertical motions and compression-extension transition is a characteristic feature
of induced subduction initiation, indicating a slab pull that increases and eventually
dominates as the driving force, making the system self-sustaining. The 8 Myr phase
lag between the northern and southern sections of Puysegur Trench may indicate the
nucleation of Puysegur subduction starting in the north while propagating south-
ward (Shuck et al., 2022). Today, the northern part of Puysegur is becoming a more
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mature subduction zone, with the seismicity (Sutherland, Barnes, and Uruski, 2006)
of the slab reaching more than 130 km depth below Fiordland, the immediate on-
shore region of South Island, New Zealand (Fig. 4.1C), while the southern Puysegur
has strain partitioning as a consequence of transpression (Lebrun, Lamarche, and
Collot, 2003) . Although Puysegur subduction initiated at the boundary of stretched
continental crust and young oceanic lithosphere, a sliver of oceanic crust became
trapped between the vertical strike-slip Puysegur fault and the dipping Puysegur
megathrust (Lebrun, Lamarche, and Collot, 2003; Gurnis, Van Avendonk, et al.,
2019).

Together, these observations provide a globally unique data set spanning the four-
dimensional nature of subduction initiation from the nascent state with known
antecedent tectonics, well-constrained plate kinematics during the entire period of
initiation, state-of-stress in time and space along the plate boundary, and present-day
structural controls from topography, gravity and seismology. Together, Puysegur is
a globally unique natural experiment to constrain a key unknown in the mechanics
of initiation, the weakening which we define as the strain, &pg, required for a plate
boundary to loose most of its strength.

The dynamics of Puysegur subduction initiation is studied in a model in which
the mechanics is merged with the tight plate kinematic and structural controls
while matching outcomes of evolution to observed structure, stress and topography.
The time-dependent 3D formulation (Fig 4.1A) starts at 15 Ma and is integrated
to the present. The rheology is non-linear and uses realistic dislocation creep
and plastic failure. The initial and boundary conditions are based on a Pacific-
Australia reconstruction since 40 Ma using magnetic lineations and fracture zones
(Fig 4.2). The top of the domain is a free surface and the evolution of topography is
tracked. We perform a parametric search on key rheological parameters, including
the weakening strain, £pg, and maximum yield stress of the upper plate, 7,, and
evaluate the correctness of the models with respect to geophysical observations to

find the best set of parameters.

Typically, with best-fitting models (Fig 4.3), the behavior is consistent with previous
generic, 2-D models (Li and Gurnis, 2023), except now the outcomes are explicitly
in time and space that can be compared with observations. Just after the model
starts with Australian Plate moving northward the plate boundary is approximately
a vertical strike-slip fault with some diffuse deformation in the lower lithosphere

(Fig. 4.3). With time, by 4 Myr of motion deformation continues to localize with a
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Figure 4.3: Time evolution of the case epp = 0.5, 7, = S00M Pa. Three columns
represent the beginning (14.3Ma), middle(10Ma), and final stage(OMa) of the model
evolution. The top two rows are the cross sections at line a, b, ¢, and d. In line
a, b, and c, vectors are in-plane velocity, contours are normal-to-plane(strike-slip)
velocity, and temperature is color-coded. In line d, density is color-coded.

pronounced uplift on the Pacific Plate edge and some initial descent of the Australian
Plate below the ridge in the northern section. Strain becomes distributed with some
dipping thrust adjacent to the Ridge. As time progresses, the slab extends downward
below the ridge with the formerly uplifted ridge now subsiding, consistent with the
vertical motion observed along the Puysegur Ridge (Collot et al., 1995). Starting
at around 10 Myr, the stress transitions on the northern edge from growing more
compressive to becoming less compressive, while the state of compression in the

south shows more constant values.

In the present-day, the modelled topography (Fig. 4.3), reproduces broad-scale
features such as the Puysegur Trench (PT), Puysegur Ridge (PR), Puysegur Bank
(PB), and Solander Basin (SB). Importantly, a small-scale topographic low underlain
by thicker crust is captured in some models (Fig 4.3) and correlates with the Snares
Zone (SZ), which has these same characteristics (Hightower, Gurnis, and Van
Avendonk, 2020). The strain partitioning fault system comprising the Puysegur
trench and the strike-slip Puysegur ridge is a dynamic outcome of an induced
subduction initiation at a transpressional plate boundary (Li and Gurnis, 2023),
where a piece of oceanic crust becomes trapped between the trench and the Puysegur
fault. The computations demonstrate the transfer of strike-slip motion from the initial

vertical fault onto the oblique subduction zone (Fig. 4.3).
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Figure 4.4: Model fitting to observations. A, the correlation coefficient of topogra-
phy between models and observation. The values range from -1 to 1, with -1 being
anti-correlated and 1 being perfectly correlated. B, the correlation coefficient of
stress evolution between models and data. C, the correctness of location of seis-
micity, evaluated as the proportion of intermediate depth seismicity falling within
the seismogenic zone predicted by models. The value ranges from 0 to 1, with 1
being a perfectly predicted seismogenic zone. D, correctness of focal mechanism
prediction, evaluated as the proportion of correct fault types predicted by the model
with respect to the GCMT catalog.

We quantify how models fit with observations by either correlation (topography
and stress), correctness (focal mechanisms, seismicity), or a combination of both.
Although different observations give rise to different best-fitting outcomes (Fig 4.4),
the data fits are best for fast rates of weakening (epg < 1). Combining all the
model correctnesses, we get the best-fitting case with [epg, 7,] = [0.25,500M Pa]
(Fig 4.5), while case [&pg, T,] =[0.25,300 MPa] or [0.5,500 MPa] fit the data almost

equally well. The successful initiation of subduction requires that the upper plate’s
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Figure 4.5: Comparisons between observation and models at present day. A. ob-
served bathymetry topography (background color), seismicity (dots color-coded
with depth), and stress evolution (sub-panel) modified from (Shuck et al., 2022). B.
modeled present-day bathymetry topography, depth of seismogenic zone (contours
color-coded with depth using the same colormap as the seismicity in A), and mea-
sured stress evolution at a,b,c (sub-panel) from case epg = 0.5, 7, = 500M Pa. C.
same as B but from case epg = 2,7, = S00M Pa. D. the total model correctness
with varied epg and 7,. "X" stands for no subduction initiation. The correctness
ranges from O to 1, with 1 being a perfect fit to observed data. PT, Puysegur trench;
PR, Puysegur ridge; PB, Puysegur bank; SZ, Snares zone; SB, Solander basin.

yield stress () exceeds that of the subducting plate, 150 MPa. In instances where

both the upper plate and the subducting plate share identical yield stress (Fig 4.5D,
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marked X), subduction initiation fails as the plate boundary is incapable of initiating
the formation of a slab. Instead, a vertical plate boundary persists, resulting in the
subducting plate being pushed horizontally beneath the upper crust (Fig 4.6). This
outcome is inconsistent with observed seismicity beneath Fiordland where we see a

vertically dipping slab (Fig. 4.1C).

distance(km)

t=14.3Ma

Sty

Figure 4.6: Time evolution of the case epg = 2,7, = 150M Pa where subduction
fails to initiate.

Despite the variance among best-fitting models, there is a clear tendency from all
observations to prefer a small pg, typically epg < 1. In terms of topography, a
strong correlation between £py and the width of an oceanic sliver is found, marked
by the topography high between the Solander basin and Puysegur Trench. For
instance, the width of the oceanic sliver at the latitude of line a is around 60
km (Fig. 4.5A), consistent with the case of epy = 0.5 (Fig. 4.5B) but exceeds
that observed width when epg = 2 (Fig. 4.5C). The intermediate-depth seismicity
indicates how deep the cold slab (defined in models as mantle < 850° C) penetrates
into the mantle. A large epg, slower weakening, tends to produce a shallow slab,
and only when &pg is as small as 0.25 do the computations give a slab deeper
than 130 km. Predicted focal mechanisms (Fig. 4.7) and stress evolution are both
influenced by €p( through plate-coupling. Although models may produce complete
compression-extension reversals, cases with smaller €pg tend to predict a relaxation
of horizontal compression since 6 Ma (Fig. 4.5B), while those with large &pg
show strong compression persisting to the present day along the northern lines (a
and b). The fault type from the seismic focal mechanism (Ekstrom, Nettles, and
Dzieworniski, 2012) shows an overall compression-transpression stress state existing

in the whole domain, while the fault type near the Snares Zone is dominantly strike-
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slip. Underneath Fiordland and Puysegur Bank, there is normal faulting, potentially
indicative of a change from induced compression to pulling by the slab. Cases
with larger pg typically over-predict the extent of compression with thrust faulting
throughout (Fig. 4.7C), while smaller gpg, 1.e. faster weakening, produces the
transpressional to strike-slip faulting as well as an extensional stress state(normal
faulting) beneath Fiordland (Fig. 4.7B,D). Fits to the observed focal mechanisms

and stress evolution together indicate a fast weakening, i.e. smaller & p, is preferred.

The rheology of continental crust also influences model fit to observations. Two
end-members for this rheology, one with a weak lower crust composed of wet
quartzite(Brace and Kohlstedt, 1980) and a second with a strong lower crust com-
posed of dry feldspar(Jackson, 2002), are considered. All the cases just described
have a weaker quartzitic lower crust, and we test cases with a strong lower crust.
The strong lower crust models yield equally good fits to the topography, seismicity,
earthquake focal mechanisms and stress evolution) as the weak crust counterparts
did (Fig 4.8,4.9). However, a notable discrepancy emerges: in the weaker crust
models, the predicted slab position is beneath Fiordland, whereas in the stronger
crust models, the slab shifts west of Fiordland. This discrepancy originates from
the differing deformation behavior. A weaker lower crust in the upper plate leads to
deformation primarily on the upper plate, while a stronger lower crust in the upper
plate favors deformation on the subducting plate. Given that seismicity is observed

beneath Fiordland, a weaker lower crust rheology is preferred.

A variety of mechanisms have been advanced to explain the progressive weakening
of faults and shear zones, chief among them thermal weakening, grain size reduction,
and fluid pressurization. Unfortunately, there has not been a sufficiently complete
set of observations — spanning space and time — to distinguish among them in models
of subduction initiation. Now, with an observationally-based bound on weakening,
we determine if the parameterized weakening, €py, is consistent with the proposed
physical processes. We test three possible physical mechanisms for strain weakening,
shear heating, grain-size reduction, and pore fluid pressure, with zero-dimensional
systems as a function of time (see Methods section for details) in order to follow the
reduction of strength with the underlying parameters. Given the many parameters
which would need to be explored, adding the detailed physical processes to the 4D
mechanical/data model would make the problem computationally intractable.

Weakening from shear heating arises when viscous dissipation heats the rock and

reduces its creep strength. We consider a system with initial temperature, 7y, that
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Figure 4.7: Comparison of focal mechanisms. A. focal mechanisms from
GCMT((Ekstrom, Nettles, and Dziewonski, 2012)) catalog. B. focal mechanisms
at the same hypocenters as A from case epp = 0.5, 7, = S00MPa. C. same as
B but from the case €pg = 2,7, = 500MPa. D. same as B but from the case
gpo = 0.5, 7, =300MPa.

heats due to shearing. The dominant rheology experiences a transition from plastic-
yielding with constant stress, to dislocation and diffusion creep with a constant strain
rate, £&. Predicted €pp range from 40 to 70 under the physical range of 7Ty — & from
the numerical models (Fig. 4.10A) at least two orders of magnitude larger than the
data-constrained value, 0.25 < gpy < 0.5). As our calculation assumes a perfect

efficiency and without heat loss, the weakening rate would only be slower (larger
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Figure 4.8: Equivalent to Figure 4.5 but from the cases with dry feldspar (strong)
crust model.

epo). Consequently, shear heating alone is insufficient to explain the weakening

needed to fit the Puysegur observations.

Grain-size reduction is often invoked as a mechanism to weaken plate boundaries.
When grain size decreases, diffusion creep increases and relaxes the stresses within
the rock. Considering a two-phase peridotite system experiencing a grain-size
evolution with Zener pinning (David Bercovici and Ricard, 2014), the governing
rheology transitions from plastic failure (with constant stress) initially with large

grain-size, to diffusion creep (with constant strain rate) when grain size is reduced.
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Figure 4.9: Equivalent to Figure 4.4 but from the cases with dry feldspar(strong)
crust model.

The predicted £py varies from 107! to 10? under different temperature and strain
rate (T — €) conditions (Fig. 4.10B). As the grain size evolution is governed by
two competing mechanisms, grain growth and grain-size reduction, for a certain
low-temperature region of the 7' — & domain (Fig. 4.10B "insufficient reduction"
region), the equilibrium grain size (Fig 4.11 blue curves) exceeds the desired grain
size for the targeted stress or strain levels (Fig. 4.11 black solid curves), meaning
that the desired grain size is unattainable in this temperature range. In the high-
temperature domain (Fig. 4.10B "inherent weakness" zone), the weakness of the
rock is already low with the initial grain size, rendering any further weakening
unnecessary. The Puysegur-inferred weakening rate, epg < 1, encompasses part
of the grain-size reduction &pg diagram and this part corresponds to the condition
of the mid-lower lithosphere (T > 600°C) in the Puysegur model. However, the

grain-size reduction is inadequate in explaining the strain weakening for the shallow
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Figure 4.10: Physical models for strain-weakening. A. Shear heating with &pg
(contoured in black). Blue contours represent the density distribution of 7 & &
in the lithosphere from the Puysegur model (beginning at 15 Ma for case epp =
0.5, 7, = 300 MPa). Tj is the initial temperature. B. £pg by grain-size reduction
(black contours). Colored contours are the same as A except from the end (0 Ma)
of case epp = 0.5, 7, = 300 MPa. Dark gray shaded regions in B represent the
grain-size reduction is either unneeded or insufficient. C. The averaged weakening
rate € from pore pressure weakening; o* is the pressure-permeability exponential
scaling factor and I" the average fluid production rate in the top 10 km. D. Typical
strain weakening paths for different weakening mechanisms compared with the best
fitting Puysegur models. Three physical mechanisms’ parameters are taken from 3
stars with corresponding colors in A, B, and C. The paths of pore pressure and best
fitting numerical model sample a point at the depth of 5 km. The light gray shaded
regions are for 0.1 < gpp < 1.
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Figure 4.11: Roughness evolution r from grain-size evolution model. Background
color for log scale roughness reduction rate loglo(—%) for A, constant stress 7 =
150M Pa and B, constant strain rate & = 10~s~!. Dashed contours for A, strain
rate in s~} and B, stress in M Pa. Solid curves for the contours of the desired final
stress or strain rate after weakening.

lithosphere as weakening is insufficient for the low-temperature domain.

Water is the third factor that can lead to rapid weakening. The subduction inter-
face generally exhibits a lower yield stress compared to the crust away from the
plate boundary, because fluid released from the sediment and crust along the slab
interface increases the pore pressure and reduces the effective stress (Saffer and
Tobin, 2011; Fagereng et al., 2018). For subduction initiation, no sediment and
crust pre-exist within the mantle, but the weakness introduced by the addition of
fluid pore pressure can equivalently be regarded as a weakening process. Pore pres-
sure is governed by Darcy’s flow assuming permeability scales exponentially with
effective pressure, where the scaling is determined by the parameter o, with larger
values of o* indicating reduced sensitivity of permeability to effective pressure (Zhu
et al., 2020). Additionally, the fluid production rate I" significantly influences pore
pressure. As such, we evaluate the average weakening rate € pg across the entire sub-
duction interface, resulting from excess pore fluid pressure due to crust and sediment
dehydration, with varying o* and averaged production rate I".(Fig. 4.10C). The pre-
dicted &pg range from 0.5 to 2, and only with large o* and high fluid production rate
the weakening rate falls within the constraint range (¢pg < 1). As the subducting
Australian plate is very young, the slab interface P —T path crosses with dehydration
from Lawsonite breakdown at a shallow depth (< 10 km, Fig 4.12), leading to large
average dehydration rates (up to 107571, and in turn a epg of around 1, close but

slower than from the Puysegur model. To reduce €pg even further, either unrealistic



91

permeability (kg = 10729 or larger fluid production rate (I' ~ 1071357 1) are needed.
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Figure 4.12: Fluid content phase diagram modified from (Fagereng et al., 2018)
Figure 7. The colors of the contours and dots represent fluid content in percentage.
Contours for the average fluid content in MORB (Mid-ocean ridge basalt) and
GLOSS(global subducting sediment). Dots are the sampled dots at the slab interface
from the last step of the case epg = 0.5, 7, = 300M Pa.

The four-dimension geodynamic model has shown great capability in fitting the
different observations and provides a means to understand how plate boundaries like
subduction zones nucleate and the stress, temperature, and strain rates which exist
at depth, while placing constraints on key parameters like £pg. From these models,
we find that a fast strain weakening is needed for Puysegur subduction initiation,
with epg < 1. Three possible mechanisms for strain weakening: shear heating,
grain size reduction, and fluid pore pressure have been explored in light of this new
constrain on weakening. We found shear heating to be too slow, grain size reduction
might be fast enough but only works for high temperatures (lower lithosphere), and
fluid pore pressure can produce a gpg close to the estimated weakening rate, but a
perfect match requires a faster fluid production rate. Puysegur trench initiated at a
vertical strike-slip boundary, and the subsequent development of weak zones varies
with depth. At depths less than 10 km, pore pressure weakening likely played a
significant role in the formation of the strain partitioning system. Deeper within the
subsurface, grain-size reduction may have been associated with the rotation of the
presumed initially vertical strike-slip fault. However, it is crucial to note that the
existence of a pre-existing fault that could be reused is also indispensable for the
formation of the new Puysegur subduction zone. In summary, the interplay of these

factors, including fast weakening mechanisms like pore pressure weakening and
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grain-size reduction, and the availability of pre-existing fault structures, contributed

to the complex process leading to the initiation and evolution of subduction zones

like Puysegur.
Symbol Definition Value Symbol Definition Value
non-Newtonian exponent Activation energy
n Olivine Mantle 33 E Olivine Mantle 340 ki /mol
pre-exponent 4D, Activation energy
A Olivine Mantle 2.9x 10%Pa s n Quartzitic Crust 4
E Activation energy 223 kJ/mol A pre-exponent 3.3% 10Pa - s
Quartzitic Crust Quartzitic Crust
N non—Newtomap exponent 34 E Activation energy 480 kJ/mol
Eclogite Eclogite
A pre—expo.nent 9.8 x 10°Pa - s Tyf minimum yield stress 3 MPa
Eclogite ’
n non-NeWtoman. exponent 4 E Activation e.:nergy 648 kJ /mol
Anorthite Anorthite
pre-exponent o grain-size exponent
A Anorthite 21.15Pa-s " Diffusion Creep 3
Activation energy Activation energy
E Dislocation Creep 540 kJ/mol Er Diffusion Creep 375 kJ/mol
Activation energy non-Newtonian exponent
Er Grain Growth 300 kJ/mol " Dislocation Creep 3
_ pre-exponent B —n.—1 _ pre-exponent 15 mel
Adis Dislocation Creep 11> 107 Pa™s Adir Diffusion Creep 1:5>107Pm™s
%0 maximum yleld stress 150 MPa 70 maximum yield stress [150.300.500] MPa
subducting plate upper plate
Nmin minimum viscosity 10 Pa-s Nmax maximum viscosity 10%*Pa-s
N reference strain rate 1075 s7T a thermal expansivity 3x 1073 CT
K thermal diffusivity 1070 m?. 57! Cp heat capacity 1200 J/kg/K
To Surface temperature 0°C T, mantle temperature 1400°C
Co initial cohesion 44 MPa Hy0 initial friction coefficient 0.6
» S 19p, . « thermal diffusivity I
Nst sticky air viscosity 10”Pa-s Kst sticky air 107 m”-s
dg; sticky air thickness 40km Ho initial friction coefficient 0.56
Co initial cohesion 36MPa Cy final cohesion 3MPa
y fluid viscosity 10-*Pa - s ko permeability e
Zero-pressure
o fluid density 1000kg/m’ or rock density 3000kg/m?

Table 4.1: Model Parameters mainly inherit from Li and Gurnis, 2022Li and Gurnis,
2023 with an addition of weak overriding plate cases. Non-Newtonian parameters of
Olivine mantle, Quartzitic crust, and Eclogite are from Karato and Wu, 1993Gleason
and Tullis, 1995Jin et al., 2001Rybacki et al., 2006. Symbol A’s with different

composition represent pre-exponents of viscosity, i.e. n = Aenl%(é”)l»;ln. Adiff
and A are the pre-exponents of strain rate(eq 4.10,4.11).

4.1 Methods

4D computational models

We perform computations in a 3D Cartesian domain as a function of time using
the finite element method with the validated software Underworld2 (Beucher et al.,
2022). The approach solves the continuity and momentum equations (the Stokes

system) and energy equation. The computations start at 15 Ma in a Cartesian
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domain, with 540 km X 900 km horizontally (as black outline in Fig 4.1A) and

450 km vertically, including 40 km sticky-air layer which mimics a free surface.
The bottom of the domain is at mantle depth of 410 km. The finest resolution
near the trench is around 2.5km/element (with linear elements for the velocity).
A particle-in-cell technique is implemented to trace the material composition and

plastic strain.

The initial and boundary conditions are based on a plate reconstruction starting from
40 Ma (Fig. 4.2) in pyGPlates (Miiller et al., 2018). Since 40 Ma, the Australia-
Pacific plate boundary experienced a transition from a spreading center, to strike-slip
motion, and eventually to subduction, so that the majority of the subducting plate
is younger than 40 Ma. We reconstruct the spreading center-transform fault plate
boundary system according to the magnetic lineations and fracture zones (Fig. 4.1A),
and calculate the explicit, evolving age of the plates using a tracer-based algorithm
Track Tec (Karlsen et al., 2020) implemented using pyGPlates. Based on the
evaluated plate age model at 15 Ma, we construct the initial thermal field of the
geodynamic model following half-space cooling. Crustal thickness for the upper
plate (Pacific) is interpolated from crust model CRUST 1.0 (Laske et al., 2013).
Transformation from geographical to Cartesian coordinates uses a Lambert equal

area projection.

The boundary conditions of the geodynamic models are based on the AUS-PAC plate
finite rotation (keller_william_r_cenozoic_2005; Cande and Stock, 2004; Croon,
Cande, and Stock, 2008; Choi et al., 2017), The bottom boundary is no-slip, and the
top boundary is free-slip so that with a sticky air layer it forms a free surface on top
of the plates and allows the tracking of surface topography. In four side boundaries,
the velocity field is composed of two terms. In the first term, the top 100 km mantle
strictly follows the plate velocity of finite rotation, and between 100 km and 410 km
depth the velocity drops linearly from the plate velocity to 0. In order to conserve a

= Sow where z( and

mass, a second term is added as channel flow, V,(z)
z1 are 100 km and 410 km deep, r the radial distance from the sink (trench), Sy is a

constant that guarantees that the total flux out equals the influx.

In the numerical model, we implement a visco-plastic rheology with strain weak-
ening to mimic the realistic mantle rheology (Karato and Wu, 1993). The effective

viscosity is governed by either dislocation creep or plastic-yielding

R R 51 Ty
Neff = mln(EAgislenRTsl”I , 8—” 4.1)
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Where E;,A 51 and n are activation energy, prefactor and non-Newtonian exponent
of dislocation creep. &;; the second invariant of strain rate, and 7, the yielding

stress, defined by the Drucker-Prager failure criterion with strain weakening
. ep
Ty = max(mm((l - S_PO)(,UP + CO)’ Tmax)’ 7-min) (42)

Where y and Cj are the friction coefficient and cohesion. ep is the accumulated
plastic strain and € pq the reference plastic strain. 7,,;, and 7,,,, the lower and upper
bound of yield stress. This definition of 7, approximates the strain weakening with a
linear process until it saturates (ep = €pg). A larger £pyp means a slower weakening

and vice versa.

The rheology is also composition-dependent. We mainly test two end-members
for the upper plate: the Jelly Sandwich model whose crust is made out of weak
quartzitic crust, and the Creme Brulee model with a strong crust of dry feldspar
(Biirgmann and Dresen, 2008). The two key parameters we varied in the numerical
models are weakening rate €pg and the 7,,,, of the upper plate 7,. In contrast, the
Tmax Of the subducting plate maintains 150 MPa for all the models. For the key

parameters see Table 4.1

Model evaluation

Outcomes of the geodynamic model are compared against different geophysical
and geological observations quantitatively. The four major observations are the
bathymetry and topography, shallow earthquake focal mechanisms, intermediate
depth seismicity as an inference of slab morphology, and stress evolution from

stratigraphy.

In the model, the topography is derived from the interface between the mantle (crust)
and sticky air, and we evaluate the similarity between model topography and the
real topography with the correlation

fl“, (Tm - Tm)(To - Ta)dxdy

Cto o= = = (43)
’ (/rl(l‘OPOm - Tm)dedy)(jl;t(To —T,)*dxdy)

Where T,, and T, stand for the topography from model and observation. I3 the

trench area, defined as the area within 100 km from the Puysegur trench. T, and T,
are the average model and observed topography in the area of I';. The Cr describes
the similarity between model topography and observed topography in phase but
not in amplitude. A perfect in-phase topography gives C;,,, = 1 while a perfect

anti-phase topography gives C;,,, = —1.
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The stress evolution is derived from seismic profiles across the Puysegur Trench
(Shuck et al., 2022), which describe the time evolution of stress polarity at different
locations of the trench, Tl.P (t) where i = 1,2,3 for line a,b,c, Tl-P (t) = -1 for
compression and Tl-P (1) = 1 for extension. In the model, we directly measure the
stresses in the direction of the three seismic profiles 7;(z). The similarity between

modeled stress and observation is

23: [ )F (1)dr
T ([0, 020 ([, T (0)2dD)

Note the Cy055 doesn’t need to demean, as 7 = 0 has an absolute physical meaning

4.4)

Cstress =

W =

of neutral stress.

The intermediate seismicity provides an indication of the spatial distribution of the
cold slab (Benioff zone). We define the C;,;; as the proportion of observed seismicity
that falls within the area with a temperature < 850°C (Kelemen and Hirth, 2007).

The shallow earthquake focal mechanism provides a direct inference of the stress
state in the present day. We take all Mw> 5 earthquakes shallower than 30 km
from GCMT catalog (Ekstrom, Nettles, and Dzieworiski, 2012). In the geodynamic
model, we evaluate the focal mechanism from the stress tensor measured at the
same hypocenter location as the GCMT earthquakes. To assess the alignment of
moment tensors between the GCMT catalog and our model prediction, we evaluate
the Kagan angle (®) (Kagan, 2007) between them. A Kagan angle ranges from 0 to
120°, with smaller values indicating a better match between observations (GCMT)
and model predictions. Similar to the seismicity, we define the correctness of focal
mechanism prediction Cy,qq as the volumetric average of Kagan angles, weighted

by the spatial density distribution of earthquakes:

q)i i o
Cocat = (120° = " 1/:_ )/120 4.5)

i

Where ®; and v; are the Kagan angle and spatial density of earthquake i. The
Cocal 1s normalized to the range [0,1], where a higher C,, value indicates a more

accurate model prediction.

As the Cyypo and Cpegq are defined as correlation ranging from -1 to 1, while Cy,;
and Cy,¢q are defined as correctness ranging from O to 1, we define the total model

correctness C as the average of the four quantities all normalized to [0,1]

C= ((Ctopo + 1)/2 + (Cstress +1)/2 + Ceis + Cfocal)/4 (4.6)
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Physical models for plate boundary weakening

Shear Heating

Shear heating is one potential strain-weakening mechanism, with the rock becoming
weaker as the temperature increases with deformation. The O-dimensional heat
equation ignoring transport yields
dr t¢
dt - Xpr CP

4.7)

Where y is the efficiency of shear heating ranging from O to 1 (B. J. P. Kaus and
Podladchikov, 2006). We take y = 1, providing an upper limit of shear heating,
such that

prCpdT _ sdt (4.8)

For a fixed stress, 7, the reference strain €py describes the total strain for complete

weakening. For shear heating, we define epg as the point when rock heats to 7}

tl T rC rC T, =T
SEO(To,Tl) = / gdt = / P PdT - P r(T 0 4.9)
0 To T T

For the fixed strain rate £, we follow the definition of &p( that rock is heated to 7}
through shear heating, but dislocation and diffusion creep need to be considered.

Diffusion creep is:
Ef
édiff = Adiffe_ﬁ h"r (410)

Where E¢, R, m and Ag; ¢y are the activation energy, ideal gas constant, grain-size

exponent, and prefactor of diffusion creep. Dislocation creep is
. _E
Edisi = Adisie” *TT 4.11)
The maximum of these two mechanisms is taken as the dominant creep mechanism
& = max(Eyist, Edif ) (4.12)
As the € is fixed, eq. 4.12 is equivalent to

Eh™ i ( & El)z) @13

f _ZL
Adiffe'ﬁ Agisie” RT

T = min

Therefore, we obtain the dislocation-diffusion transition temperature 77

nky;—E;
Tr = — ér‘HhmnA 4.14)
Rl - disl
n A
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WhenT < Ty, & = €4;s and when T > T7, € = €47, such that

) t1 Ti C
g;O(TO,Tl):/ édtz/ PP ar
0 To

T
Tc
= / Pr CP
Ty

E; 1 Agig\ 1/ 1
— prCP [ ( dlsl) n (xe_% " El( _ _))
X

E

_E\1l/n T e_R];
A . RT A ;
—d”lfz ) dT +/ p,Cp—dlff dT
E T,

Sam
- Eh

nRTc/E; (4.15)

nR &

nRTy/E;

RTV/E;

N prCpAgifrEy
ERMM

+Ei(_)_c))

RTC/E
Where T¢ = max (Tp, min(7r, 71)). Ei is the exponential integral Ei(x) = f_ xoo eTtdt.
The realistic mantle rheology follows neither fixed stress nor fixed strain rate but

can be represented by a combination of fixed stress (low-temperature plasticity) and

fixed strain rate (dislocation/diffusion creep). With that, eq. 4.13 is modified as

==

o .
T:min( = () ,ry) (4.16)
Adiffe_ﬁ Agisie” ®T

Similar to eq. 4.14, we define T¢ and T¢; the transition temperature of €45 = &,

and Egirp = Ey.

E
TCl = max T(), min(#, Tl) (417)
Rln y édzsl
E
Tes = max To,min(+,n) (4.18)
Rin yé};/;lf.f
las i i
When Tc1 < Tep, Ty ﬂ) Tcq E) Tc ﬂ> T
epo = 6y (To, Tcr) + €50 (Tc1, Tr) 4.19)
1 iff
When TCI > Tcz,T() &) TC2 dl—) Tl.
epo = &py(To, Tc2) + €50 (Tca, Tr) (4.20)

We define T as the temperature when stress reaches a lower limit 7, = 3 MPa in
Ey

diffusion creep regime so that 7| = ————.
Rin=4 LS
£

The inclusion of heat transport (such as diffusive cooling) would only slow the

weakening, making the estimate conservative.



98

Grain-size Reduction

Grain-size reduction is a physical process for strain weakening. The grain size, h,
influences the rheology through diffusion creep (eq. 4.10). We follow a detailed
treatment (David Bercovici and Ricard, 2012; David Bercovici and Ricard, 2014)
in which the grain size evolution of peridotite (60% Olivine, ¢; = 0.6, and 40% of
Pyroxene, ¢, = 0.4, where ¢; is the partitioning of phase i) is governed by two-phase
Zener pinning (a model of surface tension-like forces at the boundary between two
phases). The mean grain size can be represented by the interface roughness, r, under
a pinned state (Z; = 0) (David Bercovici, Schubert, and Ricard, 2015)

h= Z 0 157 4.21)
T ve(l—¢)
where the numerical value of 1.57 is for the olivine and pyroxene system with

¢=0.87. The evolution of r follows

d G § G §
A TR L S /R L (8aif + €aist) T (4.22)

dr gqritU ym o gril ym

Where the first term on the RHS controls grain growth and the second term controls
grain-size reduction. With the grain growth exponent p = 2, ¢ = 4, and the grain
interface coarsening coefficient G; follows (Rozel, Ricard, and David Bercovici,
2011; David Bercovici and Ricard, 2013)

G =2(um)’G,/250 = 2(ym)2(k0e—%) /250 (4.23)

Where ko = 2 X 10*(um)? s~ is the kinetic factor and E, is an activation energy

for the grain growth.

For grain-size reduction, the fraction of damage energy that turns into deformational

work, f7, 1s approximated by (David Bercovici and Ricard, 2016)
fi =~ fo o~ 2((T+273)/1000)>* (4.24)

Where fy = 1073, Surface tension y; ~ 1J-m™'. With eq. 4.10, 4.11, 4.21, 4.22,
4.23, 4.24, r evolution equation yields

—:C]——CQ——C3T r (425)

Where C| = 2.88 x 10‘23e_%m4s‘1,

- . 45180
C, = 1.077 x 10 18p=4x10 9(273+T)29—273+Tm28—1pa—2’
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Cs = 3.056 X 10—166—4><10_9(273+T)2'9—2675253 Pa~*

Similar to the shear heating, we consider the deformation experiences a transition
from dislocation to diffusion creep, with an initial grain size h9p = 5 mm. Initially,
with a large strain rate, the deformation could be governed by dislocation creep, and
with the reduction of grain size, the diffusion creep eventually takes over, and the
transition grain size hr is defined by the point at which €4;rr = £4i51. With eq. 4.10,
4.11, and 4.21, we get the transition interface roughness

E

1 Adiffe_R_}; )#

rr = (426)

E
1.57 Adisle—R—lTTg—l
Where the transition stress happens either plasticity (with constant yield stress 7)
or creeping (with constant strain rate £) domain, with

1
. 1 E A\w
77 = min(Ty, (Adl.lsleRTg) ) (4.27)
7, and & are the assigned constant yield stress and strain rate for plasticity and

creeping mechanism.

When dislocation creep dominates, eq. 4.25 simplifies

dr
dt

Since the dislocation creep doesn’t depend on the grain size, both the strain rate

=C,/r’ = C37*r? (4.28)

and stress remain constant during the grain size evolution, and the stress is thereby
evaluated by 7 = 77 with eq. 4.27, and with eq. 4.10 at r = rr we can evaluate strain
rate . Therefore, the total strain that causes grain roughness reduces from an initial

value rq to a targeted value r; in the dislocation creep domain is

disl ‘9Tr
Epn = gdt = 4.29
PO / /0 C - C3T r5 ( )

Where r( is given by the initial grain size ro = ho/1.57, and r; is either the
transition roughness rr or the desired roughness which defines the completion of

the weakening process.

When diffusion creep dominates, eq. 4.25 simplifies

d
d_r =C1/r’ = Cot?r (4.30)
In the context of diffusion creep, both strain rate and stress vary as the grain size

evolves. In our analysis, we explore two scenarios: one in which stress remains
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constant and another in which strain rate remains constant. In each scenario, we
calculate the amount of strain necessary for the roughness r to transition from one

state to the other.

Under the fixed stress, we define the &pq as the total strain that leads to a strain rate
reaching & = 107!%s™! due to grain-size reduction.

E

f
i " Agipre ®TTE
Epo(ro.71) :/ &dt :/ 4y dr
f0 ro 1.57M(Cy - Co12r?)
Ey

Adiffe_ﬁ / r—T_lvcl/Cz 70
= n
2x 1.573CiCy  r+1-13/Ci/Cs

Where rg and r are the initial and final roughness.

(4.31)

1.57"r™
Adiff
strain that leads to the stress deduced to 7y due to grain-size reduction.

) 1 r r3
P . .
50 (ro,r1) :/ &dt :/ E————dr
P70
to ro Cl - C2T2r2
Ey

. Ey
Under the fixed strain rate, such that T = e®T , we define the €p( as the total

T S YT (4.32)
Agifre RTE G\ 1sTE
= n
me _ﬂ r
8VC1C1.57"¢ L, Q(Adiffe RT)
G\ 157

Similar to shear heating, realistic rheology incorporates constant stress and constant
strain to mimic the brittle to ductile transition. Initially, the flow is dominated by a
constant stress, representing the flow governed by either plastic yield stress 7, = 150
MPa, or dislocation creep 7 = 77. Determination of the stress depends on which
one is smaller, i.e. 7 = min(7y, 77). The flow is then governed by a constant strain
rate when diffusion creep takes over as grain size is reduced to r.:
Er
1 Agiffte ®RT

15l ) (4.33)

where the £ is a constant strain the system maintains after diffusion creep dominates.

re

The total combines the plastic deformation/dislocation creep and the diffusion creep:

When 7, < 17

ep0 = €950 (ro, 1) + o (17, 1) + &5 (e, 71) (4.34)

When 7, > 77

epo = £ (ro, re) + 85, (re, 71) (4.35)
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Ef

A . . .. Ay “RT 1 .
Where ro = 1072 m is the initial grain size, and r; = 7= (=% — ) s the final

grain size that reduces stress to the target stress 7.

Fluid Pore Pressure

Fluid is another potential source of plate boundary weakening, as the increased fluid

pore pressure reduces the effective normal stress and yield stress.
7y =C+u(P - Py) (4.36)

Where 7, the yielding stress, C and u are cohesion and coefficient of friction, P and
P are rock and pore fluid pressure. The pore pressure follows steady state Darcy’s
law:
kp >
V(T(fo -pg))+pl=0 (4.37)

Where k the permeability, p fluid density, v fluid viscosity, and I" fluid production
rate. For water, we can use constant density and viscosity p = 1000kg/m?, v =
107*Pa - s, while the permeability is substantially dependent on pressure (Evans,
Forster, and Goddard, 1997; Faulkner and Rutter, 2001; Dong et al., 2010; Zheng
et al., 2015; Zhu et al., 2020)

prgz—Pg

k =koe (4.38)

where kg is the permeability at zero pressure, p, the rock density and o* describes

how permeability is sensitive to the change of pressure. The definition of k leads to

k(pg — VP
vi = K8 VPy) (4.39)
ag

1
Vik =——(Vk-p,§ — Vk - VP;— kV*Py) (4.40)

g

With eq. 4.39 and 4.40, 4.37 yields into a linear PDE of permeability &
V(k(VP; - pg) =Vk -VP;+kV*P;— pVk -3

(k(VPy - pg) f r=—pVk-g 441)

=o*V2k + (p, — p)Vk -8 = —vI[

As gravity g is only in vertical direction, z, horizontally k follows diffusion equation,
while vertically k is driven by the buoyancy term(p, — p), indicating the vertical
transportation is much faster than horizontal. Therefore, we collapse eq 4.41 into a

ODE in z dimension, assuming a point source for each column

k' + Mk’ = _M (4.42)

o* o’
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Where ¢ is the Dirac delta function, zg is the location of the fluid source. In our

case, 7o is the depth of sediment/crust of the mega-thrust subduction zone.

With the boundary condition k|9 = ko, k|,=+c0 = 0, We can solve eq 4.42 with

Laplace transform.

vl vl = (p, — p)gko _(Pr—P)gz+ vl (pr-p)g
— e o

—_— - o (20-2) _1
(pr—p)g (pr—p)g (or = p)gu(z z0)(e )
(4.43)

k =

Where u is a heavy-side function.

In the subduction zone interface where fluid is released from sediment and oceanic
crust(z = zp), the pore pressure Py can be evaluated from eq 4.38 and eq 4.43:

vl _(pr-r)gzg _(pr-p)gzg

Pf(ZO) = pr820 + U*ln(m(l —e o )+ e o* ) (444)

(pr-p)g

With no fluid source (I' = 0), k = kge™ ™ o *is the background permeability, with

eq 4.38 we obtain background pore pressure Py = pgz. Therefore the change of

pore pressure due to the fluid release is

v (pr—p)gzg

APf = Pf — P8z = U*ln(m(e o* - 1) + 1) (445)

The yield stress reduction due to the change of fluid pore pressure is

Aty = —uAP; (4.46)

In subduction zones, the fluid is released from the sedimentary layer and oceanic
crust through porosity loss from compaction and clay dehydration at shallow depths
(top 5 km) , and hydrous mineral breakdown at deeper depth (Fagereng et al., 2018).
We assign the fluid production rate following (Saffer and Tobin, 2011) assuming a
1 km thick sediment wedge (Gurnis, Van Avendonk, et al., 2019).

For subduction initiation, fluid production starts from I" = 0 and turns non-zero,
I' = I'(z0), once sediment reaches the depth of zy within the subduction channel.
Within a simple shear channel flow, the total plastic strain for sediment to reach

the depth of zg is ep = with ¢ the channel width and 6 the dip angle. In

_20
osin6’

the geodynamic models, the yielding stress of the shallow depth is governed by

Drucker—Prager failure criterion with a linear strain weakening

Ty =(1- 8—P)(uPr +Co) (4.47)
€Pp0
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Where u and Cy are the initial friction coefficient and cohesion, and €p < gpg as
strain weakening isn’t saturated at shallow depth. P, is the rock pressure, which can

be approximated with P, = p,gzo.

Compared to the initial stress (g, = 0), the change of yielding stress in the model is
Ep Ep

Aty = ———(uP + Co) = ———(uprgzo + Co) (4.48)
EP0 €P0

Eq 4.46 and eq 4.48 link the weakening by pore pressure change with the linear

strain weakening assumption in the model

C
AP = (prgz0+ 70) (4.49)

epposinb

This equation predicts the relationship between P \ P, and zo to be linear, which is
only true for small o*(~ 10 MPa), meaning the linear strain weakening assumption
in numerical models might not always precisely mimic the pore pressure weakening.
Despite the subtle difference, we evaluate pp by integrating eq 4.49 with depth,

representing the average weakening rate throughout the whole slab interface.

1 prez; N Coz3

= (4.50)
5sind /OZ‘ APsdzy 3 2 )

£po

We choose the integration upper limit to be z; = 10 km, which is the depth of the

strain partitioning zone.
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Chapter 5

SHEAR WAVE VELOCITIES IN THE SAN GABRIEL AND SAN
BERNARDINO BASINS, CALIFORNIA

Li, Yida et al. (July 2023). “Shear Wave Velocities in the San Gabriel and San
Bernardino Basins, California”. In: Journal of Geophysical Research: Solid Earth
128.7, €2023)B026488. por: 10.1029/20231B026488.

5.1 Abstract

We construct a new shear velocity model for the San Gabriel, Chino, and San
Bernardino basins located in the northern Los Angeles area using ambient noise
correlation between dense linear nodal arrays, broadband stations, and accelerom-
eters. We observe Rayleigh and Love waves in the correlation of vertical (Z) and
transverse (T) components, respectively. By combining Hilbert and Wavelet trans-
forms, we obtain the separated fundamental and first higher mode of the Rayleigh
wave dispersion curves based on their distinct particle motion polarization. Basin
depths constrained by receiver functions, gravity, and borehole data are incorporated
into the prior model. Our 3D shear wave velocity model covers the upper 3 to 5
km of the crust in the San Gabriel, Chino, and San Bernardino basin area. The
Vs model is in agreement with the geological and geophysical cross-sections from
other studies, but discrepancies exist between our model and a Southern California
Earthquake Center (SCEC) community velocity model. Our shear wave velocity
model shows good consistency with the CVMS 4.26 in the San Gabriel basin, but
predicts a deeper and slower sedimentary basin in the San Bernardino and Chino

basins than the community model.

5.2 Introduction

The San Gabriel (SG) and San Bernardino (SB) basins are sedimentary basins
northeast of the city of Los Angeles (Fig. 5.1). The SG basin consists of two sub-
basin structures: the Raymond basin on the west and the San Gabriel basin on the
east, separated by the Raymond fault. The SB region, immediately to the east of
SG, is composed of three sedimentary basins: the Chino, Rialto-Colton, and San
Bernardino basins from west to east. Bounded by mountains both to the north and

south, the sedimentary structures in the SG and SB area were part of the opening of
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the Los Angeles basin region in the Miocene.

Understanding the velocity structure of SG and SB area is important for the accurate
hazard assessment of the densely populated Los Angeles region because the low-
velocity basins in the SG and SB area may function as a waveguide that channels
earthquake energy from the San Andreas Fault (SAF) into the Los Angeles region
(Olsen et al., 2006). Numerical simulations such as the ShakeOut Scenario (Jones
et al., 2008) and CyberShake (Graves et al., 2011) show events on the southern SAF
may cause large ground motions in downtown Los Angeles. A study using ambient
noise correlation estimate (M. A. Denolle et al., 2014) found the ground motion
could be four times larger than the simulation. This implies the current Southern
California Earthquake Center (SCEC) Community Velocity Model (CVM) used in
the ground motion simulations do not adequately account for the channeling effect of
the northern sedimentary basins (R. Clayton et al., 2019). A recent study in the Los
Angeles basin constrains the velocity model using dense industry arrays correlated
with broadband stations (Jia and Robert W. Clayton, 2021), and the new fine-scale
velocity model’s strong motion amplification performs similar to the CVMH model
but better than the CVMS model, two popular community models used in seismic
hazard estimates. Similarly, Ajala and Persaud, 2022 show that in contrast to
the CVMH hybrid models produced by embedding high-resolution basin models
into the community model, most CVMS hybrids do not produce better matching
ground motions. We attribute the underestimation of ground motions in numerical
simulations for downtown Los Angeles to the inaccuracy of the community velocity
models in the SG and SB basins as this area is not as well constrained as the Los
Angeles basin where dense industry array data and borehole measurements are more

readily available.

The community model (CVMS) in this region has evolved over several generations,
with the earliest version of the CVMS model comprised of rule-based basin models
constrained by empirical equations and a few well logs (H. Magistrale, 2000). In
the subsequent versions, a geotechnical layer was incorporated, and full waveform
inversion was introduced into the model. However, due to the limited number of
broadband stations deployed in the SG and SB region (black triangles in Fig. 5.1),
the modification of the CVMS model through the different versions is small in this
area, and the final version of the CVMS model (CVMS 4.26) retains the original
CVMS model’s primary characteristics from the geology and borehole dataset. In

order to better constrain the velocity model in the SG and SB area, we deployed a set
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of linear dense nodal arrays, and combine the ambient noise cross-correlation in this
study with basin depths derived from the receiver function technique applied to this
dataset, along with the Bouguer gravity anomaly and borehole datasets to construct a
new shear wave velocity model. In the past few decades, the ambient noise technique
has been widely applied to construct velocity models. With a homogeneous ambient
noise source distribution, the cross-correlation of the ambient noise signal from two
stations can provide the surface wave Empirical Green’s Functions (EGF), in the
causal (t>0) and anti-causal (t<0) sense, between the two stations(Sanchez-Sesma,
2006; Snieder, 2004). The correlation of different receiver components generates
different surface wave EGF: the Rayleigh wave in the vertical (Z) and radial (R)
components and the Love wave in the transverse (T) component (Fan-Chi Lin,
Moschetti, and Ritzwoller, 2008). In this study, we extract Rayleigh wave EGF from
77 correlation, and Love wave EGF from TT correlation. With the surface wave
EGF’s, group and phase velocity dispersion curves can be measured(Yao, Der Hilst,
and De Hoop, 2006), which allows tomographic phase and group velocity maps to be
constructed (Herrmann, 2013). These are then used to invert for shear wave velocity,
Vs. Compared to the crustal-scale survey using the long-period ambient noise
correlation between broadband stations, the surface wave EGF in high-frequency
ambient noise correlation is less coherent due to the greater structural variations in
sedimentary basins. In recent years, the deployment of dense seismic arrays makes it
possible to resolve the fine-scale velocity structure of the top 5 km sedimentary layer
(Castellanos and Robert W. Clayton, 2021; Jia and Robert W. Clayton, 2021; Fan-
Chi Lin, D. Li, et al., 2013). In addition to the ambient noise correlation, receiver
functions are also computed from the dense array datasets to constrain the basement
depth within the sedimentary basins (Ma, Robert W. Clayton, and D. Li, 2016; Liu,
Persaud, and Robert W. Clayton, 2018; Wang et al., 2021). Receiver functions
using our linear dense arrays data have shown a coherent converted phase at the
basin bottom can be observed in the SG and SB area, which provide an independent
constraint on the basin structure in this area (Liu, Persaud, and Robert W. Clayton,
2018; Wang et al., 2021).

In this study, we construct a shear wave velocity model in the SG and SB area using 10
linear dense array datasets together with broadband stations and accelerometers. We
correlate the vertical (ZZ) and transverse component (TT) ambient noise recordings
to obtain Empirical Green’s Functions and perform a dispersion analysis to extract
the group and phase velocities. We developed a method to separate Rayleigh wave

modes in the dispersion analysis based on the Rayleigh wave particle motion. Our Vs
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model incorporates both group and phase velocity tomographic maps and starts with
an initial model constrained with receiver functions, Bouguer gravity, and borehole
data. We finally compare our Vs model with previous studies and the community

velocity models.

4 SCSN Breadband
L ® SCSN Acc
X * May 2019 4 2018 Broadband
Nov 2019
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Figure 5.1: Distribution of BASIN nodal arrays (colored dots), broadband stations
(black and blue triangles), and SCSN accelerometers (black dots). Color represents
the deployment time for the temporary node stations. Black triangles are the per-
manent Southern California Seismic Network (SCSN) stations. Black lines (AA’
to EE’) are geological cross-sections, and red stars in the San Gabriel basin are
boreholes with well logs used in this study.

5.3 Data

The dataset is made up of three different types of seismograms: 1) the temporary
linear dense Basin Amplification Seismic Investigation (BASIN) nodal arrays, 2)
permanent and temporary broadband stations and 3) strong-motion accelerometers.
The distribution of the stations is shown in Figure 5.1. Between 2017 and 2019, 10
linear dense BASIN nodal arrays (SG1 to SG4, and SB1 to SB6) were deployed in
the San Gabriel and San Bernardino basins during four deployment periods. The
dense arrays consisted of lines with 14 to 260 Fairfield ZLand nodes with a standard
5 Hz 3-component geophones spaced 250 m apart. Each of the dense arrays was
deployed for approximately one month. The broadband stations dataset includes the
permanent Southern California Seismic Network (SCSN) stations and 14 temporary
broadband stations deployed in 2018, indicated with triangles in Figure 5.1. In this

study, we use the passive ambient noise method on the combined dataset, to extract
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the EGF and with this construct a three-dimensional Vs model.
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Figure 5.2: Intra-array correlation function from the SG1 dense linear array. a. The
77 component depicts Rayleigh waves. b. The TT component with virtual source
SG1120 shows Love waves. Correlation functions are filtered between 0.2 and 2
Hz.

5.4 Method

Ambient noise correlation

To estimate the shear wave velocity, we first determine the EGF between each pair of
station using ambient noise correlations. The noise correlation follows the technique
described in Bensen et al., 2007 and Jia and Robert W. Clayton, 2021. To reduce
the influence of anthropogenic noise, we correlate only the nighttime (8:00 pm to
8:00 am, local time) ambient noise. We include all the possible ray pairs, including
node to node, node to broadband, and node to accelerometer, that have overlapping
recording times. The data are correlated in one-hour segments and stacked to
get the final correlation. To minimize the effect of earthquakes and broaden the
effective period range, we do time domain normalization and spectral whitening
prior to the correlation. For the node-to-node correlation, as the stations of every
pair have the same instrument response, it cancels out in the spectral whitening, and
therefore the removal of the instrument response was not required in our case. For
the node-to-accelerometer correlation, we will show that a -7/2 and n/2 phase shift
is introduced because of the difference in the instrument response, and special care

should be taken when stacking the causal and anti-causal branches of the correlation
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function (Appendix A). As all of our stations are 3-component, we can extract both
Rayleigh and Love waves. We rotate the components from the ZNE into the ZRT
coordinate system. The Rayleigh wave particle motion is in the RZ plane and the
Love wave particle motion is mainly in the T direction, and hence we correlate the
Z. components of the virtual source and virtual receiver, called the ZZ correlation,
to get the Rayleigh wave EGF, and use the TT correlation to get Love wave EGF.
In Figures 5.2 and 5.3, we show examples of the ZZ and TT correlations and ZZ
dispersion curves for SG1 using station 120 as a virtual source and all stations in the
SG1 line as virtual receivers. From both the Love (TT) and Rayleigh (ZZ) waves we
can see two consistent dispersive fundamental modes in the t > 0 and t < 0 domain,
as well as first-higher-mode Rayleigh waves. Some high frequency scattered waves
are also present in the correlation functions, which interfere with the direct wave

EGF signals in some cases.

Group Velocity Dispersion Picking

Our method for picking the surface wave dispersion curve from the EGF is modified
from (Yao, Der Hilst, and De Hoop, 2006). We first fold the correlation function
at t=0. When both the virtual source and receiver are the same type of sensor,
the causal (t >0) and anti-causal (t <0) branches are symmetric, and we therefore
add the two branches to enhance the signal. For velocity sensors (i.e., nodes) to
accelerometer correlations, due to the phase difference in the instrument response,
we subtract the causal branch from the folded anti-causal branch. Details on the
derivation of this approach are provided in Appendix A. Next, we apply the Hilbert
transform to a set of frequency bands (0.5-3 s) to obtain the signal envelope in terms
of period, T. In Figure 5.3a, we show an example of the group velocity dispersion
picking, where the signal envelope function is color-coded in the frequency (period)
and group slowness (u=t/d) domain. A typical group velocity dispersion curve is
picked along the peak of the envelope, which is usually continuous. Solid lines in
Figure 5.3a show the dispersion curve picks for the fundamental model (red) and
first higher mode (blue). However, the picking of the group velocity dispersion
curve with this method is sometimes ambiguous for two main reasons: 1) When the
fundamental mode is close to the higher mode, different modes may interfere with
each other and the different modes cannot be separated based on the envelope alone.
2) The envelope pattern is sometimes discontinuous, e.g., the higher mode in Figure
5.3a in the period range between 1.5 s and 4 s. In order to distinguish between

the fundamental mode and the first higher mode Rayleigh wave, we developed a
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new technique based on the polarization of particle motion. For the Love wave, the
higher mode is substantially weaker than the fundamental, therefore we only extract

its fundamental mode dispersion curves.

Rayleigh Wave Mode Separation

Our identification of Rayleigh wave modes is based on the particle motion of the
waves. For the fundamental mode, the Rayleigh wave particle motion is typically
retrograde, while the Rayleigh wave first higher mode is prograde. The retrograde
and prograde particle motions reflect the phase lag between the Z and R components.
For retrograde motion, the R component is T/4 ahead of the Z component, and for
prograde, it is T/4 behind. For the ambient noise correlation, the phase difference
between ZZ and ZR is the same as the phase difference between Z and R (Appendix
B), so the relationship between ZZ and ZR reflects the polarization of the Rayleigh
wave particle motion in the same way. In a previous study, Ma, Robert W. Clayton,
and D. Li, 2016 have shown that in the sedimentary basin the ZZ and ZR correlation
show consistent retrograde fundamental mode and prograde first higher mode. Here
we present a quantitative way of measuring the particle motion using the Continuous
Wavelet Transform (CWT)

[(n’ —n)dt

S

N
ot
W.(s,n) = (—)1/2 D 5.1
(s,n) (S) néﬂx o ] (5.1)

Where d)z‘) is the wavelet function (Torrence and Compo, 1998), s is the wavelet
scale, and ot is the time step. As with the Fourier transform, the variation of s gives
a spectral pattern in the frequency domain, but the wavelet transform also has an
additional dimension, n that reflects the temporal variation. The wavelet transfor-
mation has been proven to be a powerful technique to monitor temporal variation
in the coda with high precision (Mao et al., 2020). Here, we use it to evaluate the
phase difference between the ZZ and ZR correlations, and when combined with the
the Hilbert transform it produces a clear separation of the fundamental from the first
higher mode. We apply the CWT using the Matlab Wavelet Toolbox with the Morse
wavelet function ®;. The phase difference between the ZR and ZZ correlations is
0 = arg(Wzgr(s,n)) —arg(Wzz(s,n)). For a retrograde fundamental mode, this
is /2. In contrast, for the prograde first-higher mode 6 = —x/2. We plot sind
in Figure 5.3b to quantify the polarization of particle motion in the group slow-
ness and period domain, where red and blue are positive (6 = 7/2) and negative
(6 = —m/2 ) phase shifts, respectively, corresponding to retrograde and prograde

particle motion. However, as the sind pattern only represents the phase difference,
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noise and signal are not distinguishable in this representation. To combine the
amplitude and phase information, we multiply the wave envelope from the Hilbert
transformation (Figure 5.3a) and the sind from the wavelet transformation (Figure
5.3b) to produce the result shown in Figure 5.3c. In Figure 5.3c, red representing
the retrograde fundamental (sind = 1) mode and blue representing the prograde first
higher mode (sind = -1) are clearly separated, and the picking of the Rayleigh wave
group velocity dispersion curve is based on this pattern. We test our method with a
published correlation function (G. Li et al., 2016), which is shown in the supporting
information Figure 5.5.
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Figure 5.3: An example of Rayleigh wave group velocity dispersion analysis in
the frequency-time domain. a. Hilbert transform of the ZZ correlation function.
b. Phase difference 6 between ZR and ZZ from the Wavelet transform. Red for ¢
between [0, n], retrograde particle motion. Blue for ¢ between [-m, 0], prograde
particle motion. c¢. Combination of a and b. Red and blue lines are inferred
retrograde fundamental mode and prograde first higher mode dispersion curves,
respectively. The correlation is from station pair SG102-SG160.

Tomography

With the measured dispersion curves, we applied the straight-ray tomography
method to invert the frequency dependent group velocity maps. We discretize
the area into a uniform grid with 0.55 km longitudinal spacing and 0.66 km lati-
tudinal spacing. The group velocity tomography is carried out between 0.5 s and

3 s period, using the travel times from the dispersion curves. Figure 5.4 shows
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Figure 5.4: Ray coverage of the Rayleigh wave fundamental mode group velocity at
T=1s. The rays are color-coded by picked group velocity.

an example of the straight ray coverage of group velocity at period T=1s, where
the picked group velocity is color-coded. We evaluate the azimuthal ray coverage
of every grid cell following Ekstrom, 2006, and the grid cells with low azimuthal
ray coverage (i.e., low reliability) are eliminated by replacing the velocities in such
grid cells with Nan values. We apply damping and smoothing in the inversion
through regularization |Gm — d|* + a|m|?> + B|Lm|?, where m the slowness vector,
d the travel time and G the matrix connecting velocity with travel time, and L the
Laplacian operator. @ and § are the damping and smoothing coefficient, which are
equal to 10 and 20, respectively, in our model. Our primary Vs model is generated
by conducting 1D surface wave inversion on the dispersion curves of every pixel
from the group velocity tomography, then evaluating the reference phase velocity

from the primary Vs model for the subsequent phase velocity dispersion picking.

Phase Velocity Picking

We measured the phase velocity as an additional constraint for our Vs model in
addition to the group velocity. We followed the method in (Yao, Der Hilst, and
De Hoop, 2006) for the single-station-pair phase velocity dispersion measurement.
Because of the relatively high-frequencies and large degree of lateral heterogeneity
in the basins, an accurate reference phase velocity model is essential for the phase
velocity dispersion picking. With a prior reference phase velocity model from the

primary Vs model derived using only group velocity dispersion curves (red line in
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Figure 5.5: a. ZZ and ZR ambient noise correlation functions from G. Li et al.,
2016. b. The Hilbert-wavelet transformation of a. c. and d. the particle motion
of the blue and red parts of (b). In ¢ and d, the time of the particle motion is
color-coded, from blue (t = 0) to red.

Figure 5.6), we measure the phase velocity fundamental mode dispersion curves for
every available station pair (Figure 5.6). Rayleigh wave and Love wave fundamental
mode phase velocity are measured from ZZ and TT correlation, and phase velocity
tomography is conducted in the same way as the group velocity. The final inversion
for the Vs model incorporates both phase and group velocity dispersion curves for
both Rayleigh and Love waves.

Initial Vs Model

The inversion for the Vs model from dispersion curves is highly dependent on the
initial model. We construct our initial model based on the prior basin depth (PBD)
model from (Villa et al., 2023) shown in Figure 5.7. The PBD model integrates
multiple observations including receiver functions, Bouguer gravity, and borehole
data. The receiver function times from every linear array (Ghose, Persaud, and
Robert W. Clayton, 2023; Liu, Persaud, and Robert W. Clayton, 2018; Wang et al.,
2021) are used to constrain the depths to the sediment-basement interface beneath
the linear dense arrays, and the Bouguer gravity is used to extrapolate the receiver

function constraints along the seismic profiles into a 3-D model. Times are converted
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Figure 5.6: An example of phase velocity dispersion picking. The red line is
the reference fundamental mode phase velocity evaluated from the group velocity
model. The black dots are the picks.

to depths using our VS model. Data from 17 boreholes are also used to calibrate
and validate the 3-D basin depth model. A detailed description of the methods for
integrating the receiver function, gravity and borehole data are given in Villa et al.,
2023. The initial VS model increases linearly with depth, from 0.3 km/s at the
surface to 2.3 km/s at the basin bottom defined by PBD. In addition, the prior model
also contains a low-velocity zone. The low-velocity zone is a prominent feature
in the San Gabriel basin, associated with the shallow marine Fernando Formation
(Thomas M. Brocher et al., 1998; West et al., 1988). The CVM-S 4.26 model (Lee
et al., 2014) inherits the low-velocity feature from the CVMS1-3 models (Kohler,
H. Magistrale, and R. W. Clayton, 2003; Harold Magistrale, McLaughlin, and Day,
1996) in which the SG area is based on borehole data and geological models. We
preserve these low-velocity features present in the CVM-S 4.26 model as a prior
feature in our initial model. In the PBD model, the conversion from travel time to

depth is based on the velocity model, and the Vs model is dependent on the PBD
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Figure 5.7: Color-coded background map is the prior basin depth model from (Villa
et al.,, 2023). White lines are the nodal arrays. Numbered green diamonds are
boreholes.

model through the initial model. We iterate over the PBD model and the Vs model

until the Vs model converges.
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Figure 5.8: Group velocity maps for Rayleigh wave (a, c, €) and Love wave (b, d, 1)
at periods of 1, 2, and 3 s.

Vs Model

With the Rayleigh wave and Love wave dispersion maps (Figure 5.8), we conduct
the 1D S wave velocity inversion from the dispersion curves for each grid point
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using the SURF96 software (Herrmann, 2013). As mentioned above, the initial
model is a linear velocity model defined by the PBD model, with a 50 m thick layer
above the PBD and a homogeneous half space below. The Rayleigh and Love waves
are used separately to invert for Vsy (Figure 5.9) and Vsy (Figure 5.10), and we
use the radial anisotropy, y to address the difference between VSV and VSH, with
v =2(Vsyg — Vsy)/(Vsg + Vsy) (Figure 5.12) (Jaxybulatov et al., 2014). The final
Vs model incorporates the phase and group velocities of Rayleigh (ZZ) and Love
(TT) waves, reflecting an average of Vsy and Vsy. As the PBD model can extend
beyond the sensitivity of the dispersion curves, the cutoff depth of the model is either
defined by the PBD or the depth where the sensitivity kernel is below 0.02. We then
merge our final Vs model on top of the CVMS 4.26 model in the region defined by
the cutoff depth: the Vs above the cutoft depth is from our Vs model, and deeper
than 1 km below the cutoft depth, the Vs is taken from the CVMS 4.26. Within the
1 km zone below the cutoff depth, we use a linear weighting function to smooth the
transition from our Vs model to the CVMS 4.26.
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Figure 5.9: Vgy inverted from Love wave tomography at depths of 0.5, 1, 1.5, and
2 km.

5.5 Results

We show the group velocity maps of the fundamental Rayleigh (Figure 5.8.a, c, e)
and Love (Figure 5.8.b, d, f) waves at periods of 1, 2, and 3 s. The group velocity
at different periods is sensitive to different depths, and 7' = 1, 2, 3 s have a typical

sensitivity kernel covering 0-1 km, 0-1.5 km, and 0-2.5 km depths, respectively.
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Figure 5.10: Vgy inverted from Rayleigh wave tomography at depths of 0.5, 1, 1.5,
and 2 km.
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Figure 5.11: Vs model at the depths of 0.5, 1, 1.5, and 2 km.

To test the validity of the straight ray group velocity tomography, we evaluate the
Eikonal arrival time along the west-east trending SB1 line using the determined
group velocity model (Fan-Chi Lin, Ritzwoller, and Snieder, 2009; Qiu, Fan-Chi
Lin, and Ben-Zion, 2019; White et al., 2020; Zhang et al., 2021), and the predicted
travel times at different frequencies show consistency with the correlation function
(Figure 5.13,5.14, 5.15). The ray paths from the Eikonal method indicate curving

of ray paths occurs when large lateral variations are present, but the curving is not
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Figure 5.12: Radial anisotropy at depths of 0.5, 1, 1.5, and 2 km.

severe with limited distance (Figure 5.16). Although the curved Eikonal ray paths
have longer travel distances compared to the straight ray path, the Eikonal ray path
are drawn towards areas of higher velocity, resulting in higher average velocity along
the path. As a result, the actual travel times between these two ray paths are similar,
though a relatively big difference may occur at the edge of the basin where the
velocity variation is relatively large (Figure 5.16). The group velocity dispersion is
independent of the PBD model, reflecting features derived purely from the ambient
noise data. Despite the large spatial variations, we see several features consistent
with the PBD model. In the San Gabriel basin, a prominent low-velocity region
from 1 to 3 s indicates a sedimentary basin with over 2.5 km depth. To the northwest
of the San Gabriel basin, a sharp increase of group velocity for 7 > 1s, indicates
a transition from the 2.5 km deep San Gabriel basin to the shallower Raymond
basin (< 1 km depth) near the Raymond fault. In the San Bernardino area, the
group velocity map is more complex, but prominent features are evident, such as the
Chino basin in the west and the San Bernardino basin in the east with relatively low
group velocities, and the Jurupa Hills in the central-southern region with high group
velocities. The shear wave velocity (Vs) model is shown in Figure 5.11 at depths of
0.5, 1, 1.5, and 2 km. The spatial distribution of the low VS regions (sedimentary
basins) is similar to the group velocity maps, and variations of maximum depth
within the sedimentary basins can be inferred from the VS model: the Raymond
basin is less than 1 km deep, the San Gabriel basin is deeper than 2 km, the Chino

basin is around 1 km deep, and the San Bernardino basin is between 1 km and 2 km
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deep. In addition to the ambient noise data, the VS model is also dependent on the
PBD model. In the following section, we discuss and compare the VS model with
the PBD model, as well as other basin depth models from geological cross-sections,
other geophysical constraints, and borehole data. Vgy and Vsy are inverted in the
same way as the Vg model but only using either the Love or Rayleigh wave group
velocities. The cutoff depth of Vg and Vgy is thereby determined by the Love and
Rayleigh wave sensitivity kernels, respectively. The radial anisotropy (Figure 5.12)
representing the difference between Vsy and Vgy, is overall positive (10% 20%) in
the San Gabriel and central part of San Bernardino basin, reflecting the fact that the
SH wave is overall slower than the SV wave. In some areas like the northern Chino
basin and northern San Bernardino basin, the radial anisotropy is unrealistically low
( =30%). As the anomalously low anisotropy areas are mainly located at the edge
of the basins, where the ray coverage is sparser, the radial anisotropy in those areas
likely does not reflect the real anisotropy. Besides, the Vsy and Vsy are embedded
on top of the CVMS based on the Rayleigh and Love wave sensitivity kernels and
the Rayleigh wave typically has a deeper sensitivity kernel than Love wave. Hence,
the measured radial anisotropy may represent the difference between Vsy and the
underlying CVMS model instead of the Vsy.

SB11018, 0.5_3Hz,TT SB11018, 0.5_3Hz,RR SB11018, 0.5_3Hz,ZZ

time(s) timet(s)

Figure 5.13: Intra-array TT, RR, and ZZ correlation functions from the SB1 dense
linear array using SB1-1018 as a virtual source. Colored lines are Eikonal travel
times from the group velocity map at different frequencies (color-coded by period).
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Figure 5.14: Intra-array TT, RR, and ZZ correlation functions from the SB1 dense
linear array using SB1-1088 as a virtual source. Colored lines are Eikonal travel
times from the group velocity map at different frequencies (color-coded by period).

5.6 Discussion

In this section, we compare our Vs model to several other independent observations
to validate the robustness of the Vg model. The location of five cross-sections (black
lines, AA’ to EE’) and three sonic boreholes well logs (red stars) are shown in Figure
5.1. The five cross-sections were analyzed in previous studies: AA’ through the
San Bernardino basin is from Stephenson et al., 2002, BB’ is the cross-section in
the Raymond basin from Buwalda, 1940, CC’ and DD’ are cross-sections 14 and
15 in the San Gabriel basin in Davis and Namson, 2017; Southern California Cross
Section Study Map Showing 2012 AAPG Annual Mtg Field Trip Stops 2013 and
EE’ is the cross-section in Rialto-Colton basin from Paulinski, 2012; Woolfenden
and Kadhim, 1997. The comparison of our Vs model with the PBD model (dashed
lines) and models from other references (dotted lines) is shown in Figure 5.17.
In the San Bernardino basin, the structure between 10 and 20 km distance along
the AA’ profile was consistently constrained by seismic reflection data and gravity-
aeromagnetic modeling (Stephenson et al., 2002). From south to north along AA’,
the sedimentary basin depth increases sharply to 1.7 km near the San Jacinto fault
( 12 km from A) and slowly decreases after passing the Loma Linda fault ( 14 km
from A). In our Vi model, a low-velocity structure shows good correlation with the

basin model from Stephenson et al., 2002, both laterally and in-depth. The Raymond
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Figure 5.15: Intra-array TT, RR, and ZZ correlation functions from the SB1 dense
linear array using SB1-1248 as a virtual source. Colored lines are Eikonal travel
times from the group velocity map at different frequencies (color-coded by period).
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Figure 5.16: Ray paths (white curves) of the Love wave group velocity model at 1
s period from the Eikonal method. Gray straight lines represent straight ray path.
Travel times of Eikonal ray path (white) and straight ray path (gray) are marked for
comparison.

basin, bounded by the Raymond fault on the southeast, is a relatively shallow basin
compared to the adjacent San Gabriel basin. Based on gravity and borehole data,
the BB’ cross-section (Buwalda, 1940) constrains the central Raymond basin depth
to 1.5 km, slightly deeper than the low-velocity structure ( 1 km deep) from our Vs
model. Across the Raymond fault, the PBD model reveals a sharp transition from
the 1 km deep Raymond basin to the 3 km deep San Gabriel basin, consistent with
the conspicuous reduction of group velocity at the Raymond fault, which creates

a sudden deepening of the low-velocity layer in the Vs profile at a distance of 16
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km in BB’ profile. The CC’ and DD’ profiles (Davis and Namson, 2017; Southern
California Cross Section Study Map Showing 2012 AAPG Annual Mtg Field Trip
Stops 2013) constrain the depths and shapes of the western and eastern San Gabriel
basin. In the CC’ profile, the low-velocity layer shows a sharp decrease at 8 km from
the start of the profile, coincident with the Whittier fault that offsets the sedimentary
layer and basement rock in the geologic cross-section. DD’ is a cross-section in the
eastern part of the San Gabriel basin. The profile is bounded by the Whittier fault
to the south and the Sierra Madre fault to the north. The Vs model only captures
the Sierra Madre fault at a distance of 22 km from the start of the profile, while
in the south, the Whittier fault is located outside the Vs model coverage. The EE’
profile cuts through the Rialto-Colton basin located northwest of the San Bernardino
basin. In Figure 5.17e, the dotted line represents the base of the water-bearing layer
(Paulinski, 2012; Woolfenden and Kadhim, 1997) from resistivity logs. Due to the
limited borehole depth (<300 m), the base of the water-bearing layer (bedrock or
consolidated deposits) is not necessarily equivalent to the sedimentary basin depth.
Our velocity model overall predicts a low-velocity layer comparable to the water-
bearing layer, but with a much larger variation in depth. However, the location
of the Barrier J and (unnamed) fault Q (Anderson, Matti, and Jachens, 2004; Lu
and Danskin, 2001) coincides with the boundary of the graben-like structure in our
model. In the five cross-sections, AA’ to EE’, our Vs model agrees with the basin
depth from other references, and the fault structures inferred from sharp lateral Vs

gradients agree with the fault locations that offset the sedimentary layers.

oS San Gabriel Basin _ C'

Figure 5.17: Cross-sections of Vs model compared against prior basin model
(dashed line) and basin model constraint from other references (dotted line). Loca-
tions of the cross-sections are shown in Figure 5.1 with black lines. Abbreviations
for faults: SJF-San Jacinto fault; LLF-Loma Linda fault; RF-Raymond fault; SMF-
Sierra Madre fault; BJ-Barrier J; FQ- fault Q.

The radial anisotropy vy is derived from the difference between V™ SH and Vsy
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from the Love and Rayleigh wave respectively(Fig 5.12). In this area, the sed-
imentary basin structure varies greatly among different basins, leading to large
lateral and vertical variation in radial anisotropy. We observe strong positive radial
anisotropy in the San Gabriel basin and eastern part of Chino basin, indicating a
well-stratified sedimentary layer (Backus, 1962). In the San Bernardino basin, the
negative anisotropy highly correlates with the San Jacinto fault zone, indicating that
the vertical cracking caused by the San Jacinto fault could be the potential source
of the negative radial anisotropy (Jiang and Marine A. Denolle, 2022; Nakata and
Snieder, 2012). Sonic velocities from well logs provides ground truth of the velocity
structure of the sedimentary layers. We compare our Vs model in the San Gabriel
basin to three available sonic well logs (Fig. 5.12), with the VS computed from the
measured VP using an empirical relationship (T. M. Brocher, 2005). One prominent
feature in the sonic velocity logs is the low-velocity zones in the Ferris borehole at
1800 m and in Live Oak Park (LOP) borehole at 1200 m depth (locations shown
on Figure 5.1). The low-velocity layer is associated with the Fernando formation,
a ubiquitous marine layer in San Gabriel and Los Angeles basins that underlies
the non-marine Duarte Conglomerate (Yeats, 2004). As the earlier version of the
CVMS model is constructed based on the geology (Harold Magistrale, McLaughlin,
and Day, 1996) and the three borehole logs (H. Magistrale, 2000) in San Gabriel
basin, and the current CVMS 4.26 Vs model (Lee et al., 2014) is developed with
full waveform modelling using the earlier version as a starting model, it’s not sur-
prising that the CVMS 4.26 agrees well with the borehole velocity (Figure 5.27,
dots vs. red curves). In our Vs model, the prior model is a linear model based on
the PBD model with a low-velocity feature inherited from the CVMS 4.26 (Figure
5.27 dashed curves). Despite the large difference in the initial model, the final Vs
model converges to the CVMS model and borehole data in the top 1 2 km, and the
preservation of the low-velocity zone makes it consistent with the borehole data and
CVMS 4.26.

Besides the incorporation of the low-velocity zone from the CVMS 4.26 model
as a prior feature in the initial model used in our inversion, the construction of
the Vs model is mainly based on the PBD model and the dispersion curves, both
of which are independent of the CVMS model. We compare a set of the group
velocity dispersion curves in the San Gabriel basin predicted from our Vs model
to the CVMS model prediction (Fig. 5.18, 5.19, 5.20, 5.21). In the San Gabriel
basin, both models predict slower group velocities in the south compared to the

north, but overall, the dispersion curve generated from CVMS 4.26 is faster than



S$G107_8G233

slowness
slowness

05 1 15 2 25 3 05 1 15 2 25 3 05 1 15 2 25 3
Period(s) Period(s) Period(s)

S$G140_SG250 SG159_5G244

slowness
slowness

05 1 15 2 25 3 -1182 -11841 -118 05 1 15 2 25 3
Period(s) lon Period(s)

Figure 5.18: Love wave group velocity dispersion curves in the San Gabriel basin
predicted by our model (black solid line) and CVMS model (black dashed line).
The background is the envelope from the correlation function, and the red curves
are the actual picks.
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Figure 5.19: Rayleigh wave group velocity dispersion curves in the western San
Gabriel basin (SG1-SG2) predicted by our model (black solid line) and CVM-S
model (black dashed line). The background is the envelope from the correlation
function, and the red curves are the actual picks.

our measured dispersion curves. In the San Bernardino basin, the CVMS 4.26
model’s dispersion curves do not show much variation across the basin and is

overall lower than the observed dispersion curve (Figure 5.22, 5.23, 5.24, 5.25).
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Figure 5.20: Love wave group velocity dispersion curves in the eastern San Gabriel
basin (SG3-SG4) predicted by our model (black solid line) and CVM-S model (black
dashed line). The background is the envelope from the correlation function, and the
red curves are the actual picks.
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Figure 5.21: Rayleigh wave group velocity dispersion curves in the eastern San
Gabriel basin (SG3-SG4) predicted by our model (black solid line) and CVM-S
model (black dashed line). The background is the envelope from the correlation
function, and the red curves are the actual picks.

Compared to the CVMS 4.26 model, our Vs model resolves the observed dispersion
curves better in the San Bernardino basin. In the dispersion comparison (Fig
5.19, 5.20, 5.21, 5.22, 5.23, 5.24, 5.25), the model prediction does not always fit
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Figure 5.22: Love wave group velocity dispersion curves in the San Bernardino
and Chino basins (SB2-SB3) predicted by our model (black solid line) and CVM-S
model (black dashed line). The background is the envelope from the correlation
function, and the red curves are the actual picks.
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Figure 5.23: Rayleigh wave group velocity dispersion curves in the San Bernardino
and Chino basins (SB2-SB3) predicted by our model (black solid line) and CVM-S
model (black dashed line). The background is the envelope from the correlation
function, and the red curves are the actual picks.

with the data. The uncertainty of the model may originate from a few aspects,
including the insufficient ray coverage, inconsistent dispersion picking and violation

of straight ray assumption. The checkerboard resolution tests (Fig 5.26) show
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Figure 5.24: Love wave group velocity dispersion curves in the San Bernardino
basin (SB2-SB6) predicted by our model (black solid line) and CVM-S model
(black dashed line). The background is the envelope from the correlation function,
and the red curves are the actual picks.
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Figure 5.25: Rayleigh wave group velocity dispersion curves in the San Bernardino
basin (SB2-SB6) predicted by our model (black solid line) and CVM-S model (black
dashed line). The background is the envelope from the correlation function, and the
red curves are the actual picks.

the ray coverages of Rayleigh and Love wave are overall good in the basin area
(bounded by black curves in Fig 5.26). The inconsistency in dispersion pickings

usually present in the correlation functions with the ray paths being either very long
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or crossing the edge of the basins, which violates the assumption of a horizontal
layered medium and the surface wave could interfere with the body wave (Ma,
Robert W. Clayton, and D. Li, 2016). The violation of straight ray path has been
discussed in the previous chapter, and we conclude that the violation mainly occurs

at the basin edge where the velocity has a large lateral variation.

Love Wave(TT) Rayleigh Wave(ZZ)

342 342

34.1

33.95 33.95

-1182 <118 1178 1176 174 1172 -117 -1182 118 1178 1176 1174 1172 117
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Figure 5.26: Love and Rayleigh wave resolution test from ray coverage of TT and
ZZ correlation at T=2s.

A direct comparison of our Vs model and CVMS 4.26 in the different basin areas
(Fig.  5.28) illustrates the difference between the models. In the San Gabriel
basin, the CVMS model behaves similar to our model, in terms of fitting the
dispersion curves (Fig 5.18, Fig 5.19, 5.20, 5.21) and borehole data (Fig 5.27),
indicating the CVMS model is well constrained in this area. However, in the Chino
and San Bernardino basins, probably due to lack of seismic and borehole data,
the CVMS model has a laterally homogeneous velocity field. The prediction of
dispersion curves from CVMS model can barely fit the observed dispersion curves
(Fig 5.22, 5.23, 5.24, 5.25). In our model, we see the sedimentary basins are in
general deeper with lower seismic velocities, and the variation of velocity with depth
is always smoother than in the CVMS model. The deeper and slower sedimentary
basins can enhance the focusing effect and potentially resolve the underestimation

of ground motion simulation using the CVMS model.
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Figure 5.27: VS derived from sonic well logs from the Ferris, LOP, and CRP
boreholes compared with our Vs model (black dashed lines for starting model,
black solid lines for final model) and CVMS 4.26 (red). Locations of the boreholes
are shown with red stars in Figure 5.1.

5.7 Conclusion

We cross-correlate the ambient noise between 10 linear nodal arrays, SCSN broad-
band stations, 18 temporary broadband stations, and strong motion accelerometers.
We obtain the Rayleigh wave and Love wave EGF from the ZZ and TT component
ambient noise cross-correlation. In the dispersion analysis, the Rayleigh wave fun-
damental mode and first higher mode were separated using Rayleigh wave particle
motion polarization. We constructed the Vs model by incorporating group and phase
velocity tomography, and basin depth from receiver functions and Bouguer gravity
datasets. Our Vs model is consistent with geological and geophysical cross-sections
from independent studies and the sonic borehole dataset in terms of basement depth
and fault locations. Compared to the SCEC CVMS community model, our Vs
model generally contains deeper and slower basin structures, especially in the San
Bernardino area. This discrepancy might resolve the underestimation of ground
motion predicted in future seismic wavefield simulations.

5.8 Model Product
The results of this study are designed to seamlessly fit into the CYMS4.26 model.

They are available as a rectilinear block of shear wave velocities between longitude
116.90°W and 118.37°W, and latitude between 33.90°N and 34.25°N. Since the
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Figure 5.28: Compilation and distribution of Vs with depth in the Raymond, San
Gabriel, Chino, and San Bernardino basins (gray lines) from our Vs model (upper
panels) and CVMS 4.26 (lower panels). The black shaded regions show the distri-
bution of Vs values at different depths.

CVMS4.26 was used as the starting model, this block can be used as a direct
replacement for the corresponding block in the CVMS4.26 model. This will increase
the resolution and details in the San Gabriel, Chino, and San Bernardino basins
without disturbing the CVMS4.26 model outside of these basins.

5.9 Appedix A: Instrumental response for seismogram to accelerometer cor-
relation.

In the ambient noise correlation, the removal of instrumental response is unnecessary

when the two stations have the same instrumental response. In the frequency

domain, the correlation function Cxy(w) = p}ggz;%zgl |);E$;§Z;| where X (w),Y (w)

are the Fourier transformation of ambient noise waveform, /(w) is the Fourier

transformation of instrumental response, bar for conjugate, and the modulus in

the denominator is due to spectrum whitening. As o) Hw) 1, Cxy(w) =

N ()] [I(w)]
&(Ezg' |§EZ;| , so that the instrumental response has no effect on the dense array- dense

array correlation.

For the correlation between dense array and accelerometer, however, the instrumen-
tal response causes a non-trivial phase lag. Assuming the station X is a seismogram,

which records the velocity x(t), and station y is an accelerometer recording the
X(w) iw¥(w) _ X(w) iV (w)

X(0)] jiwY (o) — X@) T(w)]’ where

acceleration dy(t)/dt. The correlation Cyy(w) =
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the iw comes from the time-derivative operator. Assuming the causal (t>0) and
anti-causal (t<0) branches of correlation function are symmetric in the waveform,
we fold the waveform at t=0 and stack the causal and anti-causal parts before dis-
persion analysis (Fig 5.29.a). However, the correlation between seismogram and
accelerometer has a /2 phase shift due to the i in the frequency domain. The /2
shift leads to a  (half period) shift when we fold the waveform at t=0, meaning a flip
of sign between causal and anti-causal branches (Fig 5.29.b). Therefore, we sub-
tract the causal by the anti-causal branch to account for instrumental response when

stacking the correlation function from seismogram-accelerometer cross-correlation.
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Figure 5.29: Example of correlation functions folded at t =0 s from a) a seismogram-
to-seismogram cross correlation and b) a seismogram-to-accelerometer cross cor-
relation. In a) the causal and anti-causal branch show coherent phase, and in b) the
causal and anti-causal display a half period (« phase) shift.

5.10 Appendix B: ZZ and ZR phase difference is the same as Z and R phase
difference.
In the dispersion analysis, we use the phase lag between the Z and R components in

the path of Rayleigh wave propagation to quantify the Rayleigh wave particle motion.
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In this section, we show the phase difference between ZZ and ZR in ambient noise
correlation is equivalent to the Z and R phase difference. With a given noise
source, signals in different components can be written as s;(¢) = cos(wt + ¢1)) and
s2(1) = cos(wt + ¢,)). For receivers, the recorded waveform from s; at station x
is x1 (1) = cos(w(t — L) + ¢1), and the recorded waveform from s, at station y is
y1(t) = cos(w(t — 22) + ¢2), where r| and r; are the distances from source to the
two receivers and c is the velocity. The correlation between the two receivers is

1 T

rp —

Cyy cos(w(T—%l)+¢1)cos(w(t+r—%2)+¢2)d7 = %cos(w(t—

(5.2)

For ZZ correlation, ¢ = ¢o; for ZR correlation, ¢; = ¢z, ¢ = ¢r. Czgr =
Tcos(w(t— )+ pr—¢z), Czz = Tcos(w(t— 2-1)). Therefore, we proved that
the phase difference between ZZ and ZR is ¢z — ¢, equal to the phase difference
between the Z and R components of the source.

5.11 Supplementary Material

Rayleigh Wave Mode Separation

As described in Section 3.3, we combine the amplitude information coming from
the Hilbert transformation and the phase difference between Z and R component
from a wavelet transformation to separate the Rayleigh wave modes and pick the
Rayleigh wave group velocity dispersion curves. Here we apply the method to
published correlation functions (Figure 5.5). The correlation functions are ZZ and
ZR correlation of NE12-NE46 (Figure 5.5a), two temporary broadband stations of
the NECESSArray filtered at 8 s and 25 s period (G. Li et al., 2016). By applying
the Hilbert-wavelet combined method described in the main text, we get a clearly
separated red fundamental mode and blue first higher mode (Figure 5.5b). With
identified fundamental mode between t 90-150 s and first higher mode between
t 40-70 s, we plotted out the particle motion (ZZ vs ZR) with time color-coded
in Figure 5.5¢c-d. From blue to red, the fundamental model particle motion is
counterclockwise (retrograde) and first higher mode particle motion is clockwise

(prograde), in agreement with Figure 5.5¢-d.
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Chapter 6

MAPPING THE NEAR-FIELD SCATTERING ENERGY FROM
AMBIENT NOISE SPURIOUS ARRIVAL IN SEDIMENTARY
BASINS

6.1 Introduction

Ambient noise correlation is a widely employed technique in seismology. With the
assumption of homogeneously distributed diffuse sources, the cross-correlation of
the recorded random field at two stations produces an approximation of Green’s
function between the two stations. The Green’s function describes how signals
originating at one station propagate and are recorded at the other station, and infor-
mation of the medium encoded in the Green’s function can be extracted to invert for
underground velocity structure. This methodology, known as ambient noise tomog-
raphy, has been widely applied to a variety of scenarios, spanning from global-scale

studies to the Earth’s crust and sedimentary basins.

In addition to the expected Empirical Green’s function, the violation of the homoge-
neous source distribution assumption incurs additional phases in the correlograms.
For instance, a strong near-field secondary source results in precursory energy in
the correlogram, often referred to as spurious arrivals. Similarly, a strong near-field
reflector gives rise to coda waves within the correlogram. The sources of such spu-
rious arrivals encompass various mechanisms, including volcanic tremor(Zeng and
Ni, 2010), scattering associated with magma chamber(Ma et al., 2013), scattering at
the boundary between the sedimentary basin and base rock(Retailleau and Beroza,
2021) and scattering from the fault zone(Yang et al., 2022). Notably, scattering
at the edge of sedimentary basins(Retailleau, Boué, et al., 2017) and within fault
zones(Yang et al., 2022) also contributes to the generation of coda waves observed

in the correlograms.

As information about the near-field source/scatterer is encoded in the precursory
signals, inversion methodologies are employed to discern and extract information
about the ambient noise source. For a linear dense array, back projection is used
to image the source distribution along the 1D profile(Retailleau and Beroza, 2021;
Yang et al., 2022). For a curved linear array or a 2D dense array, a grid-search-based

method is used to pinpoint the location of a single scatterer(Ma et al., 2013). In
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this paper, we introduce an inversion method to map the 2D spatial distribution
of the near-field noise source. In the correlation functions from the nodal dense
arrays in northern LA basins, we observe very strong scattering and apply the
inversion technique to map the near-field noise source distribution. The noise
source distribution shows a strong correlation with the shape of the geological
element boundaries and fault zones. Finally, we test the frequency dependency of

the noise source, which sheds light on the depth of the noise source.

6.2 Ambient Noise Correlation and Inversion Method

We correlate the ambient noise recorded by the seismic nodal arrays of the BASIN
project(Basin Amplification Seismic Investigation) (Fig 6.1a). This project aims
to improve the community velocity model in the area of the San Gabriel and San
Bernardino basins, with 10 linear nodal arrays deployed between 2017 and 2019.
Based on the gravity(Villa et al., 2022), receiver function(Liu, Persaud, and R. W.
Clayton, 2018; Wang et al., 2021) and ambient noise correlation, a new velocity
model is established for this region(Li, Villa, R. Clayton, et al., 2022). Following
(Bensen et al., 2007; Lin et al., 2013), (Li, Villa, R. Clayton, et al., 2022) construct
the ambient noise tomography involving the correlation of different components,
including the ZZ(vertical) correlation for the Rayleigh wave and the TT(transverse)
correlation for the Love wave. In ZZ correlation, they report a presence of funda-
mental mode co-existing with the first higher mode in the Rayleigh wave Green’s
function, well-distinguished by the particle motion. In TT correlation, only an ob-
vious fundamental mode exists. In this paper, we focus on the TT correlation, so

that we avoid the interference between the higher mode and the precursors.

In addition to the direct wave Green’s function, a series of precursory spurious
arrivals are present in the correlation functions(black arrow in Fig 6.1b,c). The
spurious arrivals branch out from the anti-causal branch of Green’s function(t<0)
and the wave package migrates with distance in the direction of the causal branch of
Green’s function(t>0). We see no coda wave as a continuation of spurious arrivals,
indicating that spurious arrivals are more likely to be caused by secondary sources
instead of reflectors(Yang et al., 2022).

For a given point source, the cross-correlation process results in the wave arriving at
the time corresponding to the travel time difference #; — t,, where ¢ and ¢, represent
the travel times from the source to two receivers. In the case of a uniform noise

field, the spatial integration of noise sources preserves the stationary phase at the
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Figure 6.1: a. Mapview of study area with dense array distribution. In total 750
stations in 10 lines werde deployed Li, Villa, R. W. Clayton, et al., 2023 b. An
example of SG1-SG1 intra-array correlations using SG130 as a virtual source. c.
An example of SG1-SG2 inter-array correlations using SG130 as a virtual source.
Yellow, green and blue curves for the estimated direct arrival at speed of 0.5, 1 and
2km/s respectively. Black arrows mark the possible spurious arrivals.

time corresponding to the travel time between the two stations, denoted as t = +t#1;.
This time serves as an approximation of Green’s function. The presence of a strong
near-field source contributes energy att = | — tp < t12, which is the reason why we

observe precursory arrivals (at —t12 < t < f12).
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Figure 6.2: Illustration of the inversion method. Triangle i and j stand for the station
i,j. Color-coded hyperbolas are the contours of the travel time difference. Each
contour contributes to the same time point in the cross-correlation between station i
and j. Solid circles stand for dense noise source Sy, at the location of (x;, y,,), with
the color-coded travel time difference from each source to station i and j. The dashed
square depicts a domain of sparser noise source R,,, with all the dots interior the
square governed by the four corners’ R.

We develop a method to invert the spatial distribution of the near-field noise source
from the precursory waveform of ambient noise correlation. Assuming a set of
station pairs, with virtual sources and virtual receivers indexed with i and j, the
amplitude of the correlation is A;;(¢), where  is the correlation time. Considering a
2D domain with x-y axis, the noise source contributes to the correlation only when
t = At;(x,y) = ti(x,y) — t;(x,y), where X,y are the source location, #; and ¢; the
travel time from source to station i and j, and At;; is the travel time difference.
Assuming the strength of the noise source to be S(x,y) and accounting for the

geometric spreading, we get

[ S6( = Aty (x,y)
A,](t)—/ \/ri(x,y)rj(x,y) dxdy (6.1)

Where r;(x,y), rj(x,y) the distance from source location (x,y) to station i and j.

In real data, the time is equally discretized (¢ = #x), so that the target is to invert for
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S(x,y) given A;;(tr), where k is the time index. As illustrated in Figure 6.2, we
further discretize variables in the space domain by replacing (x, y) with (x;, y,,),
an equally-spaced mesh grid (dots in Figure 6.2), such that S;,, = S(x;, y,»). Under
a constant velocity field, the travel time difference Af;;(x,y) is contoured with
hyperbolic curves (colored curves in Figure 6.2). Only when the dot (x;, y,,) falls
within the area bounded by the two hyperbolas contouring ¢ = t; + %, the noise

source Sy, contributes to the correlation at r = ;. This leads to

ik
Aij(tr) = ) Wiyl St 6.2)
Im
With
0x0y At
w1k = L AriGym)r (x,ym) & G )< 3 (6.3)
Im '
0 otherwise

Where 6x, 6y, and At are the spacing of x;,y,, and #.

As the spatial density of the mesh grid (x;, y,;) needs to be much denser than the
contours of t; = At(x;, y,), the unknown variable to be solved S;,, has a large
degree of freedom. To make the problem practically solvable, we reduce the degree
of freedom of the noise source mesh system by introducing R, the source strength
on a coarser mesh system (Figure6.2, dashed squares). The finer S;,, and coarser

R,, = R(x,,y,) mesh system are bridged with an interpolation method

Sim = ) W2 Rpg (6.4)
Pq
Where
(Ax—|x;=xp ) (Ay=lym=yq|)
Wzlm: : prAy . |)Cl—xp| <Ax’|ym_yq| <Ay (65)
pq .

0 otherwise

In this interpolation, the value S, is taken from four corners of R, the S;,, belongs
to, and it guarentees Sy, = R, when (x;, ym) = (xp,y4). With equation 6.2 and
equation 6.4, we establish a relationship between the correlation wave amplitude
A;;(tr) and noise source strength distribution R,
ik
Aij(t) = Y > wil w2l Ry, (6.6)
Im  pq

In the matrix form, we have

A=WIW2R = WR 6.7)
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As every row of A corresponds to a given time point (#) for a given station pair
(@, j), the row number of A is the total number of time points of all the correlation
between any given ray pairs, which is much larger than the row number of R, which
corresponds to the total number of mesh point in R, system. This makes the equa-
tion 6.7 over-determined, and we solve for it with the least square method. Besides,
similar to seismic tomography, we can add damping and smoothing regularization

terms to the matrix, and equation 6.7 becomes

WR - A
al =0 (6.8)
BL

Where « and g are the damping and smoothing coefficient, / and L are the identical

matrix and Laplacian operator.

One more physical constrain is that the strength of the source R cannot be negative,
therefore we solve for equation 6.8 with the non-negative least square method(Bill
White, 2023). Furthermore, it is important to note that the evaluation of the travel
time difference (¢; — ;) does not strictly demand a homogeneous velocity field. Our

method accommodates variable velocity fields as an input.

We validate the robustness of our method through a series of benchmark tests,
as illustrated in Figure 6.3 and Figure 6.4. In each test scenario, we employ
finite difference simulations of the two-dimensional (2D) acoustic wave equation
utilizing Devito (Louboutin et al., 2019). Within the model domain, we introduce
a checkerboard velocity field, depicted by the background color in Figure 6.3 and
Figure 6.4a. To emulate ambient noise, we position a set of point sources (red stars)
in a circular arrangement around the receivers (black circles). Additionally, we
introduce a few point sources near the receivers to mimic near-field sources. Each
source is active for a defined duration, and only one source is active at any given

time, thus simulating a scenario where each source operates independently.

For the intra-array and inter-array correlation tests, we deploy either one or two sets of
linear receivers (black circles). We perform correlations between the virtual source
(black star) and all virtual receivers (same array for intra-array test, adjacent array
for inter-array test), resulting in the correlation function, as illustrated in Figure 6.3
and Figure 6.4c (black waveforms). Using the velocity field and the obtained
correlation waveforms as input data, we execute the inversion process to deduce

the spatial distributions of the near-field noise sources. These inferred distributions
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are presented in Figure 6.3 and Figure 6.4b, while the corresponding synthetic
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waveforms are showcased in red in Figure 6.3 and Figure 6.4c. In both the intra-array
(Figure 6.3) and inter-array (Figure 6.4) test cases, our inversion method successfully
retrieves the locations of the near-field sources, and the synthetic waveforms closely
match the observed correlation functions, confirming the efficacy and accuracy of

our approach.

6.3 Result and Discussion

We take the inter-array correlation for those array pairs sharing the same deployment
time period, specifically SG1-SG2, SG3-SG4, SB2-SB6, and SB3-SB6. As we see
a strong first higher mode in the Rayleigh wave (ZZ), which can potentially interfere
with spurious arrivals, we opt to utilize only the Love wave (TT component) since
its higher mode remains indistinct. Given that spurious arrivals are predominantly
associated with high frequencies, we incorporate the Love wave group velocity at
T = 0.5s obtained from the direct wave Green’s function (Li, Villa, R. Clayton,
et al., 2022) as the input velocity model. For each pair of dense arrays, we define
smaller domains that only incorporate the region covered by that pair. Then, we
separately analyze the data for each pair within its own coverage domain. Instead
of putting all the data from all the dense arrays into one big analysis, we gather and

combine the results from these separate inversions (Figure 6.5.a).

Figure 6.5: a. The combined inverted noise source distribution from correlation
SG1-SG2, SG3-SG4, SB2-SB6, and SB3-SB6. b. The combined model sensitivity
from the same correlation dataset as a.



153

The sensitivity quantifies how changes in the noise source R are affected by variations
in the data. The employed least-square method minimizes the loss function L =
(A — WR)'(A — WR), thus we define the sensitivity as g_fr In the vicinity of
the least-squares solution, where W/ A ~ WTWR, the loss function simplifies to
L ~ ATA — RTWTWR, so that the sensitivity g—llg ~ 2WTWR. Unlike tomography
whose sensitivity only exists in the area where ray paths cover, the sensitivity of the
noise source represents the coverage of the contours of the travel time differences
(hyperbolas in Figure 6.2), which is non-zero everywhere. However, due to the
geometric spreading the sensitivity decays with the distance to the dense arrays.
The composite sensitivity (Figure 6.5.b) demonstrates the inversion is sensitive to
the areas between the dense array pairs, and the gaps of noise sources between SG1

and SG3, and between SG4 and SB3 are due to a lack of ray coverage.

In regions with robust ray coverage, a clear and consistent correlation emerges
between the inverted noise sources and geological features. Within the SG1-SG2
domain(Fig 6.6.a), the inverted noise sources span the area between the two arrays.
Some of these noise sources align with the edges of the San Gabriel basin to the
north and south, while others cluster between the younger and older Quaternary
alluvial elements on the west. On the south, two swarms of east-west trending linear
scattering sources are easily identified in the map view(Fig 6.7.a). The southern
swarm correlates with the southern edge of the San Gabriel basin bounded by the
Puente hills, while the northern linear swarm does not correlate with any known
geological structure. However, in the correlation function(Fig 6.6b black lines), the
branch of precursor intersects with the acausal(t<0) branch of the empirical Green’s
function at the distance of 12km, co-located with the northern swarm of the inverted
scattering source and confirms the existence of the coherent scattering energy. In
the SG3-SG4 area(Fig 6.7.a), the noise sources exhibit a strong alignment with the
boundaries of the San Gabriel basin. Notably, to the north, the noise source closely
traces the Sierra Madre fault at the base of the San Gabriel Mountains. To the south,
numerous scattered source points coincide with the San Jose fault. The waveform
amplitude of the correlation function between SG3 and SG4, filtered into a high-
frequency band (2 to 3 Hz), exhibits significantly stronger precursors compared
to direct arrivals(Fig 6.7.b, black). Based on the velocity model predictions, the
average velocity in this region at 2 Hz is approximately 0.5 to 1 km/s (between the
green and yellow lines). However, the strong correlation extends over the time range
from -10 s to 0 s, suggesting an apparent velocity ranging from 1 km/s to infinity if

these strong signals were interpreted merely as direct waves. Using our method to
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interpret these strong signals as precursory spurious arrivals, we get the source dis-
tribution(Fig 6.7.a) and its corresponding synthetic waveform amplitude(Fig 6.7.b,
red). The close match between the synthetic waveform amplitude and the correlation
function confirms that the observed strong signal, characterized by a rapid apparent
velocity, is indeed a spurious arrival generated by near-field sources. Furthermore,
the spatial coherence between the source distribution and the basin edges suggests
that the near-field noise field is likely generated by scattering at the basin edge,
where there is a strong velocity contrast. Within the region constrained by SB2,
SB3, and SB6(Fig 6.8.a), the noise sources similarly demonstrate a correlation with
sedimentary basin boundaries. Along the northwestern edge of the San Bernardino
basin, the noise source follows the trajectory of the Cucamonga fault, while along
the northeastern edge, it distributes itself along the San Andreas fault. To the south,
where the edge of the San Bernardino basin is less well-defined, the noise sources
scatter within the mountain range. Inside the basin, a cluster of sources is mapped

in the San Jacinto fault zone.

In addition to the noise sources linked to geological features, we also observe sources
in close proximity to the dense arrays. These noise sources are likely a result of
direct arrival contamination, where the inversion mistakenly identifies direct arrivals
as precursors and relocates the sources near the dense array locations to align with
the observed data. This misidentification could be attributed to inaccuracies in
predicting arrival times caused by inaccuracies in the velocity model, which forces

the sources to be positioned near the dense arrays.

We finally study the frequency dependence of the noise source by performing a
1D source inversion. Through the back-projection of the precursory wave envelope
from the SG1-SG1 correlation function (Fig. 6.1.a) onto different frequency bands
along the SG1 line, we acquired a frequency-dependent 1D noise source distribution
along SG1 that results in the precursory energy observed in the SG1-SG1 correlation
(Fig 6.9a). In the normalized 1D source distribution, we identified two prominent
peaks in the high-frequency range (T < 1 s), while the energy levels in the low-
frequency bands remained relatively constant along the SG1 line. This observation
suggests that the near-field noise source is primarily associated with the high-
frequency components. When combined with the sensitivity kernel of Love waves
in the San Gabriel basin (Fig 6.9c), derived from the velocity model, it becomes
evident that high-frequency Love waves (T < 1 s) are primarily sensitive to depths

shallower than 200m. Consequently, our results indicate that the near-field noise



155

a.SG1_8G2 . b.SG1150_SG2
34.25 —— 10
0 B VY W BPV.V.N PV
s LIS P P S N ENADAL AP ey
34.2 10° B T Sy
— 4 PR R E=E TR “SAK
- oY PR R =t &
—~ 34.15 ‘ 7] 107 i 6 P —— - < J
e ) @ PR A
= S| DR NS
34 10°® 8 E
LRI R —— e
., (-1 ) - ' _o P, :-‘--‘.,JW\- PN -
b L e O A
" et | 9 - AW e Y
34.05 > € y 10 N,
8 14 A
A "
»
34 L 4p10 16 . " . . L
<1182 -11815 1181 -118.05  -118 30 20 -10 0 10 20 30
o .
lon(°) time(s)

Figure 6.6: a. Zoom-in of inverted noise source distribution from SG1-SG2 region.
b. Waveform amplitude of ambient noise correlation(black) vs. synthetic correla-
tion(red). The virtual source is SG1-150(black star in a.) and the virtual receivers
are the nodes of SG2 line. Yellow, green and blue lines are the direct arrivals at the
speed of 0.5, 1 and 2km/s. All waveforms(black) in b. are filtered by a bandpass
filter with a frequency band of 2 Hz to 3 Hz.
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Figure 6.7: a. Zoom-in of inverted noise source distribution from SG3-SG4 region.
b. Waveform amplitude of ambient noise correlation(black) vs. synthetic correla-
tion(red). The virtual source is SG3-315(black star in a.) and the virtual receivers
are the nodes of SG4 line. Yellow, green and blue lines are the direct arrivals at the
speed of 0.5, 1 and 2km/s. All waveforms in b. are filtered by a bandpass filter with
a frequency band of 2 Hz to 3 Hz.
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Figure 6.8: a. Zoom-in of inverted noise source distribution from SB2-SB6 region.
b. Waveform amplitude of ambient noise correlation(black) vs. synthetic correla-
tion(red). The virtual source is SB2-201(black star in a.) and the virtual receivers
are the nodes of SB6 line. Yellow, green and blue lines are the direct arrivals at the
speed of 0.5, 1 and 2km/s. All waveforms in b. are filtered by a bandpass filter with
a frequency band of 2 Hz to 3 Hz.

a. b. c.
34.16 34.16 £ 0 o
T
7/ . L‘x‘-hz 0.1
34.14 34.14 .
: 0.2
34.12 34.12 b T=055
0.3 T=1s
T=1.5s
e — 0.4 T=2s
34.1 34.1 i [
< < tSG1 =
E] z : 505
k| k| ) 2
34.08 34.08
“ o6
34.06 34.06 i 0.7
n 0.8
34.04 34.04 2
[ i 0.9
AW -
34.02 34.02 1
0 0.5 1 15 2 -118.04 118 0 0.5 1 15
Period(s) lon(®) du/dvs

Figure 6.9: a. 1D noise source distribution from SG1-SG1 correlation with different
periods color-coded. Black arrows mark the two possible peaks of noise source in
high frequency. b. Zoom in of the noise source distribution near SG1 from the
SG1-SG2 correlation. c. Love wave group velocity sensitivity kernels in the San
Gabriel basin with different periods.

source originates at relatively shallow depths.

In conclusion, we developed a new method that’s able to map the 2D ambient noise
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source from the precursory spurious arrival from the ambient noise correlation.
Applying the technique to the dense-array correlation dataset in the San Gabriel
and San Bernardino basins, the noise source distribution shows a strong correlation
with some geological features, like the sedimentary basin edge and fault, indicating
the noise source could originate from a structure with strong velocity contrast that
scatters the seismic energy, and a 1D inversion in spectrum reveals those scattering

to have a shallow source.

In summary, we developed a new method that can map the 2D ambient noise
source using precursory spurious arrivals derived from ambient noise correlations.
When applied to the dense-array correlation dataset in the San Gabriel and San
Bernardino basins, our results have revealed a correlation between the noise source
distribution and prominent geological features, such as the edges of sedimentary
basins and fault zones. This correlation suggests that the noise source may originate
from structures with significant velocity contrasts, resulting in the scattering of
seismic energy. Our spectral analysis further indicates that these scattering sources
predominantly exist at shallow depths. This new method provides a promising way
for imaging underground structures in 3D using the spurious arrivals of ambient

noise correlations.
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Chapter 7

CONCLUSIONS AND FUTURE DIRECTION

In Chapters 2,3, and 4, we systematically studied the dynamic process of subduction
initiation, from analytical solutions to numerical models, from theory to observation,

and from simplified 2D perspectives to the realism of the 3D world.

In Chapter 2, we started with a simple 2D problem. We established a set of
analytical formulations that describe the force balance of the subducting plate in an
induced subduction initiation system and validated the equations with geodynamic
models. Those simple formulations provided us with some physical intuition on the
subduction initiation system. Firstly, the widely observed compression-extension
transition in the stress state results from the slab pull taking over the far-field
compression as the major driving force when subduction initiates. Secondly, the
strain weakening rate is a governing factor that controls the initiation time and

energy.

Chapter 3 follows up on the theory established in Chapter 2. By extending the model
domain into sliced 3D, we accounted for the component of strike-slip motion. With
analytical and numerical approaches, we demonstrated the addition of strike-slip
makes subduction easier to occur. By modifying the weakening rate, the effect
of strike-slip velocity can be easily accounted for. We also discovered a strain
partitioning system can emerge as a natural consequence of subduction initiation at
a strike-slip boundary. Finally, we compared the initiation time, which marks when
compression turns into an extension interior of the plate, from the theory against
the observation. The first-order agreement in initiation time between the analytical

prediction and the geological observations serves as a validation of our theory.

Despite the alignment with data, 2D or sliced 3D models are still over-simplified
from the real world. Therefore we moved on to the realistic 3D geodynamic models
with a case study of the Puysegur trench offshore New Zealand. As the initial
and boundary conditions are well-constrained by the regional plate reconstructions,
the geodynamic models, starting from 15 Ma, are able to fit current-day observa-
tions surprisingly well. The models are even capable of reproducing small-scale
topographic features, like the Snares zone, whose formation mechanism is still not

entirely clear. By comparing a variety of geophysical and geological observations,
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we find a fast weakening rate is required to produce Puysegur subduction initiation.
Such a fast weakening rate might correspond to pore pressure weakening in the

shallow depth and grain size reduction in the deeper depth.

In the first three chapters, we study the same topic, the subduction initiation, with
distinct methodology and philosophy. On the one hand, simple models and theories
are able to capture first-order physics and make some large-scale predictions that
agree with observations. On the other hand, sophisticated 3D models exhibit an
enormous capacity in matching small-scale observations. Success in fitting all the
data leads to a "best fitting" model, and from a "best fitting" model we can learn

more about the mechanisms of plate boundary weakening.

The second half of the thesis is about a distinct topic, the ambient noise correlation
in northern Los Angeles sedimentary basins. In Chapters 5 and 6, we analyzed
two parts of the ambient noise correlation function: the direct arrivals and the
spurious arrivals. From the direct arrivals, we extracted Empirical Green’s function
and established a shear wave velocity model for the northern LA basins. We also
developed a technique to identify the fundamental and higher mode of Rayleigh
waves based on particle motion. With the new dense array dataset, we see a lower
velocity in the northern LA basins than in previous models, which may explain
why previous ground-shaking models underestimated the ground motion in LA
region when a large earthquake occurs from San Andreas faults. In Chapter 6, we
developed a method that maps the ambient noise source from the spurious arrivals
in correlation functions. In north LA basins, the inverted noise source distribution
shows a correlation with the structures with strong velocity contrast, like basin edge
and faults. With this technique, spurious arrivals, a widespread but long-ignored

signal, can be used to illuminate more underground structures.
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