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ABSTRACT

Ever more powerful and densely packed chips for applications like cryptocurrency mining
and artificial intelligence generate such enormous heat fluxes that designers are pivoting from
gas to liquid cooling to forestall damage from thermal runaway. Even with optimal flow
patterns however, the intrinsic thermal boundary resistance at the liquid/solid (L/S) interface
poses an additional source of thermal impedance. There is a lingering misconception in the
field that the higher the liquid contact density, the more frequent the L/S collision rate and
the smaller the thermal slip length. Here we present an insightful counterexample based
on non-equilibrium molecular dynamics simulations of a classical liquid confined between
different facets of a face centered cubic crystal held at different temperature. We have
conducted a comprehensive study to quantify thermal exchange and propagation across the
interface by varying the L/S interaction energy, L/S repulsive distance, facet orientation,
thermal flux and local temperature with particular emphasis on the properties of the liquid
contact layer (i.e., liquid monolayer adjacent to the solid surface). Numerous static and
dynamic quantities characterizing the contact layer reveal the ways in which long range
order, anisotropy of the L/S potential and correlated motion act to reduce the thermal slip
length. Systems with the smallest thermal slip length exhibit two distinct features: 2D caged
motion with string-like alignment of liquid particles unlike that observed in glassy systems

and larger non-ergodicity parameter but shorter, not longer, caging times.

These simulations have revealed two master curves which help unify the various influences
atplay. The first relation directly links the thermal slip length to the temperature modified 2D
static structure factor representing long-range order in the contact layer. The second relation
directly links the thermal slip length to the temperature modified dominant frequencies of the
first solid and liquid layer as extracted from the density of states. These correlations, which
represent power law dependencies, offer a new paradigm for the design of L/S interfaces to

maximize thermal exchange across a classical L/S interface.
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Chapter 1

INTRODUCTION

1.1 Background

Phononic thermal transport through an interface between two dissimilar materials is under-
mined by a thermal jump AT which deteriorates the effective thermal gradient applied to the
system. This thermal jump is known to result from the thermal boundary resistance (TBR)

or Kapitza resistance defined as [30]

/e

R =%
AT

(1.1)

where J, is a thermal flux in the direction normal to the interface. TBR is often considered
to play critical roles in heat dissipation across the interface, especially when the system size
is small. In analogue of the velocity slip length which describes the momentum transfer
across a liquid/solid (L/S) interface, the characteristic length scale known as the thermal

slip length L7 is often used to quantify TBR as follows:

AT

Lr=k(T)R= ——~—
|dT/dZ|liq

(1.2)

Here, k(T) the local thermal conductivity and |d7T /dz|;;4 is the thermal gradient in the bulk
liquid region obeying the Fourier’s law:

ar

JZ - k(T) ’d_Z’liq '

(1.3)

A simple illustration in Fig. 1.1 schematically shows that L7 is the distance within the solid
where the linear extrapolation of the liquid temperature profile matches the solid temperature
at the interface. Physically, the thermal slip length represents the thickness of a liquid film

that covers the temperature difference equivalent to the thermal jump induced by TBR.

The newest generation of integrated chips for machine learning and artificial intelligence
generate enormous power densities, so much so that the extraction of waste heat is now
considered the limiting factor in information processing. Without rapid extraction of waste
heat, densely packed chips easily malfunction from hot spot formation and subsequent ther-
mal runaway. Early studies of heterogeneous bipolar transistors, for example, indicated how
current or voltage instabilities generate thermal runaway from rapidly increasing junction
temperatures [39]. For this reason, the newest generation of compact chips designed for

power intensive applications such as data mining and machine learning require single phase
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Figure 1.1: Schematic diagram (not drawn to scale) illustrating the definition of the thermal
slip length [Eq. (1.2)]. With this definition, the extent of the interfacial region is intended
to be infinitesimally small in comparison to the thickness of the adjacent solid and liquid
layers.

liquid cooling. The switch from gas to liquid cooling [79], which relies on circulation of a
coolant through a network of embedded microfluidic channels has proven fairly successful
in this regard. Even for optimal circulation patterns, however, thermal extraction remains
suboptimal due to the intrinsic thermal boundary resistance at the L/S interface, which must

be overcome for optimal performance.

1.1.1 Predictions of thermal boundary resistance at cryogenic temperatures

Researchers long ago developed two main models for predicting TBR at cryogenic temper-
atures for systems in which phonons are the dominant heat carrier. The acoustic mismatch
model (AMM) assumes specular reflection of phonons at the interface, somewhat akin to
specular reflection of electromagnetic waves described by the Fresnel equations. This ide-
alized model overestimates TBR in some systems by over two orders of magnitude, e.g.,
Fig. 1 in Ref. [69]. Interesting, it also predicts a finite value of TBR for two identical
contacting media by virtue of the fact that the interface introduces a discontinuity [69].
The diffuse mismatch model (DMM), which tends to underestimate TBR, assumes all inci-
dent phonons undergo scattering at the interface. Generally then, the smaller the acoustic
impedance mismatch of the two adjoining materials or the fewer number of surface defects,
the smaller the degree of phonon scattering and the smaller the value R, e.g., Fig. 14 in
Ref. [69]. Both the AMM and DMM model suffer from the limitation that the input values
to R rely exclusively on material constants characterizing the adjoining media and therefore
don’t incorporate consideration of the interfacial bonding energy or surface defects. De-
spite these shortcomings, however, at low temperatures below about 30 K, the predictions
they yield offer reasonable estimates for solid/solid (S/S) systems when treated to minimize
surface defects and pressed together tightly to minimize voids and asperities [70]. Closer

to room temperature however, where inelastic phonon scattering and other surface effects
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play a significant role, neither model provides a reliable estimate of R. Researchers have
recently introduced a "phonon model of thermodynamics," an equilibrium based concept
able to predict with surprising accuracy over a wide range in temperature and pressure the
specific heat of many liquids ranging from noble and metallic to hydrogen-bonded fluids
[8]. Whether elements of this successful model can perhaps be extended to non-equilibrium

systems maintaining a thermal gradient remains to be seen.

1.1.2 Necessity of non-equilibrium molecular dynamics simulations

There exist but a few experimental techniques for measuring TBR or L7 at interfaces in
microscale systems due to limitations in resolution and restrictions on the thermal penetration
depth of the heat source. Although improvements are underway to enhance measurement
sensitivity of the thermal slip length at S/S [88] and L/S [91] interfaces, the latter is
particularly challenging at non-cryogenic temperatures. Researchers have therefore come to
rely heavily on particle-based simulation methods for quantifying thermal exchange across
the L/S barrier. In particular, non-equilibrium molecular dynamics (NEMD) simulations are
well poised to offer solutions to this challenge. The intermolecular potential of choice for a
spherically symmetric two-body interaction of simple neutral particles is the Lennard-Jones
(LJ) potential, which has allowed highly accurate predictions of thermophysical values for
gaseous, liquid and solid argon. The LJ potential scales as eU(r/o), where ¢ is the inter
particle interaction energy, U is the potential function, r is the particle separation distance and
o is the approximate repulsive distance (sometimes called the particle diameter). According
to the principle of corresponding states [24], the thermodynamic, structural and dynamic
behavior of many other liquids and solids can also be modeled by the LJ potential by different
choice of € and o - hence, the ubiquitous use of NEMD studies based on the LJ potential
[24].

Early NEMD benchmark studies of a bulk homogeneous isotropic fluid confined between
two unstructured walls at different temperature confirmed that thermal conduction within
the interior liquid and solid is well described by Eq. (1.3) for fluid density, pressure
and temperature ranging from gas-liquid coexistence to the freezing [71] point. With this
finding established, researchers began exploring the influence of the L/S interaction energy
ers and repulsive distance on the degree of liquid density stratification near a wall, a
layering phenomenon first detected in equilibrium systems [16, 25, 67]. The first and largest
oscillation in the liquid density profile, which always occurs next to the wall, is known
as the contact layer and its contact density p. determined by the first liquid density peak
immediately adjacent to the L/S interface. The value p. should not be confused with the
peak density of the contact layer, a local value signifying the maximum amplitude of the first
oscillation. As is common, the separation distance between the peak density of the first solid
and liquid layers is known as the depletion layer thickness. Subsequent studies unveiled

numerous correlations between the thermal slip length in L/S systems and parameters such
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as the LJ interaction energy [5, 42-44, 84, 90], liquid pressure [21, 50], wall surface
temperature [3, 47], wall roughness [84], wall symmetry [51, 77], liquid thickness [33],
spring constant used in popular wall-spring models [33] and more. During the last twenty
years, NEMD simulations have been extended to the study of structured fluids including

hydrogen bonded liquids and solids describing metal, dielectric and insulating material.

1.1.3 Importance of the contact layer

Somewhat analogous to the transmission and reflection of light at the boundary separating
media of different refractive index, the L/S interface also plays a significant role in regulating
the transmission and reflection of thermal energy. As first reported [5, 41], the stronger the
L/S interaction energy, the smaller the thermal slip length but the mechanisms responsible for
this connection are not well understood. Studies have since attributed this correspondence
to an increase in the density of adsorptive/absorptive particles in the contact layer onto
the solid surface [49, 53], which some have quantified by the contact density p. [17, 21,
29]. Larger values of the contact density can be had by lowering the system temperature,
increasing the liquid pressure or using a denser bulk fluid. It has also been reported in
NEMD simulations of L/S systems consisting of water in contact with various orientations
of solid silicon that a higher thermal boundary conductance (i.e., lower thermal boundary
resistance) correlates closely with a smaller depletion layer thickness [59], which has been
attributed to two possible effects. The higher the contact density p., the denser the first
liquid layer and presumably the more frequent the collisions with the solid layer. Secondly,
the smaller the depletion layer thickness, the stronger the influence of the corrugations in
the solid surface potential, which presumably enhances thermal exchange. Motivated by
such findings, NEMD studies have tended to focus on the amplitude, number and character
of density oscillations representing the degree of liquid layering against a structured solid.
In this work we focus almost exclusively on stationary and dynamic properties associated
with the planar (2D) motion of particles within the contact layer. Subscripts ¢ shall refer to
particles in the contact layer and the symbol || to measurements associated with 2D motion
in the plane defined by the L/S interface.

1.1.4 Frequency analysis of the interfacial thermal transport

It is common to explore the underlying mechanism of interfacial thermal transport across the
L/S interface in view of vibrational modes. In particular, a classical model of phononic heat
transfer (e.g., the acoustic mismatch model [32, 69]) suggests that there exists a correlation
between TBR and overlap of density of states (the DOS; i.e., the number of vibrational
modes distributed per unit frequency) of two dissimilar materials forming the interface.
Strictly speaking, this picture is valid only at cryogenic temperatures where anharmonic
modes are nearly non-existent so that phonon scattering at the interface is perfectly specular.

Nevertheless, the concept of the DOS overlap is still widely used as a convenient tool
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for understanding vibrational dynamics driving the interfacial thermal transport. Recent
computational works have reported the correlation between the TBR and the DOS overlap not
only for S/S interfaces [75, 87] but also for L/S interfaces [9, 18, 86, 93] even though phonon
may not be a suitable as a picture of thermal energy carrier in liquids. In the meanwhile,
several computational works reported that TBR at L/S interfaces is negligibly influenced by
a degree of the DOS overlap [1, 83]. Therefore, there exists no universal agreement on the
extent to which the phonon-based model is applicable to thermal conduction across the L/S

interface.

1.2 Overview of our work

We preformed a series of NEMD simulations to investigate a correlation between TBR across
the L/S interface and structural/dynamical properties characterizing the liquid layering at the
interface. The simulations to be described are based on a simple monatomic liquid confined
between two identical crystalline walls oriented along one of three facets and whose exterior
boundaries are maintained at a given temperature difference. The quantities that were varied
include the macroscopic temperature difference applied to the system, the energy and length
parameters characterizing the L/S interaction potential, and the orientation of the crystal
lattice comprising the solid substrates. The computational details and methods of analysis

used to quantify various stationary and dynamic quantities are detailed in Section 1.3.

In Chapter 2, we first benchmark the system by showing how crystal facet orientation, L/S
interaction energy and contact layer temperature influence stationary properties such as the
liquid density profile, liquid contact density, temperature profiles, thermal flux and thermal
slip length. We then examine features of the 2D (i.e., in-plane) radial distribution function
and 2D static structure factor describing particle organization throughout the contact layer.
This is followed by examination of the 2D and 3D velocity autocorrelation function, 2D
mean square displacement and 2D self-intermediate scattering function. The discussion
in Section 2.4 focuses on the main finding that a smaller thermal slip length correlates

positively with a larger non-ergodicity parameter but shorter — not longer — caging time.

In Chapter 3, we first examine the vibrational modes that contribute to energy exchange
between the liquid and solid particles by computing the spectral heat flux [Eq. (1.17)]
decomposed into the in-plane (i.e., along the x- and y-axes) and out-of-plane (i.e., along the
z-axis) components. We then analyze heterogeneous dynamics in the contact layer using
NGP given by Eq. (1.14) to extract characteristic times for the short-time ballistic motion
and subsequent caging motion. The frequencies corresponding to these characteristic times
are used to analyze the frequency range where the normal modes in the contact layer are
most abundant. Then, we analyze the DOS of the first liquid and contact layers to quantify a
degree of overlap between the distributions and study its impact on TBR. Finally, we propose

a master curve relation for TBR in terms of contact layer temperature and L/S frequencies.
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In Chapter 4, we used non-equilibrium molecular dynamics (NEMD) simulations to study
thermal transport in a simple monatomic liquid confined between two crystalline walls whose
exterior layers are maintained at different temperatures. By varying the energy parameter
(wettability) and length parameter (repulsive distance) characterizing the L/S interaction
and the temperature difference imposed on the system, we observed correlations between
the thermal jump or thermal slip length and structural properties of the contact layer and
analyzed their dependence on the local temperature at the interface. We argue that common
descriptions of the contact layer including the contact density and depletion layer thickness
cannot serve as a single unifying descriptor reflecting the effect of simultaneously changing
the length and energy parameters on TBR. As an alternative, the 2D static structure factor was
used to quantify a degree of spatial commensurability between the contact layer and surface
potential of the adjacent solid. In the context of the fluid velocity slip at solid surfaces, the
static structure factor has proven useful to understanding the momentum transfer across L/S
interfaces [57, 74], but its significance in thermal transport has been much underestimated.
To the extent of our knowledge, no previous work has provided a quantitative description
of how in-plane liquid ordering affects thermal energy exchange between liquid and solid
particles. We report that a simultaneous variation of the length and energy parameters result
in a strong correlation between the thermal slip length and structure factor, suggesting that
in-plane liquid ordering in directions normal to the heat flux plays more fundamental role

in heat transfer than simple density enhancement.

We also explored the role of harmonic vibrational coupling on the interfacial thermal
transport by computing the DOS of the contact layer and first solid layer. Instead of the DOS
overlap commonly employed in MD studies, we measured the ratio of peak frequencies of
the first solid layer and contact layer to quantify a degree of proximity between the DOS
distributions of these layers. From the result of simulations, we constructed two types of
master curve relations for the thermal slip length, the first expressing the thermal slip length
in terms of the peak value of the structure factor and contact layer temperature and the
second describing the correlation between the thermal slip length and peak frequency ratio.
Both master curves were confirmed to be in excellent agreement with the measurements

simulations within the parametric range explored.

1.3 Computational details

In this section, we provide computational descriptions of NEMD simulations applying to
all projects discussed below. All physical quantities reported in this work are scaled by
the reduced units in Table 1.1. The geometry of the multilayer rectangular cell used in the

simulations is illustrated in Fig. 1.2(a) and its dimensions listed in Table 1.2.

As shown, the liquid layer was confined between two unthermostatted solid walls of thickness
LM = L. The centerline of the liquid layer was positioned at the coordinate origin

z = 0. Each solid layer acting as the thermal source or sink was placed in contact with
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Figure 1.2: Schematics of the computational cell employed in NEMD simulations. (a) Liquid
layer (yellow region) confined between two parallel solid walls (grey region) composed of
FCC unit cells. External solid layers in red and blue were maintained at thermostat source
and sink temperatures Tgource and Tink, respectively. Listed above the cell geometry are the
approximate number of FCC unit cell lengths spanning each layer. (b) Three FCC facet
orientations used in this study. Identical facet orientations were imposed on all solid layers.

a thermostatted solid of thickness L%°“°® = [si"  A]l simulations were carried out with
thermostat temperatures Tsource = 1.3 +AT 7 ang/2 and Tging = 1.3 — ATy 444 /2 where ATy g
is the temperature difference applied between the heat source and heat sink. The values
of AT} 4ng and other simulation parameters chosen for individual projects are provided in
Sections 2.2, 3.2, and 4.2. Migration or sublimation from the outermost boundaries of

thickness L1**d was preventing by affixing those particle in place.

All pairwise interactions between particle pairs (ij) = LL, LS or SS were modeled by a

truncated and shifted 12-6 LJ potential given by

Ulr)-Ul(re) ifr<re,

Ui (r) = . (1.4)
0 ifr>r¢
where
Ur) = 4gij[(%)lz - (?)6] : (15)

and r = |F; — 7| denotes the particle separation distance, &;; is the pairwise interaction
energy (also called the bonding strength) and o, is the separation distance corresponding
to U(r = o) = 0. The potential cutoff radius was set to r. = 2.5. The truncated and shifted

potential guarantees there are no discontinuities in the force field and therefore no impulsive



Physical quantity Numerical value

mass m* = 6.690 x 10726 kg
length o* =0.3405x 10" m
energy € =1653x10723]
temperature T =€*/kp =119.8 °K

time = (m*o*?[e)'/2 = 2.14 ps
mass density  p* =m*/(c*)>

pressure p*=¢€/(c*) =41.7 N/m?

FCC edge length a*=1.5600*=5.382 x 1071"m

Table 1.1: Symbols, numerical values and scalings for non-dimensionalization of physical
quantities based on fluid argon [27, 45, 81]. Asterisk superscripts signify dimensional
quantities. The Boltzmann constant kg = 1.380649 x 10~ J/K.

effects which could otherwise influence particle trajectories. Additional key parameters are
listed in Table 1.1. For the range of temperature and density in this study, it was confirmed
that the interior of the fluid layer remained a well defined dense liquid far from the critical
and triple point [27, 72].

Cell dimensions [001] [011] [111]
L, 12.48 12.48 13.24
L, 12.48 13.24 13.37
L4 (1 unit cell per end) 1.56 1.10 1.80
Lsovree 39.00 39.71 40.53
L 21.84 22.06 21.17
Ll 31.20 30.89 29.72
L 21.84 22.06 21.17
Lsink 39.00 39.71 40.53

Total length along z axis 156.00 156.64 156.72

Table 1.2: Dimensions of the computational cell in Fig. 1.2(a) in reduced units.

To allow propagation of anharmonic modes, all solid layers were constructed using the
LJ potential in contrast to studies which utilize harmonic wall-spring models. Since the
melting temperature of an LJ solid is estimated to be T,,, ~ £55/2 [68], the S/S interaction
energy was set to £gs = 10 to ensure those layers remained in the solid state throughout the
temperature range explored. At the start of each run, particles comprising all solid layers
were situated identically and arranged on the lattice sites of an FCC crystal with unit cell
edge length a = 1.56 [6]. Each solid layer comprised an integer number of unit cells to
prevent overlap of particles along cell edges. The unit cells were oriented with their surface
normal representing the [001], [011] or [111] facet oriented along the Z axis. Dimensions

for each orientation are shown in Fig. 1.2(b). The coordinates of the smallest reciprocal



FCC facet ko.x ko.y

[001] +4.03 +4.03
[011] (shortest) +4.03 0.00
[011] (2nd shortest) 0.00 +5.70
[111] (quadrants) +5.70 +3.29
[111] (vertical axis) 0.00 +6.58

Table 1.3: Set of shortest reciprocal lattice vectors (RLVs) l—éo = (kg,k‘y’) (in reduced
units) for three FCC facets of a real crystal lattice with unit cell edge length 1.560°".
The RLVs for [001] are (27/a*)(ex, ey), for [011] are (27/a*)(ex,0) and for [111] are
(2n/a*)(V2ey, \/%Ey) and (27/a*)(0, \/%Ey). The shortest and 2nd shortest RLVs for
the [011] facet are relevant to this study, as discussed in the text.

lattice vectors for the real space facet orientations are listed in Table 1.4. Periodic boundary

conditions were enforced along the X and y axes.

The L/S interaction strength was varied in increments of 0.1 over the range 0.1 < g7 < 1.0
spanning behavior from non-wetting to strongly wetting, respectively. Different values of the
thermal flux J, were generated naturally by different choices of L/S interaction parameters
(eLs and o 5), temperature difference AT}y 454, and crystal facet orientation. Simultaneous
measurements extracted from the colder and hotter side of the liquid layer also allowed

examination of the influence of local temperature on various static and dynamic quantities.

FCC facet ko, x ko.y

[001] +4.03 +4.03
[011] (shortest) +4.03 0.00
[011] (2nd shortest) 0.00 +5.70
[111] (quadrants) +5.70 +3.29
[111] (vertical axis) 0.00 +6.58

Table 1.4: Set of shortest reciprocal lattice vectors (RLVs) /20 = (k)‘z,kg) (in reduced
units) for three FCC facets of a real crystal lattice with unit cell edge length 1.5605".
The RLVs for [001] are (271/a*)(ex, ey), for [011] are (27/a*)(ex,0) and for [111] are
(2n/a*)(V2ey, \/me’\y) and (2m/a*) (0, M?y). The shortest and 2nd shortest RLV's for
the [011] facet are relevant to this study, as discussed in the text.

1.3.1 Temperature control

The NEMD simulations were carried out using the open source package LAMMPS [54,
73]. The equations of motion were integrated by the Verlet method [81] based on an time
integration step At;,, = 0.002. Liquid particles, initially situated on the lattice sites of an
FCC crystal, were sequentially removed from the fluid layer until the bulk liquid density

achieved a value pp,r ~ 0.84. Particles in the liquid and unthermostatted solid layers were
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initially equilibrated using a Nosé-Hoover thermostat [28] to a temperature Teqyj = 1.3 for
a period 10°At;,, = 200. This thermostat was then switched off and instead two Langevin
thermostats [64] were activated in the heat source (red solid layers in Fig. 1.2) and heat sink
(blue solid layers in Fig. 1.2) to maintain their temperatures at Tgoyrce and Ting, respectively.
Numerically, this is accomplished by replacing the Newton’s equation of motion by the

following Langevin equation:

d*7; dU;;(r) . 1 d¥; -
= i oy * Pt (1.6)
i£]
where 7; is the 3D spatial coordinate of particle i and ﬁstoch denotes a random force vec-
tor modeled by a normal distribution of magnitude [7e¢/(Tdamp Atm,)]l/ 2 with set point
temperature Ty;. The damping constant was chosen to be Tgamp = 500 At;,; = 1.0. After
activation of the Langevin thermostats, particles were subject to an additional stabilization
period of 2 x 10°At;,; = 400 to ensure steady state conditions. Particle trajectories in the
unthermostatted liquid and solid layers evolved according to Newton’s equation of motion,
i.e., Eq. (1.6) without the damping or stochastic term. The motion of unthermostatted par-
ticles therefore derived exclusively from LJ interactions with neighboring particles situated
within the potential cutoff radius » < r. = 2.5. To ensure proper thermal calibration, it

was confirmed that for Tyource = Tiink, the simulations generated a uniformly flat temperature

profile throughout the unthermostatted liquid and solid layers.

The thickness of the thermostatted layers L5°*® and L*"%, which ranged from about 39 to
40 (in reduced units), was chosen to exceed the length of a typical phonon mean free path
a so as to avoid spurious reduction in thermal boundary resistance [37]. It has been shown
that for @ = c¢ X Tgamp < 2L, where ¢, is the longitudinal speed of sound [21], phonons
generated within the thermostatted layers are dissipated before undergoing reflection and
propagation from the outer boundary to the L/S interface. Stevens et al. [68] have reported
that the value ¢y for an FCC crystal is well approximated by the relation ¢; = 9.53+/ess.
For the parameter values used in this study, namely egs = 10, Tgamp = 1 and Ly = 39, the
inequality @ = c¢ X Tgamp = 9.53v10 ~ 30 < 2L, = 78.0 was well satisfied.

Previous studies in the literature [21, 50] have examined the influence of liquid pressure on
the reduction in thermal boundary resistance. We confirmed that the pressure within the bulk
liquid was very weakly dependent on FCC facet orientation and not a significant contributor
to any reductions in thermal slip length measured. Specifically, the pressures within the
bulk liquid for e = 0.1 were measured to be 2.72 + 0.03[001], 2.78 + 0.02[011] and
2.86+0.02[111] and for e 5 = 1.0 were measured to be 2.54+0.02[001], 2.60+0.03[011]
and 2.66 +0.03[111]. All things equal, non-wetting fluids gave rise to a slightly higher bulk

liquid pressure, as expected. For the density and temperature range explored in this study,
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it was confirmed that roughly 90% of the bulk liquid pressure stemmed from the virial (not

kinetic) contribution.

1.3.2 Averaging procedure for time-independent quantities

After thermal stabilization was complete and a steady thermal flux established, averages of
various time-independent quantities were carried out as follows. The motion of particles
was monitored for a total time fior = 5 X 10°At;,, = 10*, which was divided into ten equal
and non-overlapping subdivisions. Within each subdivision, the motion was sampled at
intervals of 500At;,; = 1.0 and so the mean values extracted from each subdivision were
based on 1000 samplings. This sampling interval was chosen based on inspection of the
velocity autocorrelation function, which decayed to zero by r = 1.0 (see Fig. 2.13). In
what follows, the reported average values and standard deviations of all time-independent
quantities, which are denoted by angular brackets (-), were computed by averaging the

mean values from each of the ten subdivisions.

Variation of quantities along the Z axis was obtained by partitioning the unthermostatted
liquid and solid layers into non-overlapping bins of volume Ly X Ly X Azpin, Where Azpiy
is the bin width. A very slender bin width Azpi, = 0.016 was used in computing density
profiles (p(z)) to ensure resolution of spatial oscillations near the L/S interface indicative
of liquid layering. The average density (p(z)) within each bin was computed from the ratio
Pbin = {Nbin)/Vbin, Where (Npin) is the average number of particles within a bin. For the
values given in Table 1.2, the bin volume corresponding to each facet orientation was 2.49
for [001], 2.64 for [011] and 2.83 for [111]. In this study, the mass density and number
density are equivalent since the masses of solid and liquid particles were all set to unity.

A coarser resolution Azpi, = 0.785 was used for extracting the temperature distribution
(T(z)). Too small a bin width causes excessively noisy velocity and thermal profiles
from too small values of Np;,. It was confirmed that even for the narrowest bin width
Azpin = 0.016, (T'(z)) did not exhibit oscillations near the L/S interface. The average

temperature T, within a bin was extracted from the equipartition relation

1 Nbin
Toin = v2), 1.7
bin <3Nbin Z Vl> ( )

where i denotes a particle within the bin with a (3D) velocity vector vV = (vy,vy,v;). In
computing the thermal gradient within the interior liquid and solid layers and corresponding
thermal slip length, only the linear portion of the distribution 7'(z) away from the L/S

interface was fitted.

Temperature jumps at the L/S boundary were extracted from the difference between the
temperature profiles linearly extrapolated from the interior solid and liquid layers evaluated

at the midpoint of the depletion layer thickness, defined as the distance along the Z axis
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separating the peak values in density of the first adjacent solid and liquid layer. As expected,
depletion layer thickness was found to vary with g, facet orientation and contact layer
temperature. The thermal slip length, measured at both the hotter and colder sides of the

liquid layer, was computed from Eq. (1.2).

In what follows, the contact layer refers exclusively to the first layer of liquid particles
immediately adjacent to the solid surface. The thickness of this layer was measured to be
the distance between neighboring minima in p(z) bracketing the first oscillation in the liquid
density. This distance was evaluated unambiguously because of the distinct stratification in

liquid density near the L/S interface for all parameter values explored.

As discussed in later chapters, different choices of €7 g and crystal facet orientation naturally

yielded different values of the thermal flux J,, which was evaluated from estimates of

— 1 Enet(t)
© LyXLy t

) (1.8)

where E () is the net thermal input over a time interval ¢ that was required to maintain the
Langevin reservoirs at the set point temperatures Tsource and Tsink. It was confirmed that Epe
increased linearly in time, as required for steady state conditions. The thermal conductivity
values representing the interior liquid and interior solid layers was extracted from the ratio
k = J,/|dT/dz|, where the thermal gradient was obtained by a least squares fit over the

linear portion of the thermal profile.

Steady state particle distribution patterns within the interior liquid, contact layer and first

crystalline layer were evaluated using the static 2D radial distribution function given by

(1.9)

g”(r) _ <Lx X Ly npairs(r)> ’

N 2nrAr

where N is the number of particles within the selected layer and np,irs is the number of

particle pairs within an annulus of radius r — Ar/2 < r < r + Ar/2 with Ar = 0.01.

Additional information about long range order within the contact layers was obtained from

the static 2D structure factor given by

NC NC
SL(I;):<$Zexp (ik - 7p) exp(—ik-7q)>, (1.10)

¢ p=1 g=1

where N, is the number of particles in the contact layer and k= (kx, ky) is a planar wave
vector. Eq. (1.10) is normalized such that 0 < Sﬂ(Z) < 1. It was confirmed that within
statistical error, contributions from the imaginary part of Eq. (1.10) were vanishingly small.

All reported measurements in this work represent the real contribution to Eq. (1.10).
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The Voronoi diagrams were generated using MATLAB based on a randomly-selected snap-
shot of liquid particles in the contact layer. Since particles in the contact liquid layer do
not have the same z-coordinate in most cases, we considered two-dimensional Voronoi
diagrams of the projections of particle positions onto the xy-plane. For each particle in
the contact layer, the coordination number m is represented by the number of edges in the
two-dimensional Voronoi cell. To compare Voronoi diagrams across three facets and ana-
lyze their temperature and wettability dependencies, we evaluated the coordination number
distributions, i.e., the number of Voronoi cells with m-edges normalized by the total number
of Voronoi cells found in the contact layer. In current study, we obtained the coordina-
tion number distributions for m = 4,5, 6 which correspond to rectangular, pentagonal, and
hexagonal cells, respectively. It will be later shown that Voronoi cells with other shapes are

rarely seen in the contact layer.

Rotational symmetry corresponding tom = 4, 5, 6 is quantified by the local bond-orientational

order parameter which is defined as

N¢ Ni
1 1
U = —Z—Zexp(imt?jk). (1.11)
Ne £4N; 4

Here, m is an integer representing the rotational degree of freedom, N is the number of first
neighbors of particle j, and 6 is the angle made by the line joining particle j and one of
its neighbors k with the x-axis. Here, the first neighbors refer to all particles located in the
first shell of the 2D radial distribution function Eq. 1.9.

1.3.3 Averaging procedure for time-dependent quantities

Time-dependent and correlated behavior of particles in the contact layer was based exclu-
sively on collections of liquid particles which remained within the layer throughout the
entire measurement interval. Particles which exited the contact layer but then returned were
excluded from the current analysis. For a given solid facet orientation, it was generally the
case that an increase in €15 or decrease in contact layer temperature led to longer particle

residence times.

Once steady state thermal conditions had been established, averages of time-dependent quan-
tities were carried out using the following block averaging scheme. For the first block, track-
ing of particle trajectories was initiated at data collection times ¢, = (0, 10, 20, ..., 475, 000)x
At;y, then subsequently sampled at short intervals 10Az;,,; = 0.02. Data collection spanned a
periodt, <t < t,+ty, where ty was selected to be the longest interval of time during which
at least ten particles remained exclusively within the contact layer throughout the period of
measurement. For comparison, listed in Table 1.5 are measurements of the average total

number of particles within the hotter and colder contact layer for two values of £7,5 and the



14

three facets. Therefore, by the time only ten particles from the original occupancy number

remained, roughly 90% had exited the layer at least once.

Facet ers (Nehotter (Ne)colder
[001] 0.1 1043+04 109.9+0.4
[011] 0.1 116604 1253 +0.4
[111] 0.1 122.0+0.4 128.6+0.4
[001] 1.0 1149+04 125.0«0.5
[011] 1.0 80.7+0.3 929+0.4
[111] 1.0 134.1+04 161.4+0.5

Table 1.5: Average total number of particles (N, ) in the contact layer at the hotter and colder
side for €75 = 0.1 and 1.0 and three facets.

Each initial time for data collection 7, therefore led to slightly different values of 7¢. For
meaningful averages with a single block, the smallest value 7y was used to compute the
time average relevant to the block. A similar procedure was applied to two subsequent
non-overlapping blocks, with the first data collection time in the sequence set to the value
t ¢ of the previous block. The smallest overall value ¢ recorded for three such blocks was
then used to extract the final average reported pertaining to the overall block (B) average.
Relations for quantities indicated by the symbol (-)fj . therefore denote the final average
value based averages over 7, followed by block averaging. In all cases, the time 77 far

exceeded the decay time of the velocity autocorrelation function by an order of magnitude.

Dynamic regimes describing different types of particle motion within the contact layer were
quantified by the 2D mean-squared displacements, self-intermediate scattering function,

and non-Gaussian parameter. The 2D mean-squared displacement was computed as

N, B
1 < - - 2
MSD!\(r) = <N_c DU Fito +1) = Fi(to) >t : (1.12)
where 7 (1) = [x;(t), y;(t)] is the 2D position vector of particle j within the contact layer
and N. = Nc(t,,t5) is the number of particles permanently occupying the contact layer
throughout the measurement interval ¢, < t < 1, + ty subject to the constraint N. > 10.

The 2D self-intermediate scattering function was evaluated according to

Iz LS 7 B, 5
Flko 1) = (= exp{zko-[rj(z0+z)—rj(zo)]} , (1.13)
Cj:1

to

where 1?(, represents the wave vector corresponding to the first peak in the structure factor.

As discussed earlier, 120 was found to equal the smallest reciprocal lattice vector except



15

for the [011] case below the structural transition which coincided instead with the second
smallest reciprocal lattice vector. The results in Section 2.3 represent the real contribution

to F, L'.' (/?0, t) - the imaginary contributions were found to be negligibly small by comparison.

Dynamic heterogeneity governing structural relaxation of the contact layer is quantified by

the non-Gaussian parameter (NGP) which is defined as [58]

(Ar(n)*)

0= ey

1, (1.14)

where d = 2 represents the spatial dimension. Non-Gaussian behavior or underlying
dynamic heterogeneity leading to caged motion within the contact layer is represented by

non-zero value of the NGP.

The velocity autocorrelation function for particles in the contact layer was determined in

similar fashion according to

Ne B
VACF! (1) =<Ni23j(zo+z)-vj-(t(,)> : (1.15)

C ]:]

o

We then computed the density of states which is obtained by taking the temporal Fourier
transform of the VACF [7]:

B

4 [ir g
DOS(v):<N.T/0 Zﬁj(t,,ﬂ)-vj(t(,)cos(zmvt)dt> . (1.16)

J=1

o

Here T is the local temperature in the first solid or liquid layer and v is the frequency. The
normalization factor in Eq. (1.16) was chosen to satisfy the equipartition theorem upon inte-
grating over all frequencies: /000 DOS(v)dv ~ 3. Itis crucial that local thermal equilibrium
is established in the solid or liquid layer since Eq. 1.16 is based on the equipartition theorem,
i.e., that the solid or liquid layer has a well-defined temperature even when the system as a
whole is in thermal non-equilibrium. In Section 2.3.1, we demonstrate that local thermal
equilibrium is indeed established by showing that particles in the contact layer follow the

Maxwell-Boltzmann distribution function even when thermal gradient is non-zero.

1.3.4 Averaging procedure for spectral heat flux

The mode-level contribution to the interfacial heat transfer was quantified using the spectral
heat flux, [60-62]:

qgL—s (V) =

B
> . (1.17)

Re ) [ Fijletn) i) dr
i,j v—>®

L, x Ly<
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Here, 1 is the correlation interval between the velocity v; of the i-th solid atom and the
force F; ; exerted by the j-th liquid atom, and the symbol (- B represents an average over
five non-overlapping time blocks which will be detailed shortly. On average, the correlation
function F; j(t+10) -vi(t9) depends only on 7 (and not on a time origin #,) due to the assumed
steady state. The double summation is over all L/S pairs within the cutoff distance from the
L/S interface. Following the derivation in Ref. [60], we could express Eq. 1.17 in terms of

discrete Fourier transforms of force and velocity trajectories obtained from the solid atoms:

B
> . (1.18)

Here, the discrete Fourier transforms of force (F; ;j(v)) and velocity (V;(v)) are evaluated as

o 2
->s\v)=
s S XL, N, A,

samp

Re > Fij(v) - vi(v)
i

N,
samp
Fi’j(Vl) = Atsamp Z eZmVlkAtsampFij(kAtsamp), (1.19)
k=1
Nsamp
Vi) = Aty Y e KM (KAL) (1.20)
k=1
Here, Az, = 10At;,, is the time interval between successive data collection, N, = =
5 x 10* is the total number of samples used to compute discrete Fourier transforms, and
vi =1/Ng, At (1=0,1,2...) is the sampling frequency.

We collected force and velocity over five non-overlapping, evenly-spaced time blocks starting
att, = (5nx 10° )Atins where n = 0, 1,2, 3, 4. For instance, force and velocity of particles in
the first time block starting at #, = 0 was collected at f = (0, 10, 20, 30, - - - , 5x10° = 10)A;;.
Then, the discrete Fourier transforms for force [Eq. (1.19)] and velocity [Eq. (1.20)] were
computed to obtain the spectral heat flux within each block. A Gaussian window of width
Av = 1.0 was required to smooth out the sharply fluctuating spectrum within each block.

Finally, five samples thus obtained were averaged to compute the final average.

It is also possible to decompose Eq. (1.18) into contributions along different directions as

follows:

B
> , (1.21)

where a € x, y, z denotes the contribution along one of the three Cartesian coordinates, and

Rez F:.‘j’.(v)v?(v)

i.j

1 2
@ —
qL—>S(V)_ L, x Ly N Atsamp<

samp

F;F]’.(v) and v:?’(v) are the respective components of the discrete Fourier transforms in Eq.
(1.19) and Eq. (1.20).
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Chapter 2

EFFECT OF CAGING DYNAMICS IN THE CONTACT LAYER ON
THERMAL TRANSPORT

2.1 Overview of this chapter

The simulation parameters used in this project are discussed in Section 2.2. In Section 2.3,
we first benchmark the system by showing how crystal facet orientation, L/S interaction
energy and contact layer temperature influence stationary properties such as the liquid
density profile, liquid contact density, temperature profiles, thermal flux and thermal slip
length. We then examine features of the 2D (i.e., in-plane) radial distribution function and
2D static structure factor describing particle organization throughout the contact layer. This
is followed by examination of the 2D and 3D velocity autocorrelation function, 2D mean
square displacement and 2D self-intermediate scattering function. The discussion in Section
2.4 focuses on the main finding that a smaller thermal slip length correlates positively with

a larger non-ergodicity parameter but shorter — not longer — caging time.

Variable Value in scaled units

mass of each particle
LJ particle diameter
LJ interaction energy

FCC edge length
integration time step
source temperature
sink temperature
bulk liquid density
FCC unit cell density

FCC crystal facet

1

O =08s =0Ls = 1.0

ELL = 1.0

ESS = 10

LS = 0.1-1.0
a =1.560

Atin; = 0.002
Tsource = 1.6
Tsink = 1.0

pr = 0.84

ps = 1.0536

[001], [011], [111]

Table 2.1: List of simulation parameters employed in Chapters 2-3. All numerical values
are reported in dimensionless units detailed in Tablel.1.

2.2 Simulation parameters

In this project, the FCC crystal lattice comprising each solid substrate was orientated so that
the [001], [011], and [111] crystal directions are pointing along the Z axis. Three solid facets
constituting the first solid layers are depicted in Fig. 1.2(b). For each choice of FCC facet, we
systematically increased the L/S interaction energy €15 from 0.1 (non-wetting interaction)

to 1.0 (strongly-wetting interaction) in increments of 0.1. The L/S repulsive distance o.s
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was fixed to 1.0 in all simulation runs.The heat source and heat sink temperatures were set
t0 Tsource = 1.6 and Ty = 1.0, respectively, for all simulation runs in this project. The
temperature dependence of TBR and other interfacial properties was analyzed by comparing
the measurements taken at the hotter and colder interfaces. The numerical values of other

simulation parameters are summarized in Table 2.1.

2.3 Results
0.7 :_I LI I LI I LI I LI I LI I_j
C [01 1] Tsource: 1.6 .
0.6F Tsink=1.0 4
0 55_ N €5 =10 _E
0 45 —— Maxwell - §
e Boltzmann 3
v o .
P( ) 0.3F Eq.(14)
0 25_ Hotter contact_E
- Colder contact < layer .
0.1 j layer — e
0 3
0

.0
0 1.0 20 3.0 40 5.
Particle speed v

Figure 2.1: Sample distribution #(v) showing liquid particle speed inside the hotter and
colder contact layer facing an [011] facet for €15 = 1.0. Superimposed on the data is the
Maxwell-Boltzmann distribution function in Eq. (2.1) for fit constants T;lit =1.526 £ 0.001
and T/t = 1.0740 + 0.0009.

2.3.1 Thermal equilibrium of the contact layer
Shown in Fig. 2.1 is a sample plot of the particle speed distribution in a hotter and colder
contact layer against a [011] facet for £, = 1.0. Superimposed on the data are least square

fits to the Maxwell-Boltzmann distribution (in reduced units)

1 \32, v? ,

P(v;) = 4”(%) Vi exp (— ﬁ) fori € N, 2.1
where v% = (vl-,x)2 + (v,-,y)2 + (vl-,z)z. Least squares fits to Eq. (2.1) yielded the fit
constants T}flit =1.526 + 0.001 and TCﬁt = 1.074 £ 0.001. The average kinetic energy in the
contact layer, as derived from the Maxwell-Boltzmann distribution, yields the equipartition
relation. Least squares fits to Eq. (1.7) yielded very similar estimates 7, = 1.529 + 0.006
and T, = 1.074 + 0.004, as should be the case.

As expected, the distribution of particle speeds in Fig. 2.1 is broader and the average speed
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and therefore kinetic energy higher for the particles in the hotter layer. While the overall
layered S/L/S system describes a state of thermal non-equilibrium due to the application of
a steady temperature gradient, this distribution of velocities confirms that the contact layer
is in a state of local thermal equilibrium. It was also confirmed that for the parameter values
used in this study, the liquid film remained quiescent and never underwent any convective

flow.

2.3.2 Characterization of contact layer by time-independent quantities

2.3.2.1 Contact layer density

It is known from prior molecular dynamics studies of systems in thermal equilibrium [16,
25, 67, 78, 80] and non-equilibrium [4, 21, 41, 43, 57, 74, 76] that a fluid in contact
with a featureless or structured solid will exhibit an oscillatory density profile p(z). The
characteristic peak to peak separation is normally set by the repulsive part of the inter particle
potential. For a sufficiently thick liquid layer, the amplitude and number of oscillations
increases at colder temperature or higher values of ers, with rapid decay to the value of
the interior liquid. These general features are evident too in Fig. 2.2(a)—(f) showing the
influence of £ s, facet and local temperature on the liquid density profile. The horizontal

line is the reference value p = 0.84 of the interior liquid chosen for this study.

The results in Fig. 2.2(a)—(f) confirm that the spacing of crystal planes is smallest for the
[011] and largest for the [111] facet and that the solid layer peak density is largest for [111]
and smallest for [011], in line with the facet dimensions in Fig. 1.2(b). The degree of liquid
layering, indicated by the amplitude and number of oscillations, is smallest for the [011]
facet and largest for the [111] facet. This suggests that particles in the contact layer against
a [011] facet can move more easily between layers in comparison to comparable particles
against the other two facets. We shall return to this point when discussing results extracted
from actual particle trajectories. At both the hotter and colder interfaces, it is apparent that
the liquid facing the [011] facet also undergoes a structural transition at some value &g
which depends on temperature. This abrupt jump, particularly noticeable on the hotter side,
is evident from the shift in the location of the first liquid oscillation. For values €15 above
the transition, the depletion layer thickness for the [011] case decreases while that for the
[001] and [111] undergo a slight increase. That said, the depletion layer thickness for the
liquid facing a [011] facet is always the smallest of all facets no matter the value 5.

Shown in Fig. 2.2(g) is the contact density p. for the contact layer facing different facets
on the hotter and colder side with increasing €15. In all cases, p. rises monotonically with
increasing €5, although the slope of the rise is highest for colder temperature. In comparing
the influence of facet orientation either on the hotter or colder side, for a given value of €15,
P 1s smallest against the [011] facet by a significant amount and largest against the [111]

facet. The structural transition noted earlier for the [011] case seems evident here too for
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Figure 2.2: Liquid density p(z) at (a)—(c) hotter and (d)—(f) colder L/S interfaces for three
facets and 0.1 < gr5 < 1.0 in increments of 0.1. Also shown are the first few peaks of
the solid density for ezs = 1.0 (amplitude exceeds plot boundary) and the interior liquid
density ppux = 0.84 (grey horizontal line). Numerical values listed next to the first solid
layer denote the peak solid density (evaluated with bin width Az = 0.016). (g) Contact
density p. across three facets for 0.1 < gr5 < 1.0. Connecting segments are only a guide

to the eye. Error bars are smaller than the line thickness and not visible.



21
0.3 < ers < 0.4; below this range, p. is rather insensitive to ;s and temperature.

It is well known that the interfacial energy density (i.e., energy per unit area of the interface)
of liquid particles against a structured or unstructured solid wall is comprised of three
distinct contributions — namely, the Gibbs surface excess energy, the excess entropy and
the excess number of absorbed liquid particles [78]. Although beyond the scope of this
current work, quantification of the relative contributions to the interfacial energy density for
increasing value £ s, different facet orientation and different local temperature will provide
more insight into the mechanism driving the structural transition of the contact layer for the
[011] case.

2.3.2.2 Thermal profiles and thermal flux

Shown in Fig. 2.3(a)—(c) are the temperature profiles 7'(z) throughout the liquid and unther-
mostatted solid layers. The sizeable jumps at the hotter and colder side reflect the influence
of thermal boundary resistance at a L/S interface. Away from the interface, the profiles
are linear and the thermal gradient therefore constant, confirming the layers are Fourier
conductors. Since the interior liquid density depends on temperature and pressure, there is
no symmetry about the z = 0 axis, as evident. At steady state and in the absence of con-
vective flow, energy conservation requires that the thermal flux J, be a constant throughout
the unthermostatted layers. Therefore, the layer containing liquid must maintain a much
larger magnitude of the thermal gradient, since the thermal conductivity of a simple liquid
is always much smaller than that of a solid. The results show that the slope of 7'(z) in the
liquid layer increases monotonically with increasing value g, corresponding to smaller
values of the thermal jump. Measured values of the thermal flux, thermal gradient and
thermal conductivity can be found in Table 2.5 and values of the thermal jump and contact
layer temperature in Table 2.6. The data confirm that an increase in L/S interaction energy
ers reduces thermal boundary resistance such that the temperature of the contact layer 7,
is closer to the surface temperature of the solid facet. The data also reveal that for a given
value g, the thermal jump AT is not always higher at the colder interface, as one might
intuit naively. In fact, the data in Table 2.6 confirm that for the same value €5, the ratio
AT |notter | AT | cotder can be smaller, equal to or larger than one. This is because even for the
same value €75 and same facet, the thermal flux J, is different due to the influence of local
temperature. It is for this reason that proper comparison between systems of the thermal
boundary resistance or thermal slip length requires normalization by the thermal flux, just
as indicated by the definitions in Eq. (1.1) and Eq. (1.2).

Recall that in this study, the set point temperature of the thermal source and sink were set
at Tsource = 1.6 and Tk = 0.6 for all simulations conducted. The steady thermal flux J,
propagating through the system was therefore not imposed but arose naturally by choice of

ers and facet orientation. These two input parameters also determined the contact layer
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Figure 2.3: Steady state temperature distribution 7'(z) throughout the solid and liquid layers
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to the eye.
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temperature. For the geometry used in this study, the L/S interaction energy s and facet
choice therefore essentially established “interface filters” which regulated the magnitude of
the thermal flux crossing the L/S interface as well as the contact layer temperature. The
results in Fig. 2.3(d) show that for the same value £ s, the highest thermal flux is achieved

with the [011] facet by a significant amount.

20 F — T T T T T T T T T ]
B Hotter Colder
[001] --0-- —a— | ]

[011] -—0-- —e—

15 %

Ly 10

0.0 0.2 0.4 0.6 0.8 1.0
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Figure 2.4: Reduction in the thermal slip length L with (a) increasing L/S interaction
energy £1.s and (b) increasing contact density p. at the hotter and colder interfaces for three
facet orientations. Superposed solid and dashed curves represent least squares fit to Eq.
(2.2) and Eq. (2.3), with fit constants listed in Table 2.2 and Table 2.3, respectively.

2.3.2.3 Dependence of the thermal slip length on L/S interaction energy and contact
density

Shown in Fig. 2.4(a) is the reduction in the thermal slip length, computed from Eq. (1.2), at
the hotter and colder L/S interface, for increasing value £ 5 and increasing contact density
for the three solid facets. In all cases, the thermal slip length decreases monotonically
with increasing €7s. The reduction in Lt is higher for 15 < 0.6 and more gradual above
that value showing less sensitivity to £75 for more wetting liquids. The key result is that
for a given value g1, the thermal slip length is always smallest for the [011] facet by a

considerable amount and largest for the [111] facet. A reduction in thermal slip length as
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£rs increases has previously been reported in NEMD studies [4, 5, 90] relying on different
thermostatting methods, different L/S media and different parameter ranges, but no general

relation proposed. Our data in Fig. 2.4(a) are well fit by the quadratic relation

Lr(ers)=a-bers+c sis , 2.2)

Facet H/C side a b c

[001] H 165+£0.5 19.0+2.0 8.0+1.0

[011] H 129+0.2 159+0.8 7.3+0.6

[111] H 16.9 +0.3 20.0+1.0 8.7+0.8

[001] C 18.7+0.6 24.0+2.0 11.0+2.0

[011] C 147+0.5 20.0+2.0 9.0+1.0

[

_
=
—_

=
(@)

19506 26.0+£2.0 12.0+2.0

Table 2.2: Least squares fit coefficients and standard deviation values for parameters a, b
and c in Eq. (2.2).

indicated by the superposed solid and dashed lines representing least square fits, where a, b
and c are positive constants dependent on facet orientation and and 7,. Fit coefficients are
listed in Table 2.2.

Shown in Fig. 2.4(b) is the reduction in Ly for increasing value p., where of course the value
P cannot be specified but emerges naturally in response to the parameter values input into
the simulation. Except for a few notable points, the thermal slip length generally decreases
monotonically with increasing value p., reflecting the influence of the L/S coupling energy.
The important result here is that either at the hotter or colder L/S interface, the thermal slip
length is smallest for the [011] facet and largest for the [111] facet. The superposed solid

and dashed lines indicate least square fits to the reciprocal function

)
Lr(pc) = , (2.3)
Pc — @2

Facet H/C side aq an

[001] H 11.8+04 0.88 +0.04
[011] H 8.40+1.0 0.17 +0.12
[111] H 142 +0.3 1.00 + 0.02
[001] C 6.60 £0.2 0.94 +0.02
[011] C 270+ 0.9 0.63+0.12
[111] C 8.03+04 1.03 £ 0.04

Table 2.3: Least squares fit coefficients and standard deviation values for parameters | and
az in Eq. (2.3).
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where o and @, are positive constants that depend on facet orientation and 7¢; fit constants
are listed in Table 2.3. For the [011] facet, the data points for e.5 = 0.1,0.2,0.3 on the
colder side, and for 0.1 < g15 < 0.7 on the hotter side deviate more significantly from the
reciprocal relation, as indicated by the larger standard deviation values reported in Table
2.3. As mentioned earlier in this section and to be discussed in more detail in Section
2.3.2.6, the contact layer against the [011] facet undergoes a structural transition as a certain
value of 15, which varies with temperature. The data points in Fig. 2.4(b) which deviate
most from the reciprocal relation in Eq. (2.3) represent those systems below the transition
point. This transition induced by the [011] facet was also evident in Fig. 2.2(g) at the colder
interface, but less noticeable at the hotter interface where p. is not as sensitive to . No
similar transition was observed for the [001] or [111] facet for the parameter range in this

study.

Taken together, the results in Figs. 2.2(g), 2.3(d), and 2.4(b) are seemingly counterintuitive.
For the same value £ 5, a hotter or colder contact layer against the [011] facet generates the
highest thermal flux J, of all three facets despite having the smallest - not largest - contact
density p. . Therefore, a higher contact density does not uniquely predict a higher thermal
flux (nor lower thermal resistance or higher thermal conductance), as sometimes suggested
[17, 21, 29]. In the original AMM model proposed by Khalatnikov [31, 55], the relation
governing the thermal boundary resistance for superfluid helium against a metal surface
was shown to depend on several variables such as the local temperature, liquid pressure,
elastic properties of the liquid and solid, and the excitation spectra of electrons and different
phonon branches of the solid. An increase in one variable can therefore be offset by other
factors or confounding variables such that no one variable is a unique predictor of TBR.
The results shown in Figs. 2.2(a)—(f) do suggest that systems with the smallest depletion
layer thickness, as for the [011] facet, do appear to maintain the highest thermal flux.
Similar behavior [59] has been reported in NEMD simulations of L/S media described by
more complex intermolecular potentials describing water on silicon and water on graphene

coated silicon; however the depletion length in that study was defined somewhat differently.

2.3.2.4 Voronoi diagram, coordination number, and local bond-orientational order

parameter

Some qualitative but crucial features of particle distribution within the contact layer are
captured by the Voronoi diagrams presented in Fig. 2.5. Each Voronoi diagram is based
on a snapshot of the contact layer randomly obtained over 5 x 10° time steps after thermal
equilibration was complete. We compared the in-plane liquid distributions against the non-
wetting interface (15 = 0.1) and the strongly-wetting interface (ers = 1.0) to analyze the
wettability dependence of liquid structures against three facets at different temperatures.
The coordination number of each particle is read from the number of edges comprising

the Voronoi cell. To simplify current analysis, we focus exclusively on the populations
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Figure 2.5: The Voronoi tessellations in the contact liquid layers across the colder (left two
columns) and hotter (right two columns) FCC facets at €15 = 0.1 and 1.0. The number of
edges comprising each cell is represented by the color scheme shown at the bottom.

of rectangular cells (m = 4), pentagonal cells (m = 5), and hexagonal cells (m = 6).
It was confirmed in background that other shapes (triangular, heptagonal, and octagonal
cells) comprise less than 5% of the Voronoi cells in all contact layers, so the restriction to

m = 4,5, 6 has no significant influence on discussions that follow.

We find that particle distributions within the hotter contacts layers are almost unaffected
by the presence of the nearby solid even when the interface is strongly-wetting. For all
three facets, the tessellations are predominantly occupied by pentagonal and hexagonal
cells which seem to be distributed randomly (i.e., large clusters of pentagonal or hexagonal
cells are not found). The apparent lack of the spatial ordering is due to thermally-induced
particle diffusion which leads to frequent hopping from one equilibrium position to another.
As indicated in Table 2.5, the numerically obtained temperatures inside the contact layers
when g7 = 1.0 are 1.513 + 0.004 for the [001] facet, 1.529 + 0.006 for the [011] facet,
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and 1.503 + 0.007 for the [111] facet. Since T is equivalent to average kinetic energy of a
single particle in two-dimensional system, thermal energy per particle is approximately 50%
larger than er s = 1.0 in these three cases. Thus, particle dynamics at the hotter interface
is thermally-driven, and liquid particles continuously diffuse within the contact layer until
they suddenly jump to the adjacent liquid layer. Because 0.1 < gr5 < 1.0 is smaller in
magnitude compared to thermal energy, it naturally follows that liquid particle distributions

are nearly independent of L/S wettability or facet structure.

On the other hand, particle distributions within the colder contact layers inherit periodic
patterns of the crystalline surfaces when L/S binding energy is 7 = 1.0. From Table 2.5,
the temperatures within the contact layers are 1.089 +0.004 for the [001] facet, 1.074+0.004
for the [011] facet, and 1.095 + 0.004 for the [111] facet. All temperature measurements
are within 10% of L/S binding energy, so L/S binding exerts comparable effects on particle
dynamics within the contact layer under strongly-wetting interaction. Consequently, the
Voronoi diagrams corresponding to the [001], [011], and [111] facets are predominantly
occupied by squares, rectangles, and hexagons, respectively. The long-range spatial ordering
corresponding to the respective facet is observed in all three contact layers. Thus, phase
transition from the liquid-like to solid-like structures is likely taking place in the contact

layer as e s approaches thermal energy from the equipartition theorem.

The coordination number distribution f;,, was computed as f,;, = (N,,;/N.) where N, is the
number of Voronoi cells with m edges, N, is the total number of Voronoi cells in a snapshot,
and the angle brackets denote time averaging whose procedure was detailed in Section 1.3.
The distributions corresponding to m = 4,5,6 are plotted against 0.1 < g5 < 1.0 in
Fig. 2.6. In the non-wetting regime (s < 0.3), the average distributions of rectangular,
pentagonal, and hexagonal cells are nearly identical in all three facets, and they are (f3 =
0.10, f5 = 0.50, fs = 0.35). At the hotter interface, f,,, remains nearly unchanged as g s is
increased to 1.0 for any m (weak dependence on surface wettability). On the other hand, the
stronger wettability dependence is observed at the colder interface. When & s is increased,
fm corresponding to the symmetrical structure of the solid surface increases rapidly (i.e.,
m = 4 for [001] and [011], and m = 6 for [111]). As seen in Fig. 2.6(a), f4 for the [011]
facet is greater than that for [001] for any £5. The relative population of pentagonal cells
in Fig. 2.6(b) decays moderately when &g is increased, but it is less sensitive to the L/S

coupling compared to f; or fg.

The symmetrical structures seen in the Voronoi diagrams are further quantified using the
bond-orientational order parameter [Eq. (1.11)] for m = 4,5,6. As seen in Fig. 2.6(d), ¥4
corresponding to the colder [001] facet and colder/hotter [011] facet increases abruptly as
ers is increased to 1.0 as if the phase transition is taking place. For the colder [001] facet,
Y4 deviates significantly from zero near €75 ~ 0.7, but no analogous behavior is seen for

the hotter [001] facet. The colder and hotter [011] facets undergo this phase transition at
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Figure 2.6: Time-averaged quantities characterizing the rotational symmetries observed
in the contact liquid layers across three FCC facets. (a)—(c) The fraction f;, of Voronoi
cells with m vertices (m = 4,5, 6), and (d)—(f) the corresponding bond-orientational order
parameter |, | across three FCC facets, all plotted against £7s. The consecutive symbols
are connected by line segments for visual clarity.

ers = 0.4 and 0.8, respectively, both of which are well below the corresponding values for
the colder and hotter [001] facets. Moreover, irrespective of the local temperature, ¢4 for
the [011] facet is consistently larger than that for the [001] facet once the phase transition
takes place. This analysis suggests that the interfacial liquid structure against the [011] facet
develops stronger 4-fold rotational symmetry compared to that against the [001] facet. Not

surprisingly, ¥4 for the [111] facet remains smaller than 0.1 over the range 0.1 < gr5 < 1.0.

As seen in Fig. 2.6(e), the extracted values of 5 are vanishingly small for all interfaces

examined in this work. While this is not particular unexpected given that three solid
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facets lack the 5-fold rotational symmetry, it is noteworthy that the considerable fraction of
pentagonal cells indicated in Fig. 2.6(b) makes no contribution to the structural symmetry
in the contact layer, i.e., the pentagonal cells in the Voronoi diagrams represent purely
disordered states. Finally, ¢ versus ers in Fig. 2.6(f) indicates the strong presence of
6-fold symmetric structure against the [011] and [111] facets. An increase of s with
respect to £ is gradual, and no abrupt behavior is seen as in the case of ¢4 in Fig. 2.6(d).
Despite the obvious hexagonal structure of the [111] facet, the extracted values of ¢ are
larger against the [011] facet under the strongly-wetting L/S interaction for both the colder
and hotter interfaces. This is rather surprising given the dominating presence of hexagonal
Voronoi cells for the [111] facet in Fig. 2.5.

2.3.2.5 2D radial distribution function

Shown in Fig. 2.7 are the 2D radial distribution functions gll(r) for particles in the contact
layer at the hotter and colder interfaces for three facet orientations with increasing value
ers. Also superimposed are the results for the first crystal plane for e = 1.0 and the
interior liquid. It was determined (not shown) that gl (+) within the interior liquid and first
crystal plane varied weakly with €7 5. The lack of sensitivity to e s of the interior liquid
region is likely due to the fact that the layer thickness was fairly large and the interior region
therefore well shielded from the L/S interface. We also recall that the crystal solid used
in this study was constructed using large ratios €5s5/ers of the order of 10 to 100, thereby

reducing sensitivity of gl (r) for the first crystal plane to changes in £75.

As expected, the colder the interface temperature and the stronger the L/S coupling, the
stronger the commensurability between the radial distribution of particles within the contact
layer and those of the adjacent crystal facet. For the [011] facet, comparison of the distri-
bution function g/l (r) between the contact layer and interior liquid reveals that at smaller
values &7 s, the location and shape of the first two liquid peaks almost superimpose, with
a small but gradual increase in the mismatch as r increases. This indicates that the local
spatial distribution of particles in the contact layer is more isotropic and more liquid-like
than for the contact layers against the [001] and [111] facet. This is especially evident for the
colder contact layer for 15 < 0.3 and the hotter contact layer for er s < 0.7. Notably, this is
the same parameter range which we noted earlier gave rise to the deviations in the reciprocal
functions shown in Fig. 2.4(b). Also evident from Fig. 2.7 is that while the contact layer
against the [001] and [111] facet undergoes a smooth and gradual increase in g” (r)asers
increases, the layer against the [011] facet manifests an abrupt jump in behavior, indicative

of the structural transition noted earlier.
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Figure 2.7: 2D radial distribution function gl (r) given by Eq. (1.9) for (a)—(c) hotter and
(d)—(f) colder contact layers (colored curves) for 0 < gr5 < 1.0 in increments of 0.1 and
three facets. Shown for comparison is the distribution for the interior liquid (black curve)
as well as the first crystal plane for 75 = 1.0 (red and blue shaded peaks).

2.3.2.6 2D static structure factor

The results in Fig. 2.8 for the static 2D structure factor given by Eq. (1.10) provide
additional insight into the degree of commensurability between the organization of particles
in the contact layer and first crystal plane. The logarithmic color scale in Fig. 2.8 spans
three orders of magnitude. Generally, for the same value &, the colder the contact layer,
the closer the structure factor resembles that of the crystal facet, as indicated by the set of
discrete points reflecting the maxima. The hotter the contact layer, the more fluid-like the
particle packing, as indicated by the circular ring patterns. For all facets, the hotter contact

layers for £;,5 = 1.0 show stronger commensurability with the underlying crystal facet than
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Figure 2.8: Static 2D structure factor Sﬂ (ky, ky) [Eq. (1.10)] for the hotter and colder contact
layer for two values of L/S interaction energy and three facet orientations. Maximal values
appear as small solid red dots.

do the colder contact layers for e s = 0.1. Most notably, for either ers = 0.10r 1.0, the
[011] facet always induces much longer-range translational order within the contact layer

than do the other two facets.

Closer inspection of the images in Fig. 2.8 and other images for different values of £1s (not
shown) reveals that while the global maxima (small red solid dots) of Sﬂ(kx, ky) for the
[001] or [111] case always align with the wave vectors defining the shortest RLVs, the [011]
case behaves differently due to the structural transition noted earlier. For x5 = 0.1, which is
below the transition value, the maxima of S ﬂ (ky, ky) coincide not with the smallest but the
second smallest RLVs, specified in Table 1.4). For e15 = 1.0, which is above the transition,
the maxima occur at the shortest RLVs of the crystal facet. Based on a review of the data

for all choices €5, the real space configuration of particles in the colder contact layer is
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Figure 2.9: Maxima of the static 2D structure factor S, extracted from Eq. (1.10) for
particles in the hotter and colder contact layer for three facets and 0 < 15 < 1.0 in
increments of 0.1. Connecting segments are only a guide to the eye. Coordinates of the
relevant reciprocal lattice vectors are listed in Table 1.4.

characterized by a preferential alignment of particles along the X axis for ez < 0.3 and
preferential alignment along the § axis for 15 > 0.4. This switch in alignment also occurs
within the hotter layer in crossing the value 0.7 < g1 < 0.8. This additional information
further informs the trends noted earlier in Fig. 2.6(d)—(f) and Fig. 2.7.

The maxima of Sﬂ(kx, ky), denoted by S,ax = Sﬂ(k(,,x, ko,y), are plotted in Fig. 2.9 for
increasing value ers. For the [111] case, the results show greater sensitivity to gr5 for
the colder layer, as expected. Also, while S,,,, for the [001] and [111] facets shows a
smooth and gradual increase with increasing £ s, the [011] case manifests sizeable jumps at
0.7 < ers < 0.8 in the hotter layer and at 0.3 < 15 < 0.4 for the colder layer. These jumps
correspond exactly to the switch in particle alignment which occurs for liquid particles
against the [011] facet. Above the transition, the values S,,,x for the [011] case always
and significantly exceed the values for the other two facets. Therefore particle alignment
along the ¥ axis reflects much stronger commensurability with the periodic pattern set by
the corrugation of the crystal surface potential. Below the transition value, S,,, for the
colder layer against the [001] facet slightly exceeds that for the [011] facet but this difference

altogether disappears at higher temperatures.

2.3.3 Characterization of contact layer by time-dependent quantities

2.3.3.1 2D mean squared displacemen

Shown in Fig. 2.10 are sample snapshots from individual runs of the location of particles
in the hotter and colder contact layer for two values of €75 and three facet orientations. The
time fqj; denotes the instant after which one of four randomly tagged particles escaped the

contact layer. Accurate inferences about particle motion and dynamics, of course, requires
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extensive ensemble averaging, as discussed in Section 1.3. However, the instantaneous
snapshots from a single run nonetheless reveal a few interesting trends, later supported by

proper ensemble averaging as discussed later in this section.
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Figure 2.10: Sample snapshots from individual runs showing the position of particles in the
contact layer at time fxj; (grey dots). Highlighted are the trajectories (red, green, yellow
and blue segments) of four randomly tagged particles with their final location at f = fexjt
indicated by a black circle. For the two images marked ¢ = 100, all four tagged particles
remained within the contact layer at least through that time.

For a given facet with e,5 = 1.0, a colder contact layer maintains a higher liquid surface
density and longer particle residence times, as expected. Also, such layers more strongly
adopt the dimensions and symmetry of the adjacent crystal surface potential, an effect
which is not as evident to the eye for £5 = 0.1. For 7 s = 1.0, perhaps the most interesting
feature is that particles against either the hotter or colder [011] facet undergo the shortest
displacement from their initial position, likely indicative of tighter binding with the solid
surface, and yet experience the smallest residence times in comparison to the results for
the other two facets. This tentative observation, based only on a few single snapshots,
suggests that particles against the [011] facet more readily escape the layer perhaps in
response to hindered diffusion in-plane. In what follows, we support this hypothesis with a
more comprehensive set of data extracted from many more particle trajectories, which are

properly ensemble averaged.

Some key features of the contact layer become evident when examining temporal correlations
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obtained by extensive ensemble and block averaging of single particle trajectories. Shown
in Fig. 2.11 is the 2D mean square displacement M SDﬂ(t) plotted on logarithmic axes
for particles in the hotter and colder contact layer for three facet orientations and 0.1 <
ers < 1.0. These results are exclusively based on particles which never left the contact layer
throughout the measurement interval shown. As described in Section 1.3.3, the measurement
interval was terminated once fewer than ten particles satisfied that minimum occupancy
condition. Runs conducted with different input parameter values therefore yielded different

terminal times.

The superposed lines in Fig. 2.11(a)—(f) signify the theoretical exponents for the early (E)
and late (L) time motion of a particle in a bulk homogeneous isotropic fluid far from any
boundary or interface. These exponent values describe ideal ballistic motion (yg = 2) and
diffusive motion (yy = 1). In all cases for the system under study, the influence of the
crystal surface potential diminishes the magnitude of these exponents, as evident in Fig.
2.12. In Table 2.7, the exponents for yg were extracted from least square fits over the
interval 0.02 < ¢ < 0.10 and for y;, over the interval spanning the last decade in time. For
motion showing plateau-like response following the (sub) ballistic regime, as observed for
the colder [011] facet for € > 0.4 or hotter [011] facet for € > 0.8, the least squares fits were
extracted using only the last half-decade. This is because for some parameter values, the
plateau-like regime extended only a short period and it was preferable in extracting exponent
values to use the same interval in time. Nevertheless, it is clear that the 2D mean square
displacement of particles against the [011] facet exhibits the largest departure from the ideal

value yy, = 1, reflecting a significant retarding influence from the crystal surface potential.

The results in Fig. 2.11 confirm some interesting features. The behavior of particles against
the [001] and [111] facets show a smooth transition from sub-ballistic to sub-diffusive
motion, with a gradual reduction in the magnitudes of yg and y;, with increasing value 7.5
By contrast, particles against the [011] facet experience a significant slowdown following
the sub-ballistic regime, with a notable drop in the value yg exactly at the values of g5
where there occurs a structural transition discussed earlier. The motion both prior and
subsequent to this transition is indicative of 2D caged motion whereby longer excursions
from diffusive-like motion are severely repressed. Below the transition in g5, caged motion
is weaker. Above the transition, particle localization is enhanced and caging quite strong.
Against the colder [001] and [111] facets, one also observes a small transient slowdown in
mean square displacement quickly followed by a longer sub-diffusive regime. The caged
motion induced by the colder [001] and [111] facets is very weak, even for the largest values

of ELS.

The fitted power law exponents plotted in Fig. 2.12 and tabulated in Table 2.7 reveal some
interesting features. For all parameter ranges tested, the exponents yg, which span the

limited range 1.83 < yg < 1.90, are always smaller than the ideal value 2.0. The motion
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Figure 2.11: 2D Mean square displacement M S Dﬂ(t) given by Eq. (1.12) at (a)—(c) hotter
and (d)—(f) colder L/S interfaces for three facets and 0.1 < g7 < 1.0 in increments of 0.1.
The data shown is restricted to trajectories of particles ten or more of which remain within
contact layer throughout entire measurement interval. Superposed lines denote exponent
values for ideal ballistic (yg) and ideal diffusive (y;) motion. Vertical lines through icons
signify standard deviation.

of particles in the contact layer is therefore slowed in comparison to ideal ballistic motion
in a simple homogenous fluid but not by much. Furthermore, the values yg are relatively
insensitive to facet orientation and temperature and exhibit only a slight decrease as £
increases. This minor reduction in exponent is expected since ballistic-like motion is by its
very nature inertia-dominated [36] and therefore should not be as sensitive to the influence
of the crystal surface potential. For a simple bulk homogenous and isotropic fluid, the

mean square displacement in the ballistic regime scales according to 7' x 2 (i.e., (kgT /m)t>
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in dimensional units). (Incorporation of hydrodynamic memory effects [26, 82] is known
to alter this relation slightly such that the particle mass m is replaced by a slightly larger
effective mass to account for the fraction of surrounding fluid displaced by the motion of the
particle.) The entries in Table 2.7 and corresponding values of the contact layer temperature
T, in Table 2.6 confirm that hotter particles undergo larger mean square displacement even

in the presence of a corrugated surface potential for the values £ 5 tested.
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Figure 2.12: Exponents extracted from least squares fit to data in Fig. 2.11. Connecting
segments are a guide to the eye.

As shown in Fig. 2.12, the exponents vy span a much wider range and they too fall below
the ideal value 1.0. At late times then, particle motion in the contact layer experiences
significant slowdown due to the influence of the periodically corrugated crystal surface
potential. For similar parameter values, liquid particles against the [011] facet undergo the
smallest 2D mean square displacement, while particles against the [111] facet undergo the
largest. Below the structural transition in e g for particles against the [011] facet discussed
earlier, the values y; manifest sizeable jumps. Together with the results in Fig. 2.9, this
implies that the longer range the 2D structural order, induced by colder temperature and/or
larger values of &, the smaller the 2D mean square displacement. Clearly, the hindrance or
suppression of 2D diffusive-like motion in the contact layer is caused by significant energy

barriers established by the corrugated crystal surface potential.

The caged motion inferred from . for the [011] case, especially notable above the structural
transition, can also be seen in Figs. 2.11(b) and (e), where there occurs a distinct plateau-like
region with a small or vanishing slope. For the colder layer at higher values of £ g, the
2D mean square displacement practically stalls due to significant particle localization. This

behavior spans about one decade in time for the hotter layers and almost two decades in time
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for the colder layers. Near ¢ > 10~! for larger values of &g, the motion briefly reverses as
particles undergo recoil within dynamic cages just prior to onset of the 2D caged regime.

At higher temperatures and smaller values of & s, this recoil is far less pronounced.

Generally, the terminal time increases as g1, increases. This is expected since larger L/S
bonding energy should cause more particles to remain situated within the contact layer for
longer periods of time before escaping to a subsequent liquid layer. In comparing behavior
against different facets for similar parameter values, we note that the [011] case for values
£1s below the structural transition yields terminal times only slightly longer than those for
the other two facets. However above the transition, the results in Figs. 2.11(b) and (e)
show a steep drop in M SDE (t) and very short terminal times, which are almost an order of
magnitude smaller - not larger - than for the other two facets. Therefore, while the planar
motion of particles in the contact layer is severely repressed by 2D caged motion, the caged
particles escape more rapidly into the third dimension, so to speak, funneling thermal energy

toward the colder solid more rapidly.

We recall that under steady state conditions, as in this study, the average density of particles
in each liquid layer remains fairly constant, dependent on the local temperature and pressure.
On average then, for every particle that leaves the contact layer, another replaces it. At the
hotter L/S interface, the caged motion helps funnel hotter more energetic particles to the
next liquid layer along the +Z axis, which is cooler. At the colder L/S interface, the caged
motion helps funnel colder less energetic particles to the next liquid layer along the —Z axis,
which is warmer. These particles are rapidly replaced by hotter particles from the warmer
layer, which then transfer energy to the first crystalline layer. In either case, the 2D caging
motion against the [011] facet enhances thermal transfer near the interface when compared

to the other two facets.

The 2D caged motion against the [011] facet we have described is unlike the 3D caged
motion observed in equilibrium simulations of glass-forming liquids. Glassy dynamics
has been studied in simple hard sphere models as the concentration approaches approaches
the critical packing fraction [15] and in binary mixtures of LJ particles upon approach to
the vitrification temperature [35]. Three dimensional caged motion is known to occur in
complex fluids such as water, molten silicon, polymers and long chain biological molecules,
in part due to more complex intermolecular potentials which are orientation dependent. The
formation of a plateau-like region in the 3D mean square displacement signaling 3D caging
is normally attributed to two effects. Not only are individual particles trapped in cages
formed by neighboring particles, but those neighbors are also situated within other cages,
thereby causing a significant slowing in the overall motion [34]. In such systems, the colder
the temperature and the stronger the particle interaction energy, the stronger the 3D dynamic
cage and the longer the confinement time before re-escape and re-trapping by another cage.

By contrast in our system, the colder the temperature and the stronger the L/S interaction
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energy, the stronger the 2D dynamic cage but the shorter the confinement time and the more
rapid the escape to the adjacent liquid layer.

2.3.3.2 2D and 3D velocity autocorrelation function

Caged motion can also be inferred from the velocity autocorrelation function. Early simula-
tions of fluids in equilibrium modeled as LJ particles interacting via a soft repulsive potential
like U(r) = e11.(o/r)" showed that upon approach to vitrification, there develops a period
of negative velocity autocorrelation immediately following the early ballistic regime [12,
13]. This behavior has been attributed to the reversed motion of a particle undergoing colli-
sions with neighboring particles which encircle it by a temporary mobile cage; the inclusion
of attractive forces enhances the cohesiveness or strength of the cage thereby prolonging the

period of transient confinement.
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Figure 2.13: Velocity autocorrelation function VACF,(¢t) given by Eq. (1.15) for three
facets and x5 = 0.1and 1.0 for trajectories of particles ten or more of which remain
within the contact layer throughout the measurement interval. Superscripts 3D and || denote
evaluation of Eq. (1.15) based either on 3D or in-plane 2D velocity vectors, respectively.

Transient negative autocorrelation is also seen in Fig. 2.13 showing the results for VACFSP(t)
and VAC FC|| (#). Comparing the time intervals here with the 2D mean square displacement
in Fig. 2.11, it appears that the start of the negative autocorrelation coincides with the end
of the sub-ballistic regime and onset of 2D caged regime. As expected, the amplitude of

the negative autocorrelation is larger for particles inside a colder contact layer due to the
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reduction in particle kinetic energy. Contrasting the behavior for ;5 = 0.1 and 1.0 shows
a more pronounced oscillatory behavior about zero upon escape from a transient 2D cage;
these oscillations are related to stronger memory effects associated with stronger influence
from the periodic crystal surface potential. The results also indicate a there is a stronger
dependence on facet orientation and layer temperature for £15 = 1.0 than £;,5 = 0.1, again
highlighting the influence of the periodic surface potential on nearby liquid motion. The
special character of motion within a contact layer against the [011] facet is again evident.
For the same value €15 and similar layer temperature, the [011] facet induces the strongest
yet shortest period of localization due to 2D caging quantified by the larger amplitude but
shorter period of negative velocity autocorrelation. For all parameter values tested, the
velocity autocorrelation function was found to decay to zero beyond ¢ > 1.0. The results

indicate that the caging effect is strongest for the [011] case and weakest for the [111] case.

The liquid behavior against the [011] facet exhibits another key feature most easily seen
in Fig. 2.13 for 15 = 1.0. Following the negative autocorrelation period in VACF3P(¢)
or VAC FCU (1), only the [011] case gives rise to subsequent positive values. Furthermore,
the average time spent confined within a dynamic cage, as measured from the time interval
between zero crossing points for transient trapping and escape, is shortest for particles in
the colder — not hotter — layer, a seemingly counter-intuitive result. As discussed previously
in evaluating the results of Figs. 2.11(b) and (e), for values of ;g above the structural
transition in the contact layer, particles adjacent to the [011] facet escape more rapidly. As
confirmed too by the results in Fig. 2.13 for the [011] case as well, despite that such particles
experience stronger 2D caged motion and therefore smaller 2D mean square displacements,

caged particles escape more rapidly into the third dimension, i.e., subsequent liquid layers.

Finally, while the curves for VACF3C (1) and VACF) (1) appear generally similar, there
is an important distinction worth noting. Comparison of the amplitude for the negative
autocorrelation between the three facets and different layer temperatures for ;5 = 1.0
reveals that the dominant contribution to the results shown stems from 2D motion within the
contact layer. This is also true for ex5 = 0.1 although the effect is less pronounced due to
less of an influence from the periodic solid surface potential. This suggests that irrespective
of layer temperature and facet orientation, most of the time spent in caged motion is caused
by repeated transient trapping and escape while confined to the contact layer and less so
from confinement effects in the out-of-plane direction (Z axis) caused by the liquid layering
in Fig. 2.2.

2.3.3.3 2D self-intermediate scattering function

The strength of caged motion is typically quantified by the 2D self-intermediate scattering
function (SISF) FC|| (120, t) defined in Eq. (1.13), where 120 is the wave vector corresponding
to the first peak in the structure factor. The results in Fig. 2.14 show that only for a small
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parameter set and only for the [111] case does the motion undergo a direct transition from
ballistic-like to diffusive-like dynamics. The trajectories of particles in those contact layers
are therefore the most liquid-like. All other curves in Fig. 2.14 exhibit some degree of caged
motion terminating at a non-zero value, without subsequent diffusive-like decay. For large
£Ls, the colder [111] facet induces an unusual signature as well marked by a lengthy interval
of negative constant slope, behavior not seen in 3D glassy systems either. Re-inspection of
the 2D radial distribution in Fig. 2.7, 2D structure factor in Fig. 2.8 and snapshots in Fig.

2.10 indicate that the negative slope is likely due to the formation of an epitaxial contact

layer.
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Figure 2.14: Self-intermediate scattering function FC|| (/20, t) given by Eq. (1.13) at (a)—(c)
hotter and (d)—(f) colder L/S interfaces for three facets and 0.1 < g7 < 1.0 in increments of
0.1. Wave number coordinates of the reciprocal lattice vectors corresponding to the maxima
of the 2D static in-plane structure factor are listed in Table 1.4. Vertical lines through icons
signify standard deviation (not visible when smaller than icon size).



41

In conventional glassy systems undergoing caged motion, the 3D counterpart of Eq. (1.13)
exhibits three distinct regimes: early ballistic, intermediate caging (plateau) and late time
diffusion. Numerous studies have shown that in many 3D glassy systems, the SISF from
early to late times can be fit by a double stretched exponential, each term represented by
the Kohlrausch-Williams-Watt function. The onset of the plateau signals the transition from
ergodic to non-ergodic behavior; for this reason, the amplitude of the plateau region is called
the non-ergodicity parameter [35, 48, 85]. This fitting function remains ever popular since
the extracted time constants provide estimates of the average relaxation times associated

with early ballistic and late time diffusive motion.

In the system under study, however, with the exception of the [111] facet for small &5, the
majority of curves in Fig. 2.14 cannot be fit by the usual double exponential function since
they do not asymptote to zero despite that the measurement interval extends three to four
decades in time. Instead, the curves terminate at a non-zero value, whose magnitude depends
on g5, facet and temperature. Generally, it appears that the colder the layer temperature or
the larger the value €15, the more prolonged the plateau-like region and the larger the value
F*).

The influence of facet orientation highlights some special features of the [011] case. The
curves in Fig. 2.14(b) and (e) are well separated by a large gap due to the structural transition
described earlier in Fig. 2.9 and Fig. 2.12. The two sets of curves exhibit different character.
For smaller values £ g, the curves look like typical 3D SISF curves describing unhindered
motion in a homogeneous isotropic fluid except that the diffusive tail never decays to zero.
The non-zero asymptotic value of the SISF below the structural transition implies persistent
autocorrelation while undergoing diffusion caused by influence of the periodic corrugation
of the crystal surface potential. Above the transition, the SISF curves in Fig. 2.14(b) and
(e) instead reveal a rather flat distinctive plateau, indicative of strong caged motion. In
comparing motion against the three facets, we see that for the same value of g1, the
[011] facet induces the strongest degree of caging but surprisingly, the shortest period of
confinement. The latter confirms faster escape of particles from the contact layer to the

subsequent liquid layer.

2.3.3.4 Non-ergodicity parameter

The dependence of the terminal time #* and non-ergodicity parameter value F* as &g
increases is shown in Fig. 2.15. When combined with the findings in Fig. 2.11, the results
in Fig. 2.15(a) highlight that above the value &g relating to the structural transition for
the [011] case, particles spend the least amount of time undergoing 2D caged motion than
similarly parameterized motion for contact layers against the [001] or [111] facet. The caging
residence time is much therefore shorter despite that the caging is stronger as quantified

by the value F* in Fig. 2.15(b). Below the structural transition, for the same value €5,
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Figure 2.15: SISF analysis. (a) Terminal time ¢* and (b) non-ergodicity parameter F™*
extracted from SISF curves in Fig. 2.14. Vertical lines through icons represent standard
deviation; connecting segments are a guide to the eye.

liquid particles against the [011] facet spend similar or slightly longer times undergoing
sub-diffusive or weakly caged motion as particles against the other two facets. However, for
similar contact layer temperature and identical value £ g, the [011] case always incurs the
largest value of F*. As described in Section 1.3.3, data collection was terminated at time
t* once there were fewer than 10 particles that had never left the contact layer. A different
criterion for minimum residency will of course yield different values of #* and F* but the
trends described should still distinguish the [011] facet from the other two.

2.3.4 Crystal surface potential

The discussion so far has centered on the special nature of the contact layer against the
[011] facet. Next we try and relate 2D caged motion to the symmetry and structure of the
underlying crystal lattice. For instance, the 2D Bravais lattice for the [011] facet has only
two-fold symmetry while the [001] facet has four-fold and the [111] facet six-fold symmetry.

This reduced symmetry should influence how the kinetic and potential energy of particles
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Facet H/Cside erg Min Max
[001] H 0.1 -0.455(0.001) 3.32(0.20)
[001] C 0.1 -0.472(0.001) 4.36(0.19)
[001] H 1.0 -4.435(0.010) 17.2(0.63)
[001] C 1.0 -4.727(0.004) 41.4(1.54)
[011] H 0.1 -0.373(0.002) 2.88 (0.68)
[011] C 0.1 -0.382(0.001) 2.55(0.06)
[011] H 1.0 -5.425(0.021) 3550 (497)
[011] C 1.0 -5.688 (0.016) 5860 (172)
[111] H 0.1 -0.367 (0.003) 1.68 (0.09)
[111] C 0.1 -0.380(0.002) 1.61 (0.04)
[111] H 1.0 -4.011(0.010) 2.56(0.24)
[111]

1.0 -4.127 (0.004) 4.17 (0.16)

Table 2.4: Minimum and maximum values of the crystal surface potential computed from Eq.
(2.4). For each parameter set, measurements spanning a total time #oga) = 5 X 10At;,,; = 10*
were separated into ten equal non-overlapping time blocks. Mean and standard deviation
values are based on the average of the ten min/max values.

moving across these terrains partition differently along different Cartesian directions. Here,
we examine some details of the L/S potential landscape for the smallest and largest value of
£rs, which when evaluated together with the results in Fig. 2.11 and Fig. 2.14, highlight
an additional feature of the [011] facet.

Shown in Fig. 2.16 are images of the crystal surface potential given by

Ny
Usurf(X,y’Zc) = <ZULS(|7C _7s,i|)> 2.4)
i=1

computed at the distance z = z. corresponding to the position of the peak in the liquid
density p. (see Fig. 2.2). Here, 7. = (x,y,z = z.) denotes a coordinate in the contact
layer, 7; s is the coordinate of particle i in the solid layer and Ny is the number of solid
particles within the potential cutoff distance. The images represent a square plaquette with
edge length of about three lattice constants centered in the (£, y plane of the rectangular cell
in Fig. 1.2(a). The plaquette was partitioned into a 200 X 200 array of smaller squares and

measurements extracted from the grid center points.

The numerical values indicated in each panel represent the minimum and maximum values
of Ugyrt(x, y, Z.) within the plaquette. (Higher precision values with standard deviations are
listed in Table 2.4.) The mean and standard deviation, based on 103 snapshots in time, were
computed from the averaging scheme outlined in Section 1.3.2). Below we refer to the ratio

of the maximum to minimum value as the max/min ratio.
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Figure 2.16: Images of the crystal surface potential Ugy¢(x, v, z.) given by Eq. (2.4) acting
on particles in the hotter and colder contact layer for three facet orientations and g7,5 = 0.1
and 1.0. Numerical pairs are the minimum and maximum values of Ugyf(x, y, z.) within
the plaquette. Diagonal black lines lines indicate regions where Ugy > 60.

For the examples shown in Fig. 2.4, at fixed value g5, the minima of Ugy¢(x, y, z.) are all
relatively insensitive to temperature; the maxima experience small to very large increase at
colder temperature depending on £1,¢ and facet. This behavior may accord with studies [52]
indicating that a decrease in temperature for the LJ potential tends to decrease the particle
separation distance o~ and to increase the potential minimum &g such that the repulsive

contribution is more strongly influenced.

For g1,5 = 0.1, aside from the different symmetry, all the images appear remarkably similar
and display only a gentle undulation in the potential landscape, which suggests relatively
smaller hindrance to particle motion within the contact layer. This behavior is nonetheless
not truly diffusive but sub-diffusive (i.e., yg < 1.0 as shown in Fig. 2.11(g). For s = 1.0,

the undulations in Ugy¢(x, y, z.) are larger and steepen further at colder temperatures. Here,
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the [011] case truly stands out in that its max/min ratio is about two and half orders of
magnitude at the hotter L/S interface and more than three orders of magnitude at the colder
L/S interface. The [111] case has the smallest max/min ratio, which is why those liquid
particles exhibit the highest in-plane mobility in Fig. 2.11. The images of Uy, for the [011]
facet also reveal that the large repulsive barriers occupy a larger area of the plaquette, which
explains why the contact density p. for the [011] case in Fig. 2.2(g) is the smallest of all

three facets.

The strong anisotropy evident in the [011] potential surface for x5 = 1.0 leads to especially
strong confinement of particles associated with 2D caged motion. In comparison to the
other two cases, the [011] facet induces extremely large and rather wide repulsive barriers
along the % axis and slightly deeper attractive basins along the ¥ axis. Consequently, motion
along the X axis is almost completely suppressed. Motion of particles along the ¥ axis is also
hindered since those routes are crowded with other liquid particles centered about the more
attractive basins. Thermal fluctuations therefore tend to cause escape of particles from the
contact layer more readily along the Z axis. We suspect that thermal transport along the Z
axis is also more efficient due to the more correlated motion among particles during escape

from their 1D alignment in the contact layer.

2.4 Discussion

The early NEMD studies cited in the Introduction as well as more recent continuum [20, 46,
56] and particle-based simulations [2, 10, 17, 21, 22, 49, 50, 53, 59, 65, 66, 92] all confirm
that an enhancement in L/S wettability or increase in liquid pressure generally leads to a
reduction in the thermal boundary resistance and thermal slip length at a L/S interface. This
correspondence has been attributed to the higher resulting contact density from enhanced
liquid on solid adsorption/absorption and/or a smaller depletion layer. Intuitively, it seems
reasonable that a higher contact density will promote more frequent collisions between liquid
and solid particles thereby enhancing the rate at which thermal energy is transferred across
the interface. While the results in Fig. 2.4(a) confirm that all things equal, larger values of
ers lead to smaller thermal slip lengths, the data in Fig. 2.4(b) highlight a contradiction of
sorts with this prevailing view. Specifically, for the same value £ 5, the [011] facet supports
the highest thermal flux yet maintains the smallest contact density of all three facets tested.
From this demonstration alone, it is clear that a single variable like p. cannot reliably
nor uniquely predict the relative magnitude in thermal slip length. This counterexample
motivated the current study in which various metrics relating to the structural and dynamic
properties of particle motion in the contact layer are used to piece together a more accurate
picture of how thermal energy is best transferred across the interfacial region. By confining
the liquid layer between two solids, each oriented identically along one of three facets of
an FCC crystal, it becomes clearer how the different facet symmetry, width and depth of

the periodic crystal surface potential and local temperature influences the configuration and
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motion of particles in the contact layer. The two L/S interfaces, one at the hotter and colder
side of the liquid layer, act essentially as phonon filters which regulate the maximum rate of
heat transfer across the entire system. Quantification of particle trajectories by mean square
displacement and the self-intermediate scattering function reveals that a smaller thermal slip
length is strongly correlated with more rapid particle escape from 2D caged motion in the
contact layer. And the stronger the caging effect, the smaller the thermal slip length. As has
been noted for supercooled liquids and so-called structural glasses [40], it is highly likely
that in our system too, as a particle escapes one cage and gets trapped by a next, it does not
do so alone since its displacement causes coherent motion of neighboring particles as well.
The type of 2D caged motion described in this work likely pertains more broadly to the
coherent motion of clusters of neighboring particles and therefore sub-diffusive behavior
characterized by a much larger effective mass. Besides the retarding influence of the periodic
crystal surface potential, this effect too may help explain the reduction in the exponent values
vy in Table 2.7.

We end this discussion with an explanation for why our findings stand in sharp contrast to the
main conclusion of a previous study which remains highly cited to this day [89]. The authors
of that work reported no discernible effect on thermal transfer across the L/S interface which
could be traced to the degree of in-plane liquid ordering for a net thermal gradient in the
direction parallel or perpendicular to the contact layer. This conclusion was based on the
observation that the thermal distribution, thermal gradient and thermal conductivity of the
liquid layer remained unchanged despite varying the liquid layer thickness and increasing
ers from 0.2 to 3.3. Closer inspection of the data in that study suggests three important
factors that were overlooked. First, the value .5 = 3.3 selected to represent a strongly
wetting liquid was so large as to induce epitaxial locking of the contact layer to the solid
surface for all cases tested. This problem is evident in Fig. 3 of Ref. [89] showing perfect
registry between the particles in the contact layer and the pattern set by the periodic surface
potential describing the [100] facet of an FCC crystal. This behavior would not only
significantly repress 2D diffusive motion within the contact layer by would also create a
solid-like interstitial layer. Secondly, the density and temperature of the liquid layer were
chosen to be too close to the triple point [27] thereby also incurring formation of solid-like
domains within the contact layer. Thirdly, the thickness of the solid layers abutting the liquid
layer were reported to be 10x the edge length of the FCC unit cell. The thickness of the
solid layers was therefore less than the phonon mean free path [21, 37, 68], which would

restrict the set of vibrational frequencies able to couple to the liquid layer.
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Chapter 3

VIBRATIONAL ANALYSIS OF THERMAL TRANSPORT ACROSS L/S
INTERFACE

3.1 Overview of this chapter

In this chapter, we first examine the vibrational modes that contribute to energy exchange
between the liquid and solid particles by computing the spectral heat flux [Eq. (1.17)]
decomposed into the in-plane (i.e., along the x- and y-axes) and out-of-plane (i.e., along
the z-axis) components. We then analyze heterogeneous dynamics in the contact layer
using NGP [Eq. (1.14)] to extract characteristic times for the short-time ballistic motion and
subsequent caging motion. The frequencies corresponding to these characteristic times are
used to analyze the frequency range where the normal modes in the contact layer are most
abundant. Then, we analyze the DOS of the first liquid and contact layers to quantify a
degree of overlap between the distributions and study its impact on TBR. Finally, we propose

a master curve relation for TBR in terms of contact layer temperature and L/S frequencies.

3.2 Simulation parameters

The simulation parameters employed in Chapter 3 are identical to those employed in Chapter
2. Refer to Section 2.2 and Table 2.1 for details.

3.3 Results

3.3.1 Spectral heat flux across L/S interface

As proposed in the original model by Frenkel [14], the relaxation dynamics in the in-plane
directions has significant impacts on the transverse (in-plane) vibrational modes supported
by the liquid. In the past, Caplan et al. [10] proposed an analytical model based on
the diffuse mismatch model [69] in the attempt to quantify the wettability dependence of
thermal transport across the L/S interface, and reported a substantial contribution arising
from the transverse vibrational modes. Later, Saiskilahti et al. [62] conducted a mode-level
decomposition of heat flux across the L/S interface using NEMD simulations, and found
that stronger surface wettability (i.e., larger £1.5) leads to enhanced vibrational coupling in

the transverse directions.

To generalize these findings in the context of the in-plane liquid ordering, we compute the
total and in-plane components of the frequency-dependent heat flux [Eq. (1.18) and Eq.
(1.21)] across different FCC facets at ez s = 0.1 and 1.0, and summarize them in Fig. 3.1. In
all cases examined, the dominant contribution to the interfacial thermal transport is arising
from the frequency range 0 < v < 14 which qualitatively agrees with the frequency analysis

conducted by Siddskilahti et al. [62]. At greater values of €1 5, g7 —s(v) not only increases at
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Figure 3.1: spectral heat flux [Eq. (1.18) and Eq. (1.21)] across L/S interface for three
FCC facets at e7,5 = 0.1 and 1.0. Shaded regions in pink and light blue designate in-plane
contribution for €5 = 0.1 and 1.0, respectively.

all frequencies, but also the major peaks found around 4 < v < 6 shift rightward. Similarly,
higher temperature also leads to enhanced heat flux over the entire frequency range, but
the peak positions remain nearly unchanged. As suggested by earlier works, the in-plane
contributions (g7 _,¢(v) + qz_) () occupy a non-negligible fraction of the total heat flux
in all cases considered, especially over high frequencies (v £ 9) where the total g7 _,s(v)
is entirely dominated by the in-plane components. For the [001] and [111] interfaces, large
gaps between the total and in-plane contributions near 4 < v < 6 imply considerable thermal
contributions along the out-of-plane direction. In contrast, the in-plane heat flux across the
[011] interface occupies a significant fraction of the total g7 _,s(v) at all frequencies. To
further quantify thermal contributions across different solid facets, we integrate Eq. (1.21)

over frequency to evaluate the cumulative flux @y —,5(v) and its directional decomposition
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Q7 _ ¢(v) along different Cartesian coordinates (@ € x, y, z):

QL_>5(V)=‘/O qL_>S(v')dv', (31)

0% (V)= /0 g7 (Vv (3.2)

The in-plane and out-of-plane contributions are simply given by Q7 _ (v) + Qi_) s(v) and

75 (v), respectively. In Fig. 3.2, we plot Q1,5 (v) for three FCC facets at both sides of
the computational cell (Here, we only consider ;5 = 1.0). In all cases shown, O _,5(v)
rises sharply over the intermediate frequencies (4 < v < 9), then eventually asymptotes
to Q1 s(o0) which includes thermal contributions at all frequencies. For both colder and
hotter interfaces, the total Q. ,s(v), as well as its in-plane components, are greatest across
the [011] facet. The out-of-plane components are slightly larger across the [111] facet
compared to the other two, likely because of enhanced contact density at the [111] interface.
However, the differences among the out-of-plane components are insubstantial compared to

their in-plane counterparts.

3.3.2 Non-Gaussian parameter and characteristic times

Heterogeneous dynamics that governs structural relaxation of the contact layer was quantified
using the 2D NGP defined in Eq. (1.14). The results are shown in Fig. 3.3 at the hotter and
colder interfaces for three facet orientations and 0.1 < g7 < 1.0. In all cases presented
in Fig. 3.3, non-zero values were obtained over the time interval spanning roughly three
decades (107! < ¢ < 10%). The deviation of Eq. (1.14) from zero is attributed to the
caging effect induced by the periodically corrugated crystal surface potential which restricts
the planar diffusion within the contact layer. For each curve in Fig. 3.3, we extracted the
characteristic times 77, and 7.4¢. Which represent the average time duration of the ballistic
and caging motions, respectively. The former (757 ) was estimated by the time at which a; ()
first deviates from zero, and the latter (¢.,4.) Was taken to be the time at which the deviation
from zero was greatest. Two types of characteristic times obtained at the hotter and colder
L/S interfaces for £, = 0.1, 1.0 are listed in Table 3.3.2. For the ballistic motion, we found
that g7 ~ 0.1 for all interfaces examined. It is readily seen that 7g; is insensitive to the
variations in temperature, L/S interaction energy, and crystal facet orientation. Hence, 5.
should be interpreted as the smallest time scale below which no crucial dynamics takes place
rather than a key time scale that directly impacts thermal transport across the L/S interface. In
contrary, fcqg. €xhibits strong dependence on the properties of the L/S interface, increasing
substantially upon lowering the temperature or enhancing the L/S interaction energy (ers).
Comparing f¢4ge across three crystal facets, we note that liquid particles in the contact layer

against the [011] facet experience the longest caging motion out of the three. This finding is
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Figure 3.2: Cumulative heat flux [Eq. (3.1) and Eq. (3.2)] across three FCC facets at (a)
hotter Ty interface and (b) colder T¢ interface (g7 = 1.0).

consistent with the results from the earlier analysis of MSD and SISF (2.3.3) which indicated

that caging behaviors are most pronounced across the [011] facet.

The corresponding frequencies, vpr, = 1/tpr and vegge = 1/tcage, Were used to estimate
the frequency range where the vibrational modes in the contact layer are mostly found. The
results in Fig. 3.4(a) indicate that vy > 10 for the [001] and [111] facets irrespective of
the L/S interaction energy or temperature. For the [011] facet, the structural transition that
was noted earlier (Section 2.3.2) at 0.3 < g5 < 0.4 across the colder interface leads to a
notable reduction in vgy,, and likewise across the hotter interface at 0.7 < 1.5 < 0.8. The
structural transition, therefore, lowers the upper bound of the frequency range occupied by

vibrational modes in the contact layer.
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Figure 3.3: NGP [Eq. (1.14)] for the contact liquid layers across three FCC facets at (a-c) the
hotter and (d-f) colder interfaces. A linear color scale is used to designate 0.1 < g7 < 1.0
in increments of 0.1 as indicated by the short arrow pointing in the direction of increasing

ELS.
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Fig. 3.4(b) shows v4g. at the hotter and colder interfaces for three facet orientations. The

dependence on g s is weak at the hotter interface, but becomes more notable at the colder

interface. For both the hotter and colder interfaces, v.qg. tends to be lowest across the [011]

facet irrespective of the L/S interaction energy, especially when &7 is small. A smaller

value of v¢4q. implies that caging motion makes greater contribution to vibrational modes

in the contact layer.

Hotter interface

Colder interface

Facet ers IBL tcage IBL tecage

[001] 0.1 0.10(0.00) 1.45(0.08) 0.12(0.00) 1.84(0.05)
[001] 1.0 0.10(0.00) 1.83(0.04) 0.12(0.00) 7.86(0.26)
[011] 0.1 0.11(0.01) 2.17(0.20) 0.12(0.00) 3.31(0.35)
[011] 1.0 0.12(0.00) 2.29(0.09) 0.15(0.01) 11.24(1.45)
[111] 0.1 0.10(0.00) 0.71(0.01) 0.10(0.00) 0.98(0.04)
[111] 1.0 0.09(0.01) 0.99(0.01) 0.10(0.00) 6.55(0.23)

Table 3.1: Characteristic times #p;, for ballistic motion and 7.,e. for caging motion the
hotter and colder L/S interfaces for ers = 0.1,1.0. Numbers in parentheses are standard
deviation values. All values are reported in reduced units.
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3.3.3 Density of states

The DOS [Eq. (1.16)] was used to quantify the population of vibrational modes occupying
different frequencies in the contact layer and the first solid layer. As shown in Fig. 3.5,
the DOS distribution for the contact layer is a relatively narrow, single-peaked spectrum,
whereas the corresponding the DOS for the first solid layer exhibits multiple peaks over a
wider frequency range (0 < v < 14) . These observations are consistent with the reported
features of the DOS obtained in the past MD studies [18, 38]). A significant fraction of the
spectrum for the contact layer lies below the ballistic frequency vgy, which is vy ~ 10 for
the [001] and [111] facet and vpr = 6 for the [011] facet irrespective of 15 (Section 3.3.2).
This implies that vibrational motions during the ballistic regime play negligible roles in
the overall dynamical behaviors of the contact layer. When g5 is increased, the DOS
distributions for both the contact layer and the first solid layer shift rightward and become
broader, both effects leading to the enhanced contributions from high frequency modes.
The Frenkel frequency vg, which sets a lower bound on the oscillation frequency of liquid
particles, is given by the reciprocal of the average time a liquid particle undergoes caging
motion. Therefore, we may estimate the Frenkel frequency as v ~ veqge. From Fig. 3.4(b),
itis readily seen that v shifts leftward as & g is incremented, thus augmenting the frequency

range supported by the cage motion.

3.3.4 Frequency description of TBR

In the context of elastic phonon transport across the S/S interface, the acoustic mismatch
model [32, 69] assumes that vibrational modes with some frequency v interact only with other
modes with the same frequency, implying that the thermal boundary resistance becomes
smaller when more vibrational modes of a given frequency become available on both sides
of the interface. The concept of frequency overlap, which is often evaluated by computing
the area under which two the DOS distributions overlap [11], has been employed in past
MD studies in order to vibrationally analyze heat transfer across the L/S interface. The
acoustic mismatch model, however, assumes cryogenic temperatures where inelastic phonon
scattering is very close to nonexistent [69], and whether the concept of frequency overlap
is applicable to the L/S interface remains open to question. A number of past MD works
reported that frequency overlap changes very little compared to thermal boundary resistance,
concluding that, unlike the heat transfer across the S/S interface, the concept of frequency
overlap is not useful in the context of L/S interface [1, 29, 83]. Several other MD works
reported otherwise, i.e., that greater frequency overlap is intimately related to enhanced heat

transfer across the L/S system [18, 23].

Here, we propose to characterize the frequency overlap between interfacial liquid and solid
atoms by evaluating the frequency ratio v /v; , where v§ is the peak frequency at which the
DOS of the solid layer reaches global maximum, and v; is the peak frequency of the total

the DOS of the contact layer. From our earlier inspection of the DOS, we know that v /v}
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Figure 3.5: Density of states [Eq. (1.16)] of the first liquid solid layers at (a)—(c) the hotter
and (d)—(f) colder interfaces where €75 = 0.1 and 1.0.

is always greater than 1, and gradually approaches 1 when the two the DOS distributions

approach each other.

As shown in Fig. 3.6(a), the peak frequency ratio tends to decrease when &£ s is increased,
reflecting that the DOS distributions for the interfacial solid and liquid approach each
other in the presence of strongly-wetting L/S interactions. Higher temperature yields larger
frequency ratio (greater mismatch), because the DOS of the contact layer shifts leftward, i.e.,
becomes more diffusive, at higher temperatures. As a general feature, the [011] interface
yields smaller frequency ratios compared to the [001] or [111] interface. Also, the frequency

ratios obtained from [001] and [111] interfaces are roughly comparable to each other. For
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the [011] interface, we observe an abrupt drop in the frequency ratio over 0.4 < x5 < 0.8
for the colder interface, and at e.5 = 0.8 for the hotter interface. This abrupt behavior
presumably arises from the structural transition resulting in an epitaxial locking of the liquid

particles within the contact layer (Section 2.3).

In Fig. 3.6(b), the results from all simulation runs are summarized to analyze the overall
effects of the peak frequency ratio on the thermal slip length across three FCC facets. Here,
the explicit temperature dependence is taken into account by evaluating L7T. where T, is
the temperature of the contact layer and y = 1.5 is suitably chosen so that data from the
hotter and colder interfaces merge onto each other. Remarkably, the data obtained across
three FCC facets at different temperature and surface wettability converge onto a master

curve given by

b
LTS = aT(V—S) , 3.3)
vy/'T

where ar = 0.506 + 0.104 and b1 = 2.660 + 0.172 were obtained through data fitting. A
rapid increase of L7T'-> with respect to vs/vy is consistent with a classical description,
e.g., the acoustic mismatch model, which ascribes the physical origin of thermal boundary
resistance to the mismatch in the acoustic impedance Z; oc v; (i = L, S) between solids and
liquids. The positive correlation between the thermal boundary resistance and the frequency
ratio was previously implied by Kim et al. [33] in their MD simulations of liquid argon
sandwiched between FCC crystal walls. They evaluated the temperature jumps across the
L/S interfaces by systematically varying the thickness of the liquid region, and reported
that TBR could be described as a function of the surface wettability, wall temperature, and
frequency ratio. Likewise, Hasan et al. [23] performed a series of non-equilibrium MD
simulations to explore thermal transport between liquid argon and monolayer-coated FCC
crystal walls, and changed the mass of the interfacial monolayer and the interaction energy
among monolayer particles to find that thermal slip length obeys a forth-order polynomial
of vy /vy, where vy, denotes the oscillation frequency of the monolayer. The implication
behind Eq. (3.3) is more robust than these earlier findings, since cumulative effects due to
variations in surface wettability, wall temperature, and solid surface geometry are neatly

summarized in a simple functional form.

3.4 Discussion

To gain fundamental insights into the vibrational dynamics that governs in-plane heat transfer
across the L/S interface, we examined the DOS distributions of the interfacial liquid and solid
layers (Fig. 3.5) and quantified the vibrational mismatch by computing the peak frequency
ratio vg/v;. When g5 is increased, the DOS distribution for the contact layer shifts
rightward, and consequently the vibrational overlap between the interfacial liquid and solid
layers is improved (v /v, approaches unity). Comparing v/v; L for three FCC facets at
given 15, we have found that the [011] facet leads to the best vibrational coupling with

the contact layer. Based on these observations, it is sensible to expect that the well-known
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wettability dependence of the thermal slip length [Fig. 2.4(a)] and low TBR across the [011]
facet are both due to an enhanced liquid ordering which in turn increases high frequency

modes within the contact layer.

To support this, we have constructed the master relation among the thermal slip length,
peak frequency ratio, and interfacial temperature [Eq. (3.3)] which successfully unifies
the wettability and temperature dependencies of the thermal slip length as well as the

configurational effects arising from the choice of solid surface geometry. Our model suggests
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that the thermal boundary resistance across the L/S interface is primarily governed by the
vibrational matching as conjectured by the acoustic mismatch model and also by the local
temperature of the contact layer. As seen in Fig. 3.6(a), higher interfacial temperature
undermines the L/S vibrational coupling (larger v /v; ), but at the same time enhances
the overall thermal transport (smaller thermal slip length). This behavior which deviates
from the simplified description based on the vibrational matching could be explained in
terms of anharmonic phonon scattering across the hotter interface [69]. That is, higher
interfacial temperature permits high-frequency modes populating the interfacial solids to
interact with low-frequency modes within the contact layer, thus promoting additional
vibrational modes to participate in heat transfer. Indeed, past simulation-based investigations
reported that diffusive phonon scattering arising from the anharmonic interaction improves
thermal transport in the S/S systems [19, 61, 63].



61

(€omesT  OOOPFS  (€00)STT (00000001  (10°0)ST'0  (L0'000E  (00°0)STS  (FOOSLT  (€€DILOT  (T1000)TOT  OT  [111]
(SomoLz  0000FS  (H+0000C (0000001 (€00620 OIOPI'e  (100€CS (S00L9T  (€€DILOT  (S00)86°0 60  [I11]
O1'0L8T  (0009¢S  (LOOLST (€€ DIL0OT  (T000F0 (21007  (10000TS  (90°0€9'T (00000001 (SO'0TOT 80  [T11]
F0'096C  (100)€€’S  (€00008'T (00000001  (E00FS0  (To0)LEE (T00)LT'S  (TOOFST (0000001  (V0OFOT L0  [T11]
(coozre (T00ICS (Z00OLT (00000001 (10090 (€TOsye  (10°09T'S (90005 T (00000001 (+00)0T'T 90  [T11]
arooze T008CS  (900)$9T (0000001 (€000 (TMege TOOEI'S GFOOIFT (0000001 G000t S0 [r11]
€rorce (10097 (90065 T (0000001  (LO0LLO  (600)7L€  (TOOITS  (€00LET (0000001  (T'06I'T  #0  [T11]
Co09re  (000¥TS (ZOMIST (0000007 (80080 (IT0LLE  (000)60°S  (FO'OISET (0000001  (90°0€TT €0  [T11]
domese (100cs (T0OIFT (00000001 (100660 (LOMIOY (100L0°S  (20'0)9TT  (00°0)000T  (900)8CT  T0  [T11]
aromsee  (0000TS  GF00eT (0000001  GF00)20T  BOMITHY  (00P0S (200ETT (00000001  (ZoO)ey'T 10 [111]
Czores  0S0TLS (€009¢T (67079 (1000600 (1€0)28T  (LS06S'S (20066 T  (000)EE'S @oorro o1 [110]
000zee  (10060S  (100)6TC  (V00OWI'L (100)21'0  (Lzo16T (LS095S  (ROOI6T  (CL'06S'L doosro 60 [110]
(ooige (1owzos qoosrc oowvlL (100)81'0  (P0'0EYT (100068 (€0°0)98'T  (00°0)EE'S (zoo)Lyo 80  [110]
(oo  (10000S  (100L0T  (000VI'L (zomozo OroLre (00098 (S00eST (0000001 (90000 L0 [110]
F0'0SST  (T0'0)96y  (E00S6'T  (00°0VT'L @ooico @rovce (100r8y (900871 (00000001  (+0°09¢0 90  [110]
O1°0L9T (Co0E6y  (90°0SS'T  (00°0PT'L (o090  oOIre (T006Ly (OOIFT (0000001  (F00LE0 S0 [110]
o0LLe (10068  (FOO9L'T  (00'0WI'L 000 (Lomzye (1008Ly  (€00zel  (10°D8E6 (coovyo vo [110]
(€oozee (100L8y  (100LF'T (060288 (€010 (90'0LLe  (000SLy  (2009TT (0000007  (F0'0)8€0 €0  [110]
(Co06re  (C00S8Yy  (ZOM6ET  (00°0€E'S (000970 (LoO6se (Co0ELy (200TTT (00000001  (€008¥0  T0  [110]
(S0'08LE (0018 (TOOLTT  (00°0EE'S (€0000€0  (BOOETY (20M69Y (COOVI'T (10°1)8E6 w0090 10 [110]
(1oossc  (1000s's (10091 (00°0)€E'S (oooero Toorce Tooryes (1009T (0000001  (100ss0 0T [100]
(20’0997  (100¥rs (omsos (10°DSE6 (1000020 (Som9ce (T00ITS (€000)sS T  (00°0)000T  (#0'0)9S0 60  [100]
(90'0€8C  (100)8€'S  (H0'006'T  (10°DSE6 T00ez0  (€ro1Fe (10091°S (90007 T (0000001 (20'0)6S0 80  [100]
Orocoe  (100zes 0moLT  (1018E6 (100620  (900Ere  (100EI'S  (2000ST (0000001 (100650 L0 [100]
(€r06Te (100675  (0MI9T  (00°0€E8 (Tooeco  (Loo¥9e  (20'0)0TS  (€000FT  (101)8E6 (00650 90  [100]
(Tooze  (ooers 009 T  (1018E6 (100)LE0  (PO'069E  (10°0)80°S  (10'0)8¢'T  (10°'D8E6 (T100ms90  <so  [100]
aroore 100ITs (SOMIST  (00°0€E'S aooero  (€10e8€  (100090°S  (Somze'T  (10°DSE6 &00¥90 0  [100]
Orosse (10091 GFOOSHT  (10°1D8E6 dooero  (800L6'E€  (100)20°S  (€00LTT  (06°0)T8'8 (€00990 €0 [100]

(100l

[1o0]

(60'00L€  (VOOVI'S  (€0006€T  (06'0)28'8 (€omsyo  (€ro8ry (00010  (+0°00TT  (10D8E6 r0'0)890  TO 100

arovoy (1002I's  (€00LTT  (00°0)€€E'8 @oorso  (So0ey (10Msgey  (@ooSI'T (0000001 (#0069°0 10 100

Ta/54 S4 Ta 144 23024 Ta/54 Sq Ta 144 23024 STz jooevg
90EJIAUT JOP[0)) 90EJIA)UT JONOH

"SJIUN PIoNPal Ul pajrodar a1 sanjea [[V "SoNJeA UONIRIAIP pIepue)s ale sasayjuared ur
SIOQUINN "UONBIUSLIO 1308 [RISAID JO SIOI0YD JUSISPIP 10] paurelqo L4 /S4 oner oy pue ‘(1ake prjos 181y 10J 4 pue 1ake[ 1001000 10 14) SO 9y woiy
sarouanbaiy yead ‘(uonow onsifreq 10y 747/1 = 744 pue uonow SuiSes 10§ 27721/ 1 = 27724) JON WOI paureIqo sarouanbaiy onsLdoLIRY) (7°¢ A[qRL



62
Chapter 4

DEPENDENCE OF TBR ON STRUCTURAL AND DYNAMICAL
COMMENSURABILITY BETWEEN LIQUID AND SOLID LAYERS

4.1 Overview of this chapter

In this chapter, we used non-equilibrium molecular dynamics (NEMD) simulations to study
thermal transport in a simple monatomic liquid confined between two crystalline walls whose
exterior layers are maintained at different temperatures. By varying the energy parameter
(wettability) and length parameter (repulsive distance) characterizing the L/S interaction
and the temperature difference imposed on the system, we observed correlations between
the thermal jump or thermal slip length and structural properties of the contact layer and
analyzed their dependence on the local temperature at the interface. We argue that common
descriptions of the contact layer including the contact density and depletion layer thickness
cannot serve as a single unifying descriptor reflecting the effect of simultaneously changing
the length and energy parameters on TBR. As an alternative, the 2D static structure factor was
used to quantify a degree of spatial commensurability between the contact layer and surface
potential of the adjacent solid. In the context of the fluid velocity slip at solid surfaces, the
static structure factor has proven useful to understanding the momentum transfer across L/S
interfaces [57, 74], but its significance in thermal transport has been much underestimated.
To the extent of our knowledge, no previous work has provided a quantitative description
of how in-plane liquid ordering affects thermal energy exchange between liquid and solid
particles. We report that a simultaneous variation of the length and energy parameters result
in a strong correlation between the thermal slip length and structure factor, suggesting that
in-plane liquid ordering in directions normal to the heat flux plays more fundamental role

in heat transfer than simple density enhancement.

We also explored the role of harmonic vibrational coupling on the interfacial thermal
transport by computing the DOS of the contact layer and first solid layer. Instead of the DOS
overlap commonly employed in MD studies, we measured the ratio of peak frequencies of
the first solid layer and contact layer to quantify a degree of proximity between the DOS
distributions of these layers. From the result of simulations, we constructed two types of
master curve relations for the thermal slip length, the first expressing the thermal slip length
in terms of the peak value of the structure factor and contact layer temperature and the
second describing the correlation between the thermal slip length and peak frequency ratio.
Both master curves were confirmed to be in excellent agreement with the measurements

simulations within the parametric range explored.
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Table 4.1: Heat source temperature Tgouce and heat sink temperature Tk used in three
cases. All numerical values are reported in reduced units.

ATLang Tsource Tsink

1.0 1.8 0.8
0.6 1.6 1.0
0.2 1.4 1.2

Variable

Value in scaled units

mass of each particle
LJ particle diameter

LJ interaction energy
FCC edge length
integration time step
source temperature

sink temperature

bulk liquid density
FCC unit cell density

FCC crystal facet

1
oL = 0ss = 1.0
ors =0.8,1.0,1.2

ElLL = 1.0

ELs = 0.1-1.0
ESS = 10
a=1.560

Atin; =0.002

Toource = 1.8 (ATLang = 1.0), 1.6 (ATLang = 0.6)
1.4 (ATpgng = 0.2)
Tuink = 0.8 (ATpang = 1.0), 1.0 (ATpang = 0.6)
1.2 (ATLang = 0.2)
oL ~ 0.84
ps = 1.0536

[001]

Table 4.2: List of simulation parameters employed in Chapter 4. All numerical values are
reported in dimensionless units detailed in Tablel.1.

4.2 Simulation parameters

In this project, the following three simulation parameters were varied simultaneously: The
L/S repulsive distance o, the L/S interaction energy €15, and the temperature difference
ATrang = Tsource — Tsink. To exert sizeable effects on a degree of liquid layering at the in-
terface, we used o5 = 0.8, 1.0, 1.2 for the length parameter of the L/S interaction potential.
For each value of o5, €15 was gradually increased from 0.1 to 1.0 in increments of 0.1 in
order to study the wettability dependence of structural and thermal properties characterizing
the L/S interface. Finally, we tested AT7 4, = 1.0,0.6,0.2 to explore heat transfer in the
presence of high, moderate, and low levels of thermal gradients, respectively. Temperatures
of the heat source and heat sink corresponding to each value of ATy 4, are summarized in
Table 4.1. The temperature dependence of TBR and other interfacial properties was ana-
lyzed by comparing the measurements taken at the hotter and colder interfaces for different
choices of ATy 4,g. The numerical values of other simulation parameters are summarized

in Table 4.2.
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4.3 Results

4.3.1 Heat flux and thermal jump across the interface

OLs

20F 08 —— 1.0 —+— 12 ——| 1

w _:

—_
(91
LELE L

Jz (x102)

0.0 0.2 04 0.6 0.8 1.0

Figure 4.1: Dependence of steady thermal flux J, on L/S interaction parameters £7g and
ors in the systems where ATy, = 1.0,0.6,0.2. The connecting segments are only a guide
to the eye.

The heat flux measurements in different systems employed in this work are shown in Fig. 4.1.
A notable dependence on the energy parameter €75 as well as the length parameter o
implies that the L/S interactions at the hotter and colder L/S interfaces have sizeable effects
on the global heat transfer. It is trivially seen that J, is greatest when ATy ., = 1.0
and lowest when ATy ,,e = 0.2 irrespective of the values of £7¢ and ors. Holding other
parameters constant, the heat flux gradually increases with increasing £ s or with decreasing
ors. The dependence on o appears strongest when the L/S interaction is non-wetting
(small &1,5), indicating that the influence of the corrugation of the crystal surface potential

on thermal transport slowly diminishes as the L/S interface becomes more wetting.

Shown in Fig. 4.2 is the reduction in the thermal jump across the hotter and colder L/S
interfaces for different choices of L/S interaction parameters. As a general behavior, the
thermal jump gradually decreases with increasing ;5. This behavior is widely known, but
it is still not well understood what physical mechanism contributes to the reduction of the
thermal jump. The more important result is that AT decreases significantly upon reducing
the repulsive distance o7,s. In most cases, the reduction of o5 from 1.2 to 0.8 had impact on
the thermal jump comparable to incrementing 75 from 0.1 to 1.0. For instance, the thermal
jump at the colder L/S interface for £5 = 0.1 (AT qng = 1.0) was observed to diminish
from 0.316 + 0.006 to 0.147 + 0.007 (53 Y% reduction) by decrementing o from 1.2 to
0.8, whereas the thermal jump at the colder L/S interface for 075 = 1.2 (ATpane = 1.0)
decreased from 0.316 + 0.006 to 0.156 + 0.005 (51 % reduction) as €rg increased from
0.1 to 1.0. It was also found that the thermal jump varies with the local temperature at the
interface but in a subtle manner depending on the L/S interaction parameters as well as the

temperature difference between the heat source and heat sink (Tyource — Tsink). In many cases,



65

T T T T T o

: — 1.0 LS
03 L e Colder 2-8— —102—
i Hotter —— ——
02f ]
f T
OO : 1 | 1 | 1 | 1 | 1 | ]
0.0 0.2 04 0.6 0.8 1.0
N T T T T T T T T ]
03fF (AT, =06 ]
: ULS
i Cold 08 —1'.2—
- older —s—

AT 02 : Hotter —o— ——
ob
OO : 1 | 1 | 1 | 1 | 1 | :

0.0 0.2 04 0.6 0.8 1.0
T T T T T T T T T ]
03fF (AT, =02 .
0.2 o
Colder —= 12
L older —s—
0.1 Hotter —— ——

B,

Figure 4.2: Reduction in thermal jump AT across the hotter and colder L/S interfaces
with increasing L/S interaction energy &1 for three values of o5 when the macroscopic
temperature difference AT, is set to (a) 1.0, (b) 0.6, and (¢) 0.2. Connecting segments
are only a guide to the eye.

the colder interface yields larger thermal jump than the hotter interface, but there are some

exceptions (e.g., ors = 0.8 and 0.1 < g7.5 < 1.0 when ATy 4, = 1.0).

The reduction in thermal jump or TBR across the L/S interface is often attributed to the
improvement in thermal contact between the liquid and solid particles due to the enhanced
contact density (i.e., the liquid density peak immediately next to the solid surface) or smaller
depletion layer thickness (the distance between density peaks corresponding to the first solid
layer and liquid contact layer). In Table 4.3.1, we show the contact density p. and depletion
layer thickness ¢ at the colder and hotter L/S interfaces for different choices of AT 4, and

L/S interaction parameters. Irrespective of the choice of €15, p. was found to increase



66

Hotter interface Colder interface

ATLang OLs E€Ls Pc 0 Pec o
1.0 0.8 0.1 0.92(0.02) 0.65(0.01) 0.10(0.02) 0.47(0.01)
1.0 0.8 1.0 1.34(0.02) 0.61(0.00) 3.59(0.03) 0.43(0.01)
1.0 1.2 0.1 1.44(0.03) 1.05(0.00) 1.80(0.03) 1.02(0.01)
1.0 1.2 1.0 2.26(0.03) 1.12(0.00) 3.82(0.05) 1.08(0.00)
0.6 0.8 0.1 0.9500.03) 0.62(0.01) 0.99(0.02) 0.51(0.01)
0.6 0.8 1.0 1.48(0.02) 0.56(0.01) 2.79(0.04) 0.44(0.01)
0.6 1.2 0.1 1.51(0.02) 1.05(0.00) 1.70(0.02) 1.04(0.01)
0.6 1.2 1.0 244(0.04) 1.12(0.01) 3.30(0.05) 1.09(0.00)
0.2 0.8 0.1 0.97(0.02) 0.60(0.01) 0.95(0.02) 0.62(0.10)
0.2 08 1.0 1.77(0.02) 0.51(0.01) 2.20(0.03) 0.48(0.01)
0.2 1.2 0.1 1.58(0.03) 1.04(0.01) 1.64(0.03) 1.04(0.01)
0.2 1.2 1.0 2.67(0.04) 1.11(0.01) 2.92(0.05) 1.09(0.01)

Table 4.3: The contact density p. and the depletion layer thickness ¢ at the hotter and colder
L/S interfaces for o5 = 0.8,1.2 and g5 = 0.1, 1.0. Numbers in parentheses are standard
deviation values. All values are reported in reduced units.

upon incrementing the value of o 5. However, the results from Fig. 4.2 indicates that the
thermal jump increases in the same manner, or, equivalently, the enhanced contact density
does not necessarily lower the thermal jump. The depletion layer thickness, on the other
hand, directly scales with o g but unaffected by the value of €15, making it unsuitable
for describing the thermal jump reduction with respect to the interaction energy parameter.
To summarize, neither the contact density nor depletion layer thickness alone satisfactorily

explains the effects of varying both interaction parameters (ors and £7,5) simultaneously.

4.3.2 2D static structure factor

We employed the 2D static structure factor given in Eq. (1.10) to quantify a degree of
commensurability between the liquid ordering in the contact layer and the crystal plane
forming the first solid layer. As reported in the past computational studies, the liquid
particles subject to the strongly-wetting L/S interaction display a high degree of translational
long-range order which leads to pronounced peaks at the 2D reciprocal lattice vectors of the

crystal plane next to the contact layer

The global maximum of the static structure factor is found at any one of the shortest

reciprocal lattice vectors:
Smax = Sﬂ(l_éo) . 4.1

Here, k,, = (£4.03, £4.03) or (¥4.03, £4.03) is the shortest reciprocal lattice vector of the
[001] crystal plane of the FCC lattice. In Fig. 4.3(a)—(c), Sy, is plotted as a function of the

L/S interaction energy £ s. As a general feature, stronger L/S interaction energy (larger £1.5)
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Figure 4.3: Structure factor and thermal slip length. Left: First peak S, of the 2D static
structure factor for particles in the hotter and colder L/S interfaces for o5 = 0.8,1.0,1.2
when AT}y g, 18 set to (a) 1.0, (b) 0.6, and (c) 0.2. Right: Reduction in the thermal slip
length L7 with increasing S,,4x for ozs = 0.8,1.0,1.2 when AT} 4, is set to (d) 1.0, (e)
0.6, and (f) 0.2. Connecting segments are only a guide to the eye.

improves the in-plane liquid ordering within the contact layer (larger S,,4x) by enforcing
the periodic pattern set by the corrugation of the crystal surface potential. The reduction in
ors leads to a sizeable increase in S,,,,. This is because the close proximity between the
liquid and solid particles enhances the contributions from the short-range repulsive term in
the LJ potential, thereby inducing highly correlated energy barriers which make the crystal

surface potential more corrugated. Note that S, does not increase indefinitely with 5.
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4.3.2.1 Master curve relation

The correlation between the thermal slip length Ly defined in Eq. (1.2) and Sj4x is
shown in Fig. 4.3(d)—(f). For all interfaces, the thermal slip length was observed to decay
monotonically with respect to S;,,x as s is increased or o g is decreased. A number
of past computational studies reported that the static structure factor is strongly correlated
with strong correlated with the velocity slip across the L/S interface [74], but an analogous
correlation with the thermal slip length have not explicitly analyzed in the previous works.
Remarkably, the data points obtained using different values of L/S interaction parameters
(eLs and o) collapse onto each other at both the hotter and colder interfaces. In each case,
the thermal slip length across the hotter interface is consistently lower than its counterpart
across the colder interface when plotted against S,,,x. Based on these observations, we
may determine two types of mechanism which reduce TBR at the L/S interface. The first
mechanism is the athermal coupling due to stronger commensurability between the liquid
and solid layers. The second is the thermal excitation of high frequency modes which offer

additional contribution to the energy transport across the interface.

It is possible to collapse all data points in Fig. 4.3(d)—(f) onto a single curve by explicitly
taking the local temperature dependence into account, i.e., by scaling Ly with a suitable
function of the contact layer temperature which was evaluated using the equipartition theo-
rem. As shown in Fig. 4.4, the data points from all interfaces subject to different levels of
thermal gradients (AT q,g = 1.0) collapse onto each other when LyTc? is plotted against
Smax- Here, the exponent of 7T, was empirically determined to yield the best convergence
among the data set. On the log-log scale, LyTc? decreases almost linearly with ;4
throughout the interval 0 < S,,,x < 0.7, indicating that the "master curve" is given by the

power-law fit:

LiT? =S5, (4.2)

Eq. (4.2) was fitted against all data points satisfying S;,4x < 0.7. The free parameters in
Eq. (4.2) were found to be @ = 4.09 £ 0.07 and 8 = —0.80 = 0.01. As indicated in Fig. 4.3,
the proposed model is in excellent agreement with the data points when S, is smaller
than approximately 0.7. For higher values of S,,,x, LTT? drops more rapidly than Eq. (4.2)
likely because the contact layer enters the solid-like regime where S, starts to asymptote

towards a maximal level.

4.3.3 Frequency description of TBR

To gain additional insights into the effects of altering the two L/S interaction parameters,
we computed the DOS of the first solid layer and contact layer using Eq. (1.16) and thereon
evaluated the ratio of frequencies v /v; where vg and v; are the dominant frequencies (i.e.,

where the DOS reaches its global maximum value) of the first solid layer and contact layer,
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Figure 4.4: LTT(2j plotted against S,,,x for AT Lang = 1.0 (blue squares), 0.6 (red circles),
and 0.2 (green diamonds). The solid curve represents the master curve relation in Eq (4.2)
with the fitted parameter values @ = 3.82 + 0.07 and 8 = 0.83 + 0.01. As explained in the
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respectively. The contact layer is predominantly occupied by low-frequency modes, so we
expect the ratio to be greater than unity. In Fig. 4.5, we find that the ratio is anomalously
small when €75 = 0.1 and ors = 0.8 (leftmost filled/empty squares). Excluding these
anomalous data points, the ratio is observed to be a gradually decreasing function of £ g,
indicating that stronger L/S interaction results in greater high-frequency contributions (i.e.,
higher v}) to the vibrational coupling between the interfacial liquid and solid structures.
The ratio also decreases upon lowering the local temperature near the L/S interface. For
the colder interfaces, the ratio tends to be smallest for oz s = 0.8 throughout the interval
0.1 < ers < 1.0. For the hotter interface, on the other hand, the ratio becomes nearly

insensitive to the variation in o7 g.

4.3.3.1 Master curve relation

We report that the ratio vi/v; serves as a useful variable reflecting the effect of L/S
interactions on TBR. In Fig. 4.6, we demonstrate a strong correlation between v /vy and
the quantity LT/ O'ZS where the scaling exponents were chosen to be ¥ ~ 1.5 and g ~ 2
through trial and error. The data points from the simulations were fitted against the following

master curve relation:

LT} V)Y
e _ A(—f) , (4.3)
YL

o2

with the fitting parameters A = 0.34 £ 0.02 and y = 2.95 = 0.05 determined using all

data points excluding the six anomalous points obtained using €75 = 0.1 and o5 = 0.8).
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The function form of Eq. (4.3) closely resembles that of the master curve relation in
Eq. (3.3) which was obtained by changing the orientations of the crystal lattice (Section
3.3). Once again, the thermal slip length decreases upon lowering v¢/v} (i.e., improving
the vibrational matching across the interface) or increasing the contact layer temperature
(i.e., exciting additional vibrational modes contributing to heat transfer). From the results in
Fig.4.5, smaller values of o5 tend to reduce the ratio v /v , indirectly lowering the TBR by
diminishing the acoustic mismatch between the liquid and solid layers. However, the explicit
dependence of Eq. (4.3) on o s indicates that variation in o s have an additional effect that
reduces the thermal slip length besides the improvement in the vibrational matching. This

effect is presumably due to an enhanced local ordering of liquid particles in the contact layer
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(i.e., higher S,,4+) as seen in Fig. 4.3(d)—(f).

4.4 Discussion

As reported in numerous experiments [20, 46, 56] and particle-based simulations [2, 10,
17,21, 22, 49, 50, 53, 59, 65, 66, 92], the reduction in TBR with respect to increasing L/S
interaction energy or liquid pressure is often explained in terms of either the enhanced contact
density or smaller depletion layer thickness, each of which improves the level of physical
contact between the interfacial liquid and solid layers. This conventional description has
proven useful in understanding the role of liquid layering on the interfacial thermal transport
to certain extent [1, 21]. The results in Fig. 4.2 indicate that thermal jump undergoes sizeable
reduction as gy g is increased or o g is decreased. According to the conventional picture,
stronger L/S interaction energy (£1.s) results in the denser contact layer (i.e., higher contact
density) which in turn increases the rate at which liquid particles exchange thermal energy
with solid particles near the interface. The depletion layer thickness scales directly with the
L/S repulsive distance(ors), so it is reasonable that lower values of o s result in smaller

thermal jumps.

However, neither the contact density nor depletion layer thickness uniquely determines the
relative magnitude of thermal jump or TBR at a given temperature. For instance, the contact
density decreases upon reducing the value of o s, but the resulting thermal jump diminishes
nonetheless. Similarly, the depletion layer thickness is insensitive to the choice of 5, so it

is not suitable for representing the wettability dependence of TBR.
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As an alternative characterization of the contact layer, the global maximum value of the 2D
static structure factor in Eq. (1.10) was employed to quantity the commensurability between
the local ordering of liquid particles in the contact layer and the spatial pattern of the periodic
surface potential induced the nearby crystalline solid. The results in Fig. 4.3(a)—(c) indicate
that the contact layer becomes more commensurate to the solid surface potential (i.e., higher
Smax) as s is increased or o g is decreased. Comparing the results in Fig. 4.2(a)—(c)
and Fig. 4.3(a)—(c), we observe a direct correspondence between the reduction in thermal
jump and the improvement in the local ordering of liquid particles upon varying the L/S
interaction parameters simultaneously. Indeed, the results in Fig. 4.3(d)—(f) indicate that
the dependence of thermal slip length on the simultaneous variation of two interaction
parameters €75 and o g is well described by a single variable S,,,, thus indicating that
the local ordering of liquid particles has far stronger impact on the TBR compared to the

contact density or depletion layer thickness.

From the functional form of a master curve relation in Eq. (4.2), it is possible to identify
two temperature dependent mechanisms that compete with each other to determine TBR.
Ignoring the implicit temperature dependence of S,,.x, the thermal slip length is lowered
upon increasing the contact layer temperature, presumably due to the excitation of high
frequency modes participating in the interfacial heat conduction. At the same time, a higher
contact later temperature perturbs the in-plane liquid ordering in the contact layer and thus

deteriorates the physical contact between the liquid and solid layers at the interface.

A role played by L/S interaction in thermal transport was further explored by evaluating the
DOS of the contact layer and first solid layer. The acoustic mismatch quantified by the ratio
of dominant frequencies (v /v; ) exhibits colorful variation with respect to changes in the
L/S interaction parameters. Furthermore, the dependencies of thermal slip length on the
peak frequency ratio, local temperature, and L/S repulsive distance are well summarized by
a master curve relation [Eq. (4.3)] which was shown to be in excellent agreement with most
data points obtained from NEMD simulations. These results are consistent with the findings

from our earlier simulations using different crystal facet orientations (Section 3.3.4).
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Chapter 5

CONCLUSION

The objective of this research was to elucidate the fundamental physical mechanism by which
the formation of dense fluid layers adjacent to solid surfaces promote conductive thermal
transport across the L/S interface. NEMD simulations were conducted to quantify numerous
structural and dynamical properties characterizing the contact layer and explore their impact

on TBR. A brief description of the significant results of each project are summarized below.

In Chapter 2, we simultaneously changed the L/S interaction energy and the orientation
of the crystal lattice comprising the solid substrates to alter both the density and local
ordering of liquid particles in the contact layer. From our findings of the enhanced thermal
transfer across the [011] FCC facet, we identify two distinguishing features of the contact
layer which strongly correlate with smaller thermal slip lengths. Stronger registration
between the contact layer and adjacent crystal, as quantified by the maximum of the in-plane
structure factor, contributes to longer range ordering of liquid particles commensurate with
the periodic solid surface potential. A surface potential with strong anisotropy is especially
advantageous. For the [011] case examined, the motion of particles in the contact layer
beyond the ballistic regime is suppressed by very large and rather wide repulsive barriers
along one axis. The motion is also severely hindered by the presence of other particles
centered about attractive basins periodically aligned along the perpendicular axis. We refer
to such strong in-plane localization as 2D caged motion. Results of the self-intermediate
scattering function confirm that smaller thermal slip lengths correlate positively with larger
values of the non-ergodicity parameter. Hindered motion in-plane and the correlated exit
of particles from the contact layer due to strong alignment when occupying that layer leads
to more rapid and more efficient escape of particles out-of-plane, which ultimately funnels

thermal energy more effectively from warmer to cooler regions.

In Chapter 3, we used the same system from Chapter 2 to analyze thermodynamic properties
in the frequency domain to analyze vibrational dynamics that plays a crucial role in the
interfacial thermal transport. The convective energy exchange between the liquid and solid
particles were quantified by the spectral heat flux which was decomposed into in-plane (i.e.,
along the x- and y-axes) and out-of-plane (i.e., along the z-axis) to quantitatively compare
thermal contributions along the respective directions. The results indicated that the in-plane
component grows significantly by increasing the temperature and/or the interaction energy
between the liquid and solid particles, whereas the out-of-plane component is insensitive
to these changes. Furthermore, the in-plane component was observed to be largest across
the [011] facet (i.e., the facet with the lowest TBR among the three facet orientations),

suggesting that thermal exchange along the x- and y-axes is a contributing factor in the
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interfacial thermal transport. The peak analysis of the DOS distributions indicated that
dominant frequencies of the normal modes in the contact layer approach those of the
first solid layers upon improving the surface commensurability between the liquid and solid
layers, e.g., by enhancing the L/S interaction strength. Finally, we constructed a master curve
for the thermal slip length requiring only two variables: the ratio of dominant frequencies

in the first solid and liquid layers and the contact layer temperature.

In Chapter 4, the length and energy parameters characterizing the L/S interaction and the
macroscopic thermal gradients applied to the system were systematically varied to investigate
a correlation between TBR and local ordering of liquid particles. We demonstrated that
common structural properties such as the contact density and depletion layer thickness are
not suitable for describing the dependence of TBR on the contact layer since neither quantity
cannot reliably nor uniquely predict the thermal jump or TBR by itself. Instead, the results
of this study identify the in-plane liquid ordering within the contact layer as one of the key
factors governing the magnitude of TBR across the L/S interface. We constructed a master
curve relation that predicts thermal slip length based on the peak value of the static structure
factor and the local temperature in the contact layer, implying that improved in-plane liquid
ordering is the primary factor that lowers TBR across the L/S interface. Furthermore, it
was shown that higher in-plane ordering in the contact layer reduces the ratio of dominant
frequencies in the first solid and liquid layers. From this observation, we constructed another
master curve relation which gives the thermal slip length in terms of the peak frequency
ratio, contact layer temperature, and L/S repulsive distance (i.e., the length scale of L/S
interaction). The functional form of this master curve closely resembles that obtained in
Chapter 3, suggesting that the peak frequency ratio (i.e., the acoustic mismatch between the
solid and liquid layers) is a crucially important factor that controls heat flux across the L/S

interface.

The fundamental nature of this study suggests broader applicability of these findings and a
paradigm for designing interfacial properties which can maximize thermal transport across

a L/S interface.
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