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ABSTRACT

Markov Chain Monte Carlo algorithms are indispensable in classical thermodynamic
simulation, perhaps due to their mathematical simplicity, algorithmic efficiency, and
physical origin. In particular, Glauber dynamics is a detailed-balanced continuous-
time Markov chain that fixes the Gibbs distribution and also serves as a mathematically
succinct model of classical thermalization. In this thesis, we proposed a quantum
computation analog of Glauber dynamics that is exactly detailed balanced yet
algorithmic efficient, inherits the locality of the target Hamiltonian, and resembles
Davies’-like generators physically derived from a weak system-bath coupling. We
hope our proposal will serve as a quantum algorithm for quantum thermodynamic
simulation and a model of open system thermalization where a suitable construction
has been lacking for noncommuting Hamiltonians.
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NOMENCLATURE

Davies’ generator. A Lindbladian rigorously derived for a system interacting weakly
with a thermal bath. It satisfies detailed balance exactly and has played the role
of Glauber dynamics in finite-sizes and commuting systems but is unphysical
for general noncommuting many-body systems. Today, there are a few
modernized proposals of Davies’ like generators, but they all violate detailed
balance in general.

Detailed balance condition. A key condition in the design and analysis of Markov
chains that prescribes a desired stationary state. This condition requires that
the mass exchange between two configurations at stationarity cancels each
other.

Gibbs state. A quantum state that is a mixture of energy eigenstates with a Boltzmann
weight. It is often assumed that a quantum system will eventually arrive at
such a state at the same temperature as the bath.

Glauber dynamics. A continuous-time classical Markov that satisfies detailed
balance regarding the classical Gibbs distribution. For both numerical and
analytic purposes, it is often the go-to dynamical model for classical systems
interacting with a thermal bath.

Ground states. The set of minimal energy eigenstates of a Hamiltonian matrix. A
Gibbs state at infinitely low temperature would be a mixture of ground states.

Lindbladian. A continuous-time Markovian process acting on quantum states, also
known as Liouvillian, or master equation. Such effective description often
arises from an open system coupled to a bath but may be considered in its
own right.

Markov chain. A discrete-time or continuous-time stochastic process where the
future is only correlated to the past through the present. Often they can be
implemented efficiently on a classical computer to sample from a desired
distribution, and is also called Markov Chain Monte Carlo as an algorithmic
method.

Phase transition. A phenomenon describing a qualitative change in the physical
properties of a system depending on the parameters such as magnetic field or
temperature. Such transition can be static in terms of ground or thermal state
properties (e.g., long-range correlations) or dynamic in terms of the behavior
of an associated Linbladian (e.g., mixing times).

Quantum algorithms. Algorithms that run on quantum computers, often described
in terms of quantum gates.
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Quantum computational advantage. An advantage of quantum computers over
classical computers for certain classes of problems. Currently, the quantum
hardware is limited in quality and scale, so most evidence is theoretical.

Quantum computers. Computers that can act quantum gates on qubits given
classical instructions. In this thesis, we will assume them to be fault-tolerant
so that we can execute quantum algorithms with high precision.

Quantum Gibbs sampling. A quantum algorithm simulating a Quantum Markov
chain (continuous or discrete time) whose stationary state is the Quantum
Gibbs state.

Quantum many-body physics. Quantum phenomena emerging from systems with
many degrees of freedom, contrasting with few-body systems. Often, complex,
unexpected behavior can occur, but it is very challenging to solve analytically
or numerically.

Quantum simulation. Simulation of a naturally appearing or artificial quantum
system with a quantum computer that allows us to extract its physical properties
in a programmable, controllable way.

Thermal bath. A large quantum system with a characteristic temperature with
Markovian properties.

Thermal state. The state describing a quantum system in equilibrium with a thermal
bath. Although broadly defined, this can sometimes mean the quantum Gibbs
state.
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C h a p t e r 1

INTRODUCTION

We often take for granted that a quantum system without isolation eventually arrives
at the thermal state, or the Gibbs state; at low enough temperatures, the system must
be in its ground state. This dogma dictates a static view we reason about the physical
properties of quantum systems, from atoms to materials to chemicals. First, we
write down a Hamiltonian operator; second, we solve the eigenvalue problem. This
mathematical paradigm has led to the exact solution for the orbitals and spectrum of
simple atomic and molecular systems. In the many-body case, while Schrodinger
equations become too complex to solve analytically, an arsenal of classical simulation
methods has been developed, such as density functional theory [89], tensor network
(e.g., [145, 177]), and quantum Monte Carlo [34], that gives a remarkably detailed
understanding of phase transitions, ground and thermal state properties, and reaction
rates. However, typically, all these classical methods break down in their own
ways in the presence of strong quantum correlation, from heavy nuclei, high-𝑇𝑐
superconductors, to catalysts.

Recently, a new type of computer that runs on the laws of quantum mechanics,
quantum computers, has gathered significant interest among physicists and computer
scientists. Hopefully, future quantum computers could offer new lenses into an
even broader array of quantum many-body problems that are otherwise classically
intractable. Nevertheless, decades of search for particular physical systems where
quantum computers can significantly outperform classical methods have been
inconclusive. The challenge is that current devices are limited in their sizes and
quality, leading the community to rely heavily on a theoretical proof of quantum
computational advantage. From computational complexity theory, however, the
standard many-body ground-state problem as formulated is generally intractable even
for quantum computers (QMA-hard, as a quantum analog of NP-hard) [101]. Even
though such worst-case pessimism may not apply to physically relevant quantum
systems, it foreshadows that the search for provable quantum advantage in ground-
state problems might not be clear-cut. Indeed, the efficacy of most existing quantum
algorithm proposals for low-temperature physics (e.g., [14, 30, 36, 107]) relies on
additional assumptions that are not always easy to verify and have been challenged in
numerical studies [108]. Even though quantum simulation is commonly regarded as a
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“killer application” where quantum computers may significantly accelerate scientific
discovery, still today, there has not been a go-to quantum algorithm for preparing
ground states or thermal states. Shor’s factoring algorithm from 1994 [159] remains
a concrete, stand-alone example of an end-to-end, practical quantum computational
advantage, while many other proposals [83] have later found efficient classical
solutions [165].

A motivation for this thesis is to offer a fresh perspective on the quantum simulation
problem. Conceptually, this requires confronting the fundamental “static” view
of thermodynamics and shifting towards a more physically motivated “dynamical”
formulation. This draws a parallel to the development of classical Markov chain
Monte Carlo (MCMC) algorithms that allow for direct dynamical simulation of
thermal fluctuations due to a bath, except that designing a truly quantum MCMC
algorithm faced additional conceptual challenges rooted in quantum mechanics.
These two physical and computational veins of pursuit and challenges come to a
confluence: a new Nature-inspired quantum algorithmic principle for simulation of
low-temperature physics—quantum Gibbs sampling.

1.1 Nature’s cooling process
Take a step back; there is a living example of a large-scale quantum algorithm for
low-temperature physics that we encounter every day for a wide range of systems:
refrigerators. Our experimental colleagues routinely cool their devices by lowering
the temperature of their dilution fridges and laser coolers, through which they observe
Bose-Einstein condensation, superconducting phase transitions, and the emergence
of nontrivial correlation in graphene. If any of the above quantum mechanical
phenomena could be systematically and efficiently reproduced in programmable
quantum computers, no one should doubt their practical usefulness as a quantum
simulator. Therefore, a quantum algorithm that effectively simulates Nature’s cooling
process should already be sufficient for quantum simulation purposes, in order to
reproduce physical phenomena appearing in natural thermodynamic environments.
Indeed, why should we be bothered that quantum computers cannot prepare QMA-
hard ground states if these high-complexity states never appear in Nature?

From an algorithmic designer’s view, Nature’s cooling scheme has features rarely
seen in usual quantum algorithms: it follows a macroscopic thermodynamic principle
yet works universally for various systems and baths, and it is agnostic to initial state
and noises, while standard quantum algorithms are often very structured and prone
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to errors. It is tempting to speculate that extracting the essential working principle
behind cooling could lead to a new quantum algorithmic paradigm that inherits and
even improves its efficacy.

Nevertheless, it has been nontrivial to obtain a mathematically simple but physically
adequate description of the cooling process. From first principles, a quantum
system interacting with a thermal environment is yet another many-body Schrodinger
equation with substantial degrees of freedom; one can certainly simulate or solve the
global Hamiltonian evolution [168], but that might be overkill for understanding the
system alone, which is often much smaller than the bath. To minimize the complexity
of such open system dynamics, physicists often introduce a master equation, or a
Lindbladian, that aims to capture the effect of a bath by a much simpler continuous-
time Markovian process acting upon the system (e.g., [29, 150]). However, the
seminal Davies’ generator from 1974 [56, 58], albeit simple, is derived assuming the
system to be coupled infinitely weakly to an infinitely large Markovian thermal bath.
Shockingly, even in modern versions of Davies-like Lindbladians [121, 134] that
adhere to realistic system-bath assumptions, there has not been a proof of convergence
to the thermal state for general noncommuting Hamiltonians, or provably correct
quantum algorithms that precisely simulate such Lindbladians. Even though there
has been a great volume of open system literature, quantitative arguments beyond
single-qubits appear relatively rare, and we will have to lay out algorithmic and
analytic primitives ourselves (see chapter 2).

1.2 Markov Chain Monte Carlo algorithms
Taking another step back, there is an algorithm that simulates classical thermody-
namics in almost all the ways we wished for quantum: Markov Chain Monte Carlo
(MCMC) algorithms, one of the most versatile yet simple algorithmic principles
ever devised. For any target distribution — for example the Gibbs distribution of an
Ising magnet — the Metropolis-Hastings algorithm [86, 130] prescribes a Markov
Chain that samples from the distribution and gives estimates for statistical properties
without explicitly storing the full probability distribution. The key ingredient of this
recipe is the detailed balance condition, which simultaneously ensures that the target
distribution is stationary and leads to a powerful framework to study their convergence
time (the so-called mixing time), through a mathematically well-established quantity
called the spectral gap (see, e.g., [110]). Remarkably, detailed balance admits very
efficient algorithmic implementations, as simple as local spin updates in Ising models.
Seventy years since its debut, today, Markov Chain Monte Carlo as an algorithmic
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principle continues to apply to newly emerging problems beyond physics, from
biology to artificial intelligence.

For our purpose, we should not only view MCMC methods as a purely algorithmic
construct but also as a succinct mathematical model of Nature’s cooling process.
Most notably, Glauber dynamics [75] is a continuous-time classical Markov chain that
can be traced to Davies’ generator (for classical Hamiltonians). Even though Glauber
dynamics surely does not capture all nuances of open system physics (e.g., quantum
mechanical and non-Markovian effects of the bath), the combination of desirable
algorithmic and analytic features has nevertheless led to a comprehensive picture of
dynamic phase transitions (in thermalization and in complexity) for classical spin
systems, including magnets and spin glasses.

If quantum computing will play a likewise revolutionary role in quantum thermody-
namics, one naturally speculates that a suitable “quantum MCMC” algorithm will
have an equally important and enduring impact as the classical case. Nonetheless,
early attempts have been compounded by obstacles rooted in quantum mechanics.
To see this, consider the following Metropolis-style procedure [167] on the energy
eigenbasis: suppose we start with an energy eigenstate and apply a unitary update. If
the energy decreases, we wish to “accept” this move; otherwise, we “reject” this move
with a prescribed probability. However, this is in tension with (1) the no-cloning
theorem (to return to the previous quantum state without keeping many copies) and
(2) the energy-time uncertainty principle (to know confidently whether energy has
increased or decreased). The first issue turns out to be a technical problem tied to
discrete-time quantum Markov Chains and automatically resolves in continuous-time
settings (i.e., Lindbladians) [149, 160, 168]. Nevertheless, the uncertainty in energy
has remained a fundamental threat to quantum detailed balance, and existing work
has failed to retain both the exactness of quantum detailed balance (the basis for
modern Markov chain analysis) and finite energy resolution (inversely proportional
to the time for Hamiltonian simulation, the dominant cost in most quantum sim-
ulation algorithms). Perhaps due to the lack of a simple “go-to” proposal that
matches the features of classical Glauber dynamics, the potential impact of Quantum
MCMC algorithms has mainly been under the shadows for the quantum computing
community—see chapter 2 for a detailed account for literature.
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1.3 Main result
In this thesis, we propose a quantum Markov Chain Monte Carlo algorithm that can
also be regarded as a succinct mathematical model of open system thermalization.
For any Hamiltonian of interest, we construct a Lindbladian, a continuous-time
quantum Markov chain with the following combination of desirable features akin to
Glauber’s:

• Exact Quantum Detailed balance. The Lindbladian satisfies quantum detailed
balance exactly. Therefore, the quantum Gibbs is a stationary state of the
Lindbladian. This allows for clean mathematical reasoning and systematically
extends the formalism and techniques developed in classical and commuting
cases for mixing time (e.g., [31, 96, 124]). From a quantum algorithm
perspective, detailed balance is also naturally compatible with the quantum
walk formalism [164], giving a coherent algorithm for the “purified” Gibbs
state.

• Efficient simulation. The Lindbladian dynamics can be efficiently simulated
on a quantum computer, as long as the Hamiltonian dynamic can be simulated
for a time depending on the temperature. We expect the simulation cost to be
asymptotically optimal (up to polylogarithms).

• Quasi-locality. For lattice Hamiltonians, the Lindbladian decomposes into a
sum over (quasi)-local Lindbladians, with locality depending on the temperature
(and polylogarithmically on other parameters, such as the precision and system
size). Remarkably, each local Lindbladian is defined by local Hamiltonian
patches, avoids global Hamiltonian simulation, and may lead to qualitatively
better resource estimate.

• Physical origins. The Lindbladian takes a similar form as Davies’-like
generator and reduces to Davie’s generator (and hence Glauber dynamics for
classical Hamiltonians) in certain parameter regimes.

That is, our construction circumvents the aforementioned challenges and retains the
celebrated features of classical MCMC algorithms that fueled its widespread impact.
We expect our new construction to readily signify a multitude of new directions:

• A provable quantum simulation algorithm. There has been a flourishing
industry to study spectral gap and mixing time of classical Markov chains
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(e.g., [110]). In some cases, a sharp theoretical proof of algorithmic efficiency
can even be obtained. Our construction gives a well-defined, quasi-local, and
detail-balanced map that enables such a study in noncommuting Hamiltonians.
Indeed, recently, rapid mixing in lattice Hamiltonians at high temperatures
has been proved using our Lindbladian [153]. In chapter 4, we also use the
established framework to give implicit evidence of quantum advantage for
the “coolable” states through a dedicated mixing time analysis. We hope that
new theoretical proof enabled in the quantum case could “unstick” the current
inconclusive status of quantum advantage in quantum simulation by unveiling
new provably efficient instances.

• A dynamics angle to quantum Gibbs states. The mixing time of the
Lindbladian is deeply connected to the correlation and complexity of quantum
Gibbs states. It was a celebrated result in classical Gibbs sampling that
rapid mixing coincides with the decay of Gibbs correlation [124], and only
recently has the equivalence been extended to some commuting quantum
Hamiltonians [31, 96]. Our newly defined map gives a new dynamic angle to
rigorously study intricate quantum correlation, such as the area-law, conditional
mutual information, and topological order, in non-commuting Gibbs states.

• A self-contained model of open system thermodynamics. As a quantum
analog of Glauber dynamics, the physical origin of our construction gives a
succinct model of open-system physics. Our Lindbladian enables a precise
definition of dynamical thermal phase transitions associated with the mixing
time. Traditionally, quantum statistical mechanics have largely focused on
static properties (e.g., divergence of correlation length as an indicator of phase
transitions), but we argue that a dynamical picture might yield new physics
that is not visible in the statics. Related concepts include metastable states, the
energy landscape, quantum spin glass, and self-correcting quantum memories,
whose precise formulation for noncommuting Hamiltonian has also been
lacking (see chapter 4). The explicit form of our Lindbladian also enables
direct numerical studies regarding the above notions.

To reiterate, given the celebrated theoretical and empirical triumph of Markov chain
Monte Carlo methods and its successors over the past 70 years, quantum Gibbs
sampling could serve similar roles in quantum computing. Especially given the
current skepticism on the practical applicability of quantum computers, we aspire to
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bring hope to the community by initiating a new wave of directions covering theory,
experiment, numerics, and application. The remaining chapters of the thesis are
organized as follows.

In chapter 2, we introduce the algorithmic and theoretic foundation for the simulation
and analysis of a family of Davies-like Lindbladians (not necessarily detailed-
balanced). The main algorithmic result is a black-box simulation algorithm for
Davies-like Lindbladians (in fact any Lindbladians with substantially large Kraus
rank) and the operator Fourier transform, a subroutine that decomposes any operator
according to the changes in energy (akin to how phase estimation decomposes the
states by its energies). The main analytic result is that Nature’s cooling process,
modeled by the existing Davies’-like Lindbladian, indeed converges to approximate
Gibbs states; we introduce and prove a notion of approximate detailed balance that
depends on the temperature, Hamiltonian simulation time, and the mixing time for
the Lindbladian.

In chapter 3, we give the advertised detailed balanced Lindbladian as a particular
instance of the Davies’-like family introduced in chapter 2, whose analytic and
algorithmic properties are largely inherited and improved. The new key insight is a
recipe for a coherent term in addition to the dissipation part that perfectly cancels out
deviations from quantum detailed balance. With exact detailed balance, the proof
of Gibbs stationarity is immediate, and the Lindbladian naturally corresponds to a
parent Hamiltonian (akin to the quantum walk operator for classical Markov chains)
that allows for preparation for the purified Gibbs state. We do not know where there
is a qualitative distinction from Davies’-like Lindbladians introduced in chapter 2.

In chapter 4, we provide implicit evidence of quantum advantage in cooling by
showing that Nature’s cooling process is just as powerful as universal quantum
computation. In particular, we construct a family of 2D Hamiltonians whose ground
states encode arbitrary polynomial-time quantum computations, and the associated
Davies’-like Lindbladian converges to the ground state in polynomial time. Therefore,
there are instances of ground state problems that are quantumly easy and classically
hard unless 𝐵𝑄𝑃 = 𝐵𝑃𝑃 (roughly, unless classical computers can efficiently simulate
all decision problems solvable with quantum computations). To study the mixing
times, we introduce the idea of quantum local minima, which attempts to capture an
energy landscape associated with the cooling process. Technically, the results are
proven for physically derived Davies-like Lindbladian building upon the framework
from chapter 2, but we expect an even faster convergence to hold with better
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parameters for the Lindbladian with exact detailed balance from chapter 3.
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C h a p t e r 2

ALGORITHMIC PRIMITIVES FOR QUANTUM THERMAL
STATE PREPARATION

2.1 Introduction
How do we prepare quantum Gibbs or ground states on a quantum computer? This
initial state preparation problem appears as the obstacle for simulating quantum
systems [68, 116]– a popular candidate for practical quantum advantage. This
mystery has its roots in the seemingly contradictory teachings of computer science
and physics: computational complexity theory tells us that few-body Hamiltonian
ground states are generally QMA-hard to prepare [4, 76, 101] and thus are likely
intractable in general even for quantum computers; on the contrary, thermodynamics
asserts that physical systems interacting with a thermal bath are naturally in the
thermal states or ground states. How do we draw an appropriate boundary between
the two cases?

Practically, recent end-to-end industry resource estimates (e.g., [14, 30, 37, 107])
of quantum simulation rely on initial state preparation assumptions1, exposing our
ignorance of the complexity of practically relevant states. Often, practitioners turn to
heuristic algorithms such as the Variational Quantum Eigensolver (see, e.g., [169])
or the adiabatic algorithm (see, e.g., [7, 64]), yet each with concerns for practicality.
The former suffers from the so-called Barren Plateau phenomena [128], and its
scalability has been debated; the latter requires a gapped adiabatic path, which
appears nontrivial in recent large-scale numerical studies for quantum chemistry
applications [108]. So far, there is a thin consensus on a ‘go-to’ ground state or
thermal state quantum algorithm that could work in practice.

This work approaches the state preparation problem via Quantum Gibbs samplers. In
physics language, this is closely related to open system dynamics where the system
of interest is coupled to a thermal bath (see, e.g., [152]). Here, the conceptual
boundary is blurred between the underlying physical process and the algorithm [168].
If a system thermalizes in nature and our physical model is accurate, we expect the
associated quantum Gibbs sampler to converge quickly (i.e., the mixing time or the

1More precisely, they assume the existence of trial states with good overlap with the ground state
so that running phase estimation provably works [114]. See also [70].
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inverse-spectral gap is small); conversely, proving the latter also gives a rigorous
formulation of open-system thermodynamics. This complements the mainstream
formulation of closed-system thermodynamics via the Eigenstate Thermalization
Hypothesis (see, e.g., [62]), where theoretical progress has been elusive. Practically,
our general analysis for open system thermalization could be relevant to analog
quantum simulators for Gibbs sampling, although our presentation mainly focuses
on fault-tolerant quantum computers.

In computer science language, quantum Gibbs samplers are the quantum analogs of
classical Markov chain Monte Carlo (MCMC) algorithms, most notably Metropolis
sampling (see, e.g., [110]). They proved to be an indispensable pillar in classical
computer science, both theoretically and practically, for computational physics and,
more recently, optimization problems and machine learning. In a nutshell, the simple
yet general idea is a (discrete or continuous) Markov chain whose unique fixed point
yields the target distribution 𝜋 (a vector with positive entries); given the energy 𝐸𝑠
as a function of the configuration 𝑠, the Markov chain’s transition matrix 𝑴 satisfies

𝑴𝜋 = 𝜋 where 𝜋𝑠 :=
e−𝛽𝐸𝑠∑
𝑠 e−𝛽𝐸𝑠

for each 𝑠 at temperature
1
𝛽
.

The algorithmic cost for preparing a sample from the Gibbs distribution 𝜋 scales
directly with the mixing time, the number of iterations such that any initial conjugation
converges to the stationary distribution 𝜋. The mixing time can be unpredictable and
vary wildly depending on the specific problems (e.g., [110]). Theoretically, rapid
mixing can sometimes be proven under suitable assumptions, most notably in lattice
Ising models assuming exponential decay of Gibbs state correlation (see, e.g., [124]).
Practically, even when mixing time estimates are elusive, MCMC algorithms often
serve as a starting point for more sophisticated algorithms. Given the triumphant
impact of classical Gibbs sampling, we argue that Quantum Gibbs samplers have
been thus far underexplored in the community and will likely play a central role
when more robust quantum computers become available. Indeed, in addition to
quantum simulation, quantum Gibbs sampling has been identified as a key subroutine
in solving semidefinite programs (SDPs) [11, 27] and quantum machine learning [9].
To clarify, we will focus on quantum Hamiltonians; quantum algorithms for classical
Gibbs states are not in the scope of this work.2

2Quantum Gibbs sampler for fast-forwardable Hamiltonian (including commuting Hamiltonians)
is already well-defined since one can effectively apply phase estimation to exponential accuracy [167,
180]. The challenges we confront in this work are rooted in the noncommutativity.
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To set the stage for quantum Gibbs sampling, we shall review the classical cousins,
which we consider the seminal Metropolis-Hastings algorithm (see, e.g., [110]) as
a representative. This algorithm iterates a discrete-time Markov chain as follows:
apply a random “jump” (or “update,” “move”) 𝑨𝑎 with probability 𝑝(𝑎) (Figure 2.1).
If the energy decreases, accept the move, otherwise accept only with probability
e−𝛽𝜔 (i.e., rejecting the move with probability 1 − e−𝛽𝜔), where 𝜔 being the energy
gain. This can be described as a stochastic matrix over pairs of configurations 𝑠′𝑠

𝑴𝑠′𝑠 :=
∑︁
𝑎∈𝐴

𝑝(𝑎)𝛾(𝐸𝑠′ − 𝐸𝑠)𝑨𝑎𝑠′𝑠︸                          ︷︷                          ︸
“Accept”

+ 𝑹𝑠′𝑠𝛿𝑠′𝑠︸  ︷︷  ︸
“Reject”

where 𝛾(𝜔) := min(1, e−𝛽𝜔),

(2.1)

and 𝑨𝑎
𝑠′𝑠 are stochastic matrices corresponding to each move (e.g., flipping one of the

spins). The matrix elements are weighted by the Metropolis factor 𝛾(𝜔) depending
on the energy change. Importantly, the particular function satisfies a particular
symmetry (Figure 2.1), known as the detailed balance condition

𝛾(𝜔)/𝛾(−𝜔) = e−𝛽𝜔 such that 𝑴𝑠′𝑠𝜋𝑠 = 𝜋𝑠′𝑴𝑠′𝑠 for each 𝑠, 𝑠′. (2.2)

Detailed balance ensures that the Gibbs state 𝜋 is a fixed point of the Markov chain
𝑴𝜋 = 𝜋. The rejection part 𝑹𝑠′𝑠 is a diagonal matrix determined by the probability
preserving constraints. Similarly, one may define a continuous-time Markov chain
generator

𝑳𝑠′𝑠 :=
∑︁
𝑎∈𝐴

𝑝(𝑎)

©­­­­­­«
𝛾(𝐸𝑠′ − 𝐸𝑠)𝑨𝑎𝑠′𝑠︸              ︷︷              ︸

“transition”

− 𝛿𝑠′𝑠
∑︁
𝑠′′
𝛾(𝐸𝑠′′ − 𝐸𝑠)𝑨𝑎𝑠′′𝑠︸                          ︷︷                          ︸

“decay”

ª®®®®®®¬
for each 𝑠, 𝑠′.

(2.3)

The second term ensures that the generated semi-group e𝑳𝑡 preserves probability.
The operators 𝑨𝑎 can be arbitrary nonnegative matrices and need not be stochastic.

While classical Markov chain Monte Carlo methods have been theoretically and
practically mature, the quantum analogs are still in their infancy. The study of
Quantum Gibbs sampling currently faces fundamental challenges; surprisingly, even
a satisfactory map has not been appropriately defined for general noncommutative
Hamiltonians. As the very first step, we need to algorithmically design a quantum
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* Also, (continuous-time) Glauber dynamics [’63]
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Figure 2.1: The Metropolis-Hastings algorithm iterates a Markov chain to sample
from the Gibbs distribution. Each step begins with a (random) jump: if the energy
decreases, accept; if the energy increases, accept with a carefully chosen probability.
Otherwise, reject the move. Remarkably, detailed balance can be enforced in a “lazy”
manner via rejection sampling without storing the whole matrix.

analog of Markov chain generator3 L𝛽, a Lindbladian, [181] whose (unique) fixed
point is the quantum Gibbs state 𝝆𝛽. More precisely, given a Hamiltonian 𝑯 and an
inverse temperature 𝛽

design L𝛽 such that eL𝛽𝑡 [𝝆𝛽] = 𝝆𝛽 where 𝝆𝛽 := e−𝛽𝑯/Tr(e−𝛽𝑯)(2.4)

for any 𝑡 > 0. Subsequently, we may begin studying the properties of the proposed
Lindbladian, especially the mixing time. This work aims to lay the foundation for the
first challenge. The second challenge was partially addressed in Ref. [38] using more
primitive Gibbs samplers. Unlike the classical case, the construction of quantum
Gibbs samplers is nontrivial due to imprecise energy estimates for noncommuting
Hamiltonians (i.e., the energy-time uncertainty principle); the fixed point would not
be exactly the Gibbs state (2.4). Previous attempts [38, 167, 168, 180, 186] have
their shortcomings, which we discuss in more detail in section 2.1 and Table 2.1.
Our work, in parallel with the recent paper [149], provides the first implementable
Lindbladian for Gibbs sampling, with provable guarantees and without unrealistic
assumptions. To do so, we introduce a robust analytic framework, which additionally
applies to physical Lindbladians derived in open systems and to coherent Gibbs
samplers with Szegedy-type speedups.

Our particular construction draws inspiration from thermalization in nature. As the
starting point, a system in thermal contact with a bath can be effectively described
by the so-called Davies generator in the Schrödinger Picture in a specific (weak-

3We focus on the infinitesimal generators for simplicity. One may alternatively consider discrete
quantum channels, also known as completely-positive-trace-preserving (CPTP) maps.
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coupling/infinite-time) limit ([56, 58, 152], and see [134] for a modern discussion)

LD𝑎𝑣𝑖𝑒𝑠 (𝝆) =
∑︁
𝑎∈𝐴

∑︁
𝜈∈𝐵

𝛾(𝜈)
©­­­­­«
𝑨𝑎𝜈𝝆(𝑨𝑎𝜈︸    ︷︷    ︸)†
“transition”

− 1
2
((𝑨𝑎𝜈)†𝑨𝑎𝜈𝝆 + 𝝆(𝑨𝑎𝜈)†𝑨𝑎𝜈)︸                              ︷︷                              ︸

“decay”

ª®®®®®¬
, (2.5)

where {𝑨𝑎}𝑎∈𝐴 are the set of “quantum” jumps and 𝜈 ∈ 𝐵 := spec(𝑯) − spec(𝑯)
are the Bohr frequencies, the set of energy differences of the Hamiltonian. This
resembles its classical Markov chain cousin (2.3), featuring two terms: transition
and decay rates. Since we work with density operators 𝝆 instead of probability
vectors, the input 𝝆 must be formally sandwiched by operators on the left and right.
However, if the input states are diagonal in the energy basis and the energy levels
are nondegenerate, then the Davies’ generator can be faithfully represented as a
continuous-time Markov chain (2.3) on the energy eigenstates by literally replacing

𝑠→ |𝜓𝑖⟩⟨𝜓𝑖 |,

𝑨𝑎𝑠′𝑠 →
��⟨𝜓𝑖 |𝑨𝑎��𝜓 𝑗 〉��2 where 𝑯 =

∑︁
𝑖

𝐸𝑖 |𝜓𝑖⟩⟨𝜓𝑖 |. (2.6)

A concrete physical example is a geometrically local Hamiltonian on a lattice.
The jump operators 𝑨𝑎 can be one-body Pauli operators on each lattice site, and
the cardinality of jumps scales with the system size |𝐴| ∝ 𝑛. Of course, Davies’
generator is merely an instance of many possible Lindbladian one can write down
(see section 2.2), which generally may not come from thermodynamics.

In (2.5), the quantum mechanical transition rate 𝑨𝑎𝜈 is defined as

𝑨𝑎𝜈 :=
∑︁

𝐸𝑖−𝐸 𝑗=𝜈

𝑷𝐸𝑖
𝑨𝑎𝑷𝐸 𝑗

for each Bohr frequency 𝜈 ∈ 𝐵,

where 𝑷𝐸 denotes energy eigenspace projectors associated with energy 𝐸 (Figure 2.2).
In general, the dynamics can be inherently quantum-mechanical when the energy
subspaces are degenerate; the quantum transition can include coherent rotations
within the subspaces 𝑷𝐸 .

The function 𝛾(𝜔) depends on the physical model of the bath. Under physical
assumptions (thermal bath and Markovianity), the heating transitions are penalized
by a Boltzmann factor relative to the cooling transitions4 𝛾(𝜔) = e−𝜔𝛽𝛾(−𝜔).

4The sign convention we use (here and also for Fourier Transforms) might differ from that of
other works in the open systems literature.
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<latexit sha1_base64="VxLy4ObNvmvwby/2GzBPY8IkWZg=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKM794iS2kyYyAlKmbTbUBRTFTmCob9Bt+xJ9mu4G3fZBSop2xPC4HW1Mnu8/vBzxlyycMZqLVuvNk6fvvPve+x88+3Dlo48bn3z6fPWzQZ4WPCL9KGUpv8IoJ4wmpC+oYOQq4wTFmJFLfBdofikJz2ma9MR9RoYxmiR0TCMkVOiic/vz7fNma71VXT5stOeNpje/urerjdVwlEZFTBIRMZTnN+1WJoYzxAWNGClXVsIiJxmK7tCEzFCc5/cxLv21GIlp7jIdXMZuCjH+cTijSVYIkkRKoti4YL5Ifb0Pf0Q5iQS7Vw0Ucaqm9qMp4igSardLZ3m8LhyrwJpvT1lVUxXyLn8peEG+8RFjVSx/iVlBhrOpmphzMlaZzmAc3RFRrqzZwQQJTLGeZQ1hzIlcCTlJyC9RGscoGc1CSaJyFuqFhHY42FRRveIIsdlm6dIti24Bilhg8cDlWwuKMYTBtpW6DWjHoh0wcKceGMBgx0rdAXTXoruA7ll0D9B9i+4DemDRA0APLXoI6JFFjwA9tugxoCcWPQGlOqlLBWBwaqWeAtq1aBcM3K0HBjA4s1LPQOpZnQpgcG6lnoPU8zoVwODCSr0AtGfRHqB9i/YBHVh0AOilRS8BvbLoFaA/+RZWHZdfW/j6Mf1auzrLlUAirhqUpYl+WjwaQG5WtofelsgABMCWAcDvEhuAAQgMACaX2wYAf8uOAcC9cscAYFy5awDwrNwzANhV7hsAnCoPDAAmlYcGAH/KIwOANeWxAcCV8sQA4Dl5agCwm+waAMwkzwwAVpHnBgAjyAsDgAdkzwBw/GXfAHDy5cAAcOjlpQHgvMsrA8BRl9VRVwSecnltyDUAOZ3E84Pqh6bjSHCtQVyJ5FKV5NN0MYxulu77Ud9hRsbCydMl5nQyFcBYOCnmc4aq5aRNKzhFYhnEi0RI4ocxYwirt0QFA30Q1x7TzgICT+E0JpNFgULTcSQjNJmU5ofw0tkp02eADQh3i8M14EuA+hMoKKXlTXs4M2WtQuEd4cm3rfWN78jrt0X9Zts3lYeit4bd7SUpj6vFhHqx/qzZLv1wybozI9wYmpRZc6O81eIlw2W2rK1lG66MWTr2f8Jxvb5aVj31efUkBDeEIZwbPaaTiamX2dRD313LQ0ZdYZNhVW3J8q2cgZuzpICkfFg3cXdJi4SKmlOXc/qfUL3pBK9pjwOcpey+FnR1D4xwn9UK3XEFPVvQWyJAXD1ZXs81aaaWHPsq9qsOhozGVORuCh2VlUz9OuSiyKzpqp57n2ky0t9O6WLrWD2+1GFUH1Ft95MJNgYb6+3v11+cvWi+2pp/Tj3zvvC+9L7y2t4P3itvz+t6fS/yJt5v3u/eH40/G3813jT+NtKnT+Y5n3uPrsY//wLWKGdJ</latexit>

Ej

<latexit sha1_base64="Q0GURf9Cucx4b/+99WnefpkOPCI=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKM794iS2k0lkBKRM20SoCyiKncBQ36Db9iX6NN0Nuu2DlBTtiOFxO9qYPN9/eDniL1k4YzQXrdbbJ0/fe/+DDz969vHKJ582Pvv8+eoXgzwteET6UcpSfoVRThhNSF9QwchVxgmKMSOX+C7Q/FISntM06Yn7jAxjNEnomEZIqNBF55bePm+21lvV5cNGe95oevOre7vaWA1HaVTEJBERQ3l+025lYjhDXNCIkXJlJSxykqHoDk3IDMV5fh/j0l+LkZjmLtPBZeymEOOfhzOaZIUgSaQkio0L5ovU1/vwR5STSLB71UARp2pqP5oijiKhdrt0lsfrwrEKrPn2lFU1VSHv8peCF+Q7HzFWxfKXmBVkOJuqiTknY5XpDMbRHRHlypodTJDAFOtZ1hDGnMiVkJOE/BKlcYyS0SyUJCpnoV5IaIeDTRXVK44Qm22WLt2y6BagiAUWD1y+taAYQxhsW6nbgHYs2gEDd+qBAQx2rNQdQHctugvonkX3AN236D6gBxY9APTQooeAHln0CNBjix4DemLRE1Cqk7pUAAanVuopoF2LdsHA3XpgAIMzK/UMpJ7VqQAG51bqOUg9r1MBDC6s1AtAexbtAdq3aB/QgUUHgF5a9BLQK4teAfrat7DquPzawteP6bfa1VmuBBJx1aAsTfTT4tEAcrOyPfS2RAYgALYMAH6X2AAMQGAAMLncNgD4W3YMAO6VOwYA48pdA4Bn5Z4BwK5y3wDgVHlgADCpPDQA+FMeGQCsKY8NAK6UJwYAz8lTA4DdZNcAYCZ5ZgCwijw3ABhBXhgAPCB7BoDjL/sGgJMvBwaAQy8vDQDnXV4ZAI66rI66IvCUy2tDrgHI6SSeH1Q/NB1HgmsN4kokl6okn6aLYXSzdN+P+g4zMhZOni4xp5OpAMbCSTGfM1QtJ21awSkSyyBeJEISP4wZQ1i9JSoY6IO49ph2FhB4CqcxmSwKFJqOIxmhyaQ0P4SXzk6ZPgNsQLhbHK4BXwLUn0BBKS1v2sOZKWsVCu8IT75vrW/8QN68K+o3276pPBS9M+xuL0l5XC0m1Iv1Z8126YdL1p0Z4cbQpMyaG+WtFi8ZLrNlbS3bcGXM0rH/E47r9dWy6qnPqychuCEM4dzoMZ1MTL3Mph767loeMuoKmwyrakuWb+UM3JwlBSTlw7qJu0taJFTUnLqc0/+E6k0neE17HOAsZfe1oKt7YIT7rFbojivo2YLeEgHi6snyZq5JM7Xk2FexX3UwZDSmIndT6KisZOrXIRdFZk1X9dz7TJOR/nZKF1vH6vGlDqP6iGq7n0ywMdhYb/+4/uLsRfPV1vxz6pn3lfe1943X9n7yXnl7Xtfre5E38X7zfvf+aPzZ+KvxtvG3kT59Ms/50nt0Nf75F8hkZ0g=</latexit>

Ei

<latexit sha1_base64="PLoEpVI8TvIIoWotQJ5451+bXnY=">AAAORnichZdbb+Q0FMezy20pzNLCI0KKGFVCCKqZatnlZaVt0/t12s6l22ao7IxnxtS5yHHMVlF44dPwCl+Cr8CX4A3xihPPNK7PwOZl7PP7H19O/E8mOGE0Fa3Wn48ev/Pue+9/8OTDpY8+bjz9ZHnl034aZzwgvSBmMb/EKCWMRqQnqGDkMuEEhZiRAb71Sj6QhKc0jrriLiHDEE0iOqYBEip0s/yFjznK/SSlN7Tw5cYPyL8lQgd+LG6Wm621VnW5sNGeNZrO7OrcrDRW/FEcZCGJRMBQml63W4kY5ogLGjBSLC35WUoSFNyiCclRmKZ3IS7c1RCJaWqzMriIXWdi/P0wp1GSCRIFSqLYOGOuiN1yj+6IchIIdqcaKOBUTe0GU8RRIFQlFs7ycF04VIFV15yyqrQq8m36UvCMfOMixqpY+hKzjAzzqZqYczJWmdZgHKmKFkurZjBCAlNczrKKMOZELvmcROSnIA5DFI1yX5KgyP1yIb4Z9jZUtFxxgFi+Udh006CbgCLmGdyz+eacYgyht2WkbgG6bdBtMPB2PTCA3o6RugPorkF3Ad0z6B6g+wbdB/TAoAeAHhr0ENAjgx4BemzQY0BPDHoCSnVSlwpA79RIPQW0Y9AOGLhTDwygd2aknoHUszoVQO/cSD0Hqed1KoDehZF6AWjXoF1AewbtAdo3aB/QgUEHgF4a9BLQ166BVcfmVwa+eki/Ll2dpEogEVcNyuKofFo8GEBuVLaH3pZIAwTApgbA7xJrgAHwNAAml1saAH/LbQ2Ae+WOBsC4clcD4Fm5pwGwq9zXADhVHmgATCoPNQD+lEcaAGvKYw2AK+WJBsBz8lQDYDfZ0QCYSZ5pAKwizzUARpAXGgAPyK4G4PjLngbg5Mu+BuDQy4EG4LzLSw3AUZfVUVcEnnJ5pckVACmdhLOD6vq6Y0lwrUFcieRCleTTeD5M2Szs92N5hxkZCyuvLDGnk6kAxsJRNpvTVy0rbVrBKRKLIJ4nQhLejxlCWL0lKuiVB3H1Id2eQ+ApHIdkMi+QrzuWZIQmk0L/EF5YO2XlGWB9wu3i8BLwBUD9QRSU0uK6Pcx1WauQ+ifIo29ba+vfkTdvi7rNtqsrD0VvDdvbi2IeVovxy8W6ebNduP6CdSdauD7UKXlzvbgpxQuGS0xZu5St2zJm6Nj/Ccf1+mpZ9dTn1ZMQ3BCGcKr1mE4mul56U/d9ey33GXWFdYZRtQXLN3L6ds6CApLift3E3iXNIipqTm3O6X9C9aYTvKZdDnASs7ta0Cl7YIS7pFaUHVvQNQXdBQLE1ZPlzUwTJ2rJoatiP5dBn9GQitROoaOikqlfi1xkiTFd1bPvM41G5XdVPN86Vo8vdRjVR1Tb/mSCjf76Wvv52rOzZ81Xm7PPqSfO586XzldO23nhvHL2nI7TcwLnF+dX5zfn98Yfjb8afzf+0dLHj2Y5nzkPrqfOv8S5ckU=</latexit>h i| Aa | ji
<latexit sha1_base64="VxLy4ObNvmvwby/2GzBPY8IkWZg=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKM794iS2kyYyAlKmbTbUBRTFTmCob9Bt+xJ9mu4G3fZBSop2xPC4HW1Mnu8/vBzxlyycMZqLVuvNk6fvvPve+x88+3Dlo48bn3z6fPWzQZ4WPCL9KGUpv8IoJ4wmpC+oYOQq4wTFmJFLfBdofikJz2ma9MR9RoYxmiR0TCMkVOiic/vz7fNma71VXT5stOeNpje/urerjdVwlEZFTBIRMZTnN+1WJoYzxAWNGClXVsIiJxmK7tCEzFCc5/cxLv21GIlp7jIdXMZuCjH+cTijSVYIkkRKoti4YL5Ifb0Pf0Q5iQS7Vw0Ucaqm9qMp4igSardLZ3m8LhyrwJpvT1lVUxXyLn8peEG+8RFjVSx/iVlBhrOpmphzMlaZzmAc3RFRrqzZwQQJTLGeZQ1hzIlcCTlJyC9RGscoGc1CSaJyFuqFhHY42FRRveIIsdlm6dIti24Bilhg8cDlWwuKMYTBtpW6DWjHoh0wcKceGMBgx0rdAXTXoruA7ll0D9B9i+4DemDRA0APLXoI6JFFjwA9tugxoCcWPQGlOqlLBWBwaqWeAtq1aBcM3K0HBjA4s1LPQOpZnQpgcG6lnoPU8zoVwODCSr0AtGfRHqB9i/YBHVh0AOilRS8BvbLoFaA/+RZWHZdfW/j6Mf1auzrLlUAirhqUpYl+WjwaQG5WtofelsgABMCWAcDvEhuAAQgMACaX2wYAf8uOAcC9cscAYFy5awDwrNwzANhV7hsAnCoPDAAmlYcGAH/KIwOANeWxAcCV8sQA4Dl5agCwm+waAMwkzwwAVpHnBgAjyAsDgAdkzwBw/GXfAHDy5cAAcOjlpQHgvMsrA8BRl9VRVwSecnltyDUAOZ3E84Pqh6bjSHCtQVyJ5FKV5NN0MYxulu77Ud9hRsbCydMl5nQyFcBYOCnmc4aq5aRNKzhFYhnEi0RI4ocxYwirt0QFA30Q1x7TzgICT+E0JpNFgULTcSQjNJmU5ofw0tkp02eADQh3i8M14EuA+hMoKKXlTXs4M2WtQuEd4cm3rfWN78jrt0X9Zts3lYeit4bd7SUpj6vFhHqx/qzZLv1wybozI9wYmpRZc6O81eIlw2W2rK1lG66MWTr2f8Jxvb5aVj31efUkBDeEIZwbPaaTiamX2dRD313LQ0ZdYZNhVW3J8q2cgZuzpICkfFg3cXdJi4SKmlOXc/qfUL3pBK9pjwOcpey+FnR1D4xwn9UK3XEFPVvQWyJAXD1ZXs81aaaWHPsq9qsOhozGVORuCh2VlUz9OuSiyKzpqp57n2ky0t9O6WLrWD2+1GFUH1Ft95MJNgYb6+3v11+cvWi+2pp/Tj3zvvC+9L7y2t4P3itvz+t6fS/yJt5v3u/eH40/G3813jT+NtKnT+Y5n3uPrsY//wLWKGdJ</latexit>

Ej

<latexit sha1_base64="Q0GURf9Cucx4b/+99WnefpkOPCI=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKM794iS2k0lkBKRM20SoCyiKncBQ36Db9iX6NN0Nuu2DlBTtiOFxO9qYPN9/eDniL1k4YzQXrdbbJ0/fe/+DDz969vHKJ582Pvv8+eoXgzwteET6UcpSfoVRThhNSF9QwchVxgmKMSOX+C7Q/FISntM06Yn7jAxjNEnomEZIqNBF55bePm+21lvV5cNGe95oevOre7vaWA1HaVTEJBERQ3l+025lYjhDXNCIkXJlJSxykqHoDk3IDMV5fh/j0l+LkZjmLtPBZeymEOOfhzOaZIUgSaQkio0L5ovU1/vwR5STSLB71UARp2pqP5oijiKhdrt0lsfrwrEKrPn2lFU1VSHv8peCF+Q7HzFWxfKXmBVkOJuqiTknY5XpDMbRHRHlypodTJDAFOtZ1hDGnMiVkJOE/BKlcYyS0SyUJCpnoV5IaIeDTRXVK44Qm22WLt2y6BagiAUWD1y+taAYQxhsW6nbgHYs2gEDd+qBAQx2rNQdQHctugvonkX3AN236D6gBxY9APTQooeAHln0CNBjix4DemLRE1Cqk7pUAAanVuopoF2LdsHA3XpgAIMzK/UMpJ7VqQAG51bqOUg9r1MBDC6s1AtAexbtAdq3aB/QgUUHgF5a9BLQK4teAfrat7DquPzawteP6bfa1VmuBBJx1aAsTfTT4tEAcrOyPfS2RAYgALYMAH6X2AAMQGAAMLncNgD4W3YMAO6VOwYA48pdA4Bn5Z4BwK5y3wDgVHlgADCpPDQA+FMeGQCsKY8NAK6UJwYAz8lTA4DdZNcAYCZ5ZgCwijw3ABhBXhgAPCB7BoDjL/sGgJMvBwaAQy8vDQDnXV4ZAI66rI66IvCUy2tDrgHI6SSeH1Q/NB1HgmsN4kokl6okn6aLYXSzdN+P+g4zMhZOni4xp5OpAMbCSTGfM1QtJ21awSkSyyBeJEISP4wZQ1i9JSoY6IO49ph2FhB4CqcxmSwKFJqOIxmhyaQ0P4SXzk6ZPgNsQLhbHK4BXwLUn0BBKS1v2sOZKWsVCu8IT75vrW/8QN68K+o3276pPBS9M+xuL0l5XC0m1Iv1Z8126YdL1p0Z4cbQpMyaG+WtFi8ZLrNlbS3bcGXM0rH/E47r9dWy6qnPqychuCEM4dzoMZ1MTL3Mph767loeMuoKmwyrakuWb+UM3JwlBSTlw7qJu0taJFTUnLqc0/+E6k0neE17HOAsZfe1oKt7YIT7rFbojivo2YLeEgHi6snyZq5JM7Xk2FexX3UwZDSmIndT6KisZOrXIRdFZk1X9dz7TJOR/nZKF1vH6vGlDqP6iGq7n0ywMdhYb/+4/uLsRfPV1vxz6pn3lfe1943X9n7yXnl7Xtfre5E38X7zfvf+aPzZ+KvxtvG3kT59Ms/50nt0Nf75F8hkZ0g=</latexit>

Ei

<latexit sha1_base64="eqWaD+HC8LinBEobmAkaslb/OCA=">AAAOOXichZdLc+s0FMd9L69LIdDCko2HTGcYBjpJ5/LYdOa2bvp+JG1etA4dyVESTeXHyLK4mYz5JGzhS/BJWLJj2PIFkK20VnUC15tI5/c/ehzrb8c4YTQVjcYfz56/9fY777734v21Dz6sffTx+sYn/TTOeEB6QcxiPsQoJYxGpCeoYGSYcIJCzMgA33sFH0jCUxpHXTFPyChE04hOaICECt2tr/ty90d0t/BxHJIpynfu1uuNrUZ5ubDRXDbqzvJq323UNvxxHGQhiUTAUJreNhuJGC0QFzRgJF9b87OUJCi4R1OyQGGazkOcu5shErPUZkVwFbvNxOT70YJGSSZIFCiJYpOMuSJ2i225Y8pJINhcNVDAqZraDWaIo0Coza+c5em6cKgCm645ZVlcVdf7dEfwjHzlIsbKWLqDWUZGi5mamHMyUZnWYBzdE5GvbZrBCAlMcTHLJsKYE7nmcxKRn4I4DFE0XviSBLm6D2ohvhn2dlW0WHGA2GI3t+meQfcARcwzuGfzvQeKMYTevpG6D2jLoC0wcKsaGEDvwEg9APTQoIeAHhn0CNBjgx4DemLQE0BPDXoK6JlBzwA9N+g5oBcGvQCluqhKBaB3aaReAto2aBsM3K4GBtDrGKkdkNqpUgH0rozUK5B6VaUC6F0bqdeAdg3aBbRn0B6gfYP2AR0YdADo0KBDQH9wDaw6Nr8x8M1T+mXh6iRVAom4alAWR8XT4skAcre0PfS2RBogAPY0AH6XWAMMgKcBMLnc1wD4W7Y0AO6VBxoA48pDDYBn5ZEGwK7yWAPgVHmiATCpPNUA+FOeaQCsKc81AK6UFxoAz8lLDYDdZFsDYCbZ0QBYRV5pAIwgrzUAHpBdDcDxlz0NwMmXfQ3AoZcDDcB5l0MNwFGX5VFXBJ5yeaPJDQApnYbLg+r6umNJcKVBXInkSpXks/hhmKKZ2+/H4g4zMhFWXlFiTqczAYyFo2w5p69aVtqshDMkVkH8kAhJ+DhmCGH5liihVxzEzae09QCBp5Z/vpZYdyzJGE2nuf4hPLd2yoozwPqE28XhBeArgPpPKCil+W1ztNBlLUP+PeHR142t7W/I6zdF3XrT1ZWHojeG7e1FMQ/LxfjFYt1FvZm7/op1J1q4PdIpi/p2fleIVwyXmLJmIdu2ZczQsf8TTqr1VbLyqc/LJyG4IQzhVOsxnU51vfSmHvv2Wh4zqgrrDKNqK5Zv5PTtnBUFJPnjuom9S5pFVFSc2pzT/4TqTSd4Rbsc4CRm80rQLnpghHlSKYqOLeiagu4KAeLqyfJ6qYkTteTQVbGfi6DPaEhFaqfQcV7K1K9FrrPEmK7s2feZRuPiUyp+2DpWjy91GNVHVNP+ZIKN/vZW89utl52X9Vd7y8+pF85nzufOF07T+c555Rw5bafnBI50fnF+dX6r/V77s/ZX7W8tff5smfOp8+Sq/fMv+aptGw==</latexit>

Aa
!̄ =

<latexit sha1_base64="Q0GURf9Cucx4b/+99WnefpkOPCI=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKM794iS2k0lkBKRM20SoCyiKncBQ36Db9iX6NN0Nuu2DlBTtiOFxO9qYPN9/eDniL1k4YzQXrdbbJ0/fe/+DDz969vHKJ582Pvv8+eoXgzwteET6UcpSfoVRThhNSF9QwchVxgmKMSOX+C7Q/FISntM06Yn7jAxjNEnomEZIqNBF55bePm+21lvV5cNGe95oevOre7vaWA1HaVTEJBERQ3l+025lYjhDXNCIkXJlJSxykqHoDk3IDMV5fh/j0l+LkZjmLtPBZeymEOOfhzOaZIUgSaQkio0L5ovU1/vwR5STSLB71UARp2pqP5oijiKhdrt0lsfrwrEKrPn2lFU1VSHv8peCF+Q7HzFWxfKXmBVkOJuqiTknY5XpDMbRHRHlypodTJDAFOtZ1hDGnMiVkJOE/BKlcYyS0SyUJCpnoV5IaIeDTRXVK44Qm22WLt2y6BagiAUWD1y+taAYQxhsW6nbgHYs2gEDd+qBAQx2rNQdQHctugvonkX3AN236D6gBxY9APTQooeAHln0CNBjix4DemLRE1Cqk7pUAAanVuopoF2LdsHA3XpgAIMzK/UMpJ7VqQAG51bqOUg9r1MBDC6s1AtAexbtAdq3aB/QgUUHgF5a9BLQK4teAfrat7DquPzawteP6bfa1VmuBBJx1aAsTfTT4tEAcrOyPfS2RAYgALYMAH6X2AAMQGAAMLncNgD4W3YMAO6VOwYA48pdA4Bn5Z4BwK5y3wDgVHlgADCpPDQA+FMeGQCsKY8NAK6UJwYAz8lTA4DdZNcAYCZ5ZgCwijw3ABhBXhgAPCB7BoDjL/sGgJMvBwaAQy8vDQDnXV4ZAI66rI66IvCUy2tDrgHI6SSeH1Q/NB1HgmsN4kokl6okn6aLYXSzdN+P+g4zMhZOni4xp5OpAMbCSTGfM1QtJ21awSkSyyBeJEISP4wZQ1i9JSoY6IO49ph2FhB4CqcxmSwKFJqOIxmhyaQ0P4SXzk6ZPgNsQLhbHK4BXwLUn0BBKS1v2sOZKWsVCu8IT75vrW/8QN68K+o3276pPBS9M+xuL0 l5XC0m1Iv1Z8126YdL1p0Z4cbQpMyaG+WtFi8ZLrNlbS3bcGXM0rH/E47r9dWy6qnPqychuCEM4dzoMZ1MTL3Mph767loeMuoKmwyrakuWb+UM3JwlBSTlw7qJu0taJFTUnLqc0/+E6k0neE17HOAsZfe1oKt7YIT7rFbojivo2YLeEgHi6snyZq5JM7Xk2FexX3UwZDSmIndT6KisZOrXIRdFZk1X9dz7TJOR/nZKF1vH6vGlDqP6iGq7n0ywMdhYb/+4/uLsRfPV1vxz6pn3lfe1943X9n7yXnl7Xtfre5E38X7zfvf+aPzZ+KvxtvG3kT59Ms/50nt0Nf75F8hkZ0g=</latexit>

Ei

<latexit sha1_base64="VxLy4ObNvmvwby/2GzBPY8IkWZg=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKM794iS2kyYyAlKmbTbUBRTFTmCob9Bt+xJ9mu4G3fZBSop2xPC4HW1Mnu8/vBzxlyycMZqLVuvNk6fvvPve+x88+3Dlo48bn3z6fPWzQZ4WPCL9KGUpv8IoJ4wmpC+oYOQq4wTFmJFLfBdofikJz2ma9MR9RoYxmiR0TCMkVOiic/vz7fNma71VXT5stOeNpje/urerjdVwlEZFTBIRMZTnN+1WJoYzxAWNGClXVsIiJxmK7tCEzFCc5/cxLv21GIlp7jIdXMZuCjH+cTijSVYIkkRKoti4YL5Ifb0Pf0Q5iQS7Vw0Ucaqm9qMp4igSardLZ3m8LhyrwJpvT1lVUxXyLn8peEG+8RFjVSx/iVlBhrOpmphzMlaZzmAc3RFRrqzZwQQJTLGeZQ1hzIlcCTlJyC9RGscoGc1CSaJyFuqFhHY42FRRveIIsdlm6dIti24Bilhg8cDlWwuKMYTBtpW6DWjHoh0wcKceGMBgx0rdAXTXoruA7ll0D9B9i+4DemDRA0APLXoI6JFFjwA9tugxoCcWPQGlOqlLBWBwaqWeAtq1aBcM3K0HBjA4s1LPQOpZnQpgcG6lnoPU8zoVwODCSr0AtGfRHqB9i/YBHVh0AOilRS8BvbLoFaA/+RZWHZdfW/j6Mf1auzrLlUAirhqUpYl+WjwaQG5WtofelsgABMCWAcDvEhuAAQgMACaX2wYAf8uOAcC9cscAYFy5awDwrNwzANhV7hsAnCoPDAAmlYcGAH/KIwOANeWxAcCV8sQA4Dl5agCwm+waAMwkzwwAVpHnBgAjyAsDgAdkzwBw/GXfAHDy5cAAcOjlpQHgvMsrA8BRl9VRVwSecnltyDUAOZ3E84Pqh6bjSHCtQVyJ5FKV5NN0MYxulu77Ud9hRsbCydMl5nQyFcBYOCnmc4aq5aRNKzhFYhnEi0RI4ocxYwirt0QFA30Q1x7TzgICT+E0JpNFgULTcSQjNJmU5ofw0tkp02eADQh3i8M14EuA+hMoKKXlTXs4M2WtQuEd4cm3rfWN78jrt0X9Zts3lYeit4bd7SUpj6vFhHqx/qzZLv1wybozI9wYmpRZc6O81eIlw2W2rK1lG66MWTr2f8Jxvb5aVj31efUkBDeEIZwbPaaTiamX2dRD313LQ0ZdYZNhVW3J8q2cgZuzpICkfFg3cXdJi4SKmlOXc/qfUL3pBK9pjwOcpey+FnR1D4xwn9UK3XEFPVvQWyJAXD1ZXs81aaaWHPsq9qsOhozGVORuCh2VlUz9OuSiyKzpqp57n2ky0t9O6WLrWD2+1GFUH1Ft95MJNgYb6+3v11+cvWi+2pp/Tj3zvvC+9L7y2t4P3itvz+t6fS/yJt5v3u/eH40/G3813jT+NtKnT+Y5n3uPrsY//wLWKGdJ</latexit>

Ej

<latexit sha1_base64="iHxVaSl8m8ucjsicyr1uCAZWnPM=">AAAOQ3ichZdbbyM1FMdnl9tSCLTwBi8jokoLYqukWi4vK207Te+XtM2l206I7ImTWPVc5PGYraJBfBpe4UvwIfgMvCFekfCMk47rE9h5iX1+/+PLif9zwQmjqWg0/nj0+K2333n3vSfvr3zwYe2jj1fXPumlccYD0g1iFvMrjFLCaES6ggpGrhJOUIgZ6eNbr+B9SXhK46gj7hIyCNEkomMaIKFCw9XPWkPq+kno+t7ZUz+lkxANxQ+zZ838y+FqvbHRKC8XNprzRt2ZX+3hWm3NH8VBFpJIBAyl6U2zkYjBDHFBA0bylRU/S0mCgls0ITMUpuldiHN3PURimtqsCC5jN5kYfz+Y0SjJBIkCJVFsnDFXxG6xQXdEOQkEu1MNFHCqpnaDKeIoEKoMS2d5uC4cqsC6a05ZlllV+DZ9IXhGvnYRY2UsfYFZRgazqZqYczJWmdZgHN0Ska+sm8EICUxxMcs6wpgTueJzEpEfgzgMUTSa+ZIE+cwvFuKbYW9LRYsVB4jNtnKbbht0G1DEPIN7Nt9eUIwh9HaM1B1AWwZtgYFb1cAAertG6i6gewbdA3TfoPuAHhj0ANBDgx4CemTQI0CPDXoM6IlBTwA9NegpKNVpVSoAvTMj9QzQtkHbYOB2NTCA3rmReg5Sz6tUAL0LI/UCpF5UqQB6l0bqJaAdg3YA7Rq0C2jPoD1A+wbtA3pl0CtAX7kGVh2bXxv4+iH9qnB1kiqBRFw1KIuj4m7xYAC5VdoeelsiDRAA2xoAv0usAQbA0wCYXO5oAPwtWxoA98pdDYBx5Z4GwLNyXwNgV3mgAXCqPNQAmFQeaQD8KY81ANaUJxoAV8pTDYDn5JkGwG6yrQEwkzzXAFhFXmgAjCAvNQAekB0NwPGXXQ3AyZc9DcChl30NwHmXVxqAoy7Lo64IPOXyWpNrAMq3Bw1d/SphS3ClQVyJ5FKV5NN4MUzRzO3nY/EPMzIWVl5RYk4nUwGMhaNsPqevWlbatIRTJJZBvEiEJLwfM4SwfEqU0CsO4vpD2lpA4Ckch2SyKJCvO5ZkhCaTXP8Qnls7ZcUZYD3C7eLwAvAlQL0dCkppftMczHRZy5B/S3j0rLGx+Q15/aaoW2+6uvJQ9Mawvb0o5mG5GL9YrDurN3PXX7LuRAs3BzplVt/Mh4V4yXCJKWsWsk1bxgwd+z/huFpfJSvv+ry8E4I/hCGcaj2mk4mul97Ufd9ey31GVWGdYVRtyfKNnJ6ds6SAJL9fN7F3SbOIiopTm3P6n1A96QSvaIcDnMTsrhK0ix4Y4S6pFEXHFnRMQWeJAHF1Z3k918SJWnLoqthPRdBnNKQitVPoKC9l6tcil1liTFf27P+ZRqPioypebB2r25c6jOojqml/MsFGb3Oj+e3G8/Pn9Zfb88+pJ87nzhfOU6fpfOe8dPadttN1Audn5xfnV+e32u+1P2t/1f7W0seP5jmfOg+u2j//AjapcAs=</latexit>

Ei ± O(��1
t )

<latexit sha1_base64="iHxVaSl8m8ucjsicyr1uCAZWnPM=">AAAOQ3ichZdbbyM1FMdnl9tSCLTwBi8jokoLYqukWi4vK207Te+XtM2l206I7ImTWPVc5PGYraJBfBpe4UvwIfgMvCFekfCMk47rE9h5iX1+/+PLif9zwQmjqWg0/nj0+K2333n3vSfvr3zwYe2jj1fXPumlccYD0g1iFvMrjFLCaES6ggpGrhJOUIgZ6eNbr+B9SXhK46gj7hIyCNEkomMaIKFCw9XPWkPq+kno+t7ZUz+lkxANxQ+zZ838y+FqvbHRKC8XNprzRt2ZX+3hWm3NH8VBFpJIBAyl6U2zkYjBDHFBA0bylRU/S0mCgls0ITMUpuldiHN3PURimtqsCC5jN5kYfz+Y0SjJBIkCJVFsnDFXxG6xQXdEOQkEu1MNFHCqpnaDKeIoEKoMS2d5uC4cqsC6a05ZlllV+DZ9IXhGvnYRY2UsfYFZRgazqZqYczJWmdZgHN0Ska+sm8EICUxxMcs6wpgTueJzEpEfgzgMUTSa+ZIE+cwvFuKbYW9LRYsVB4jNtnKbbht0G1DEPIN7Nt9eUIwh9HaM1B1AWwZtgYFb1cAAertG6i6gewbdA3TfoPuAHhj0ANBDgx4CemTQI0CPDXoM6IlBTwA9NegpKNVpVSoAvTMj9QzQtkHbYOB2NTCA3rmReg5Sz6tUAL0LI/UCpF5UqQB6l0bqJaAdg3YA7Rq0C2jPoD1A+wbtA3pl0CtAX7kGVh2bXxv4+iH9qnB1kiqBRFw1KIuj4m7xYAC5VdoeelsiDRAA2xoAv0usAQbA0wCYXO5oAPwtWxoA98pdDYBx5Z4GwLNyXwNgV3mgAXCqPNQAmFQeaQD8KY81ANaUJxoAV8pTDYDn5JkGwG6yrQEwkzzXAFhFXmgAjCAvNQAekB0NwPGXXQ3AyZc9DcChl30NwHmXVxqAoy7Lo64IPOXyWpNrAMq3Bw1d/SphS3ClQVyJ5FKV5NN4MUzRzO3nY/EPMzIWVl5RYk4nUwGMhaNsPqevWlbatIRTJJZBvEiEJLwfM4SwfEqU0CsO4vpD2lpA4Ckch2SyKJCvO5ZkhCaTXP8Qnls7ZcUZYD3C7eLwAvAlQL0dCkppftMczHRZy5B/S3j0rLGx+Q15/aaoW2+6uvJQ9Mawvb0o5mG5GL9YrDurN3PXX7LuRAs3BzplVt/Mh4V4yXCJKWsWsk1bxgwd+z/huFpfJSvv+ry8E4I/hCGcaj2mk4mul97Ufd9ey31GVWGdYVRtyfKNnJ6ds6SAJL9fN7F3SbOIiopTm3P6n1A96QSvaIcDnMTsrhK0ix4Y4S6pFEXHFnRMQWeJAHF1Z3k918SJWnLoqthPRdBnNKQitVPoKC9l6tcil1liTFf27P+ZRqPioypebB2r25c6jOojqml/MsFGb3Oj+e3G8/Pn9Zfb88+pJ87nzhfOU6fpfOe8dPadttN1Audn5xfnV+e32u+1P2t/1f7W0seP5jmfOg+u2j//AjapcAs=</latexit>

Ei ± O(��1
t )

<latexit sha1_base64="+cydxDemEsMksur51vtA+LDElq4=">AAAOQ3ichZdbbyM1FMdnl9tSCLTwBi8jokoLYqukWi4vK207Te+XtM2ltBMie+Ikpp6LPB6zVTSIT8MrfAk+BJ+BN8QrEp5x0nF9Ajsvsc/vf3w58X8uOGE0FY3GH48ev/HmW2+/8+Tdlffer33w4eraR700znhAukHMYn6FUUoYjUhXUMHIVcIJCjEjfXzrFbwvCU9pHHXEXUIGIZpEdEwDJFRouPpJa/iD6yeh63tnT/2UTkI0FN/PnjXzz4er9cZGo7xc2GjOG3VnfrWHa7U1fxQHWUgiETCUpjfNRiIGM8QFDRjJV1b8LCUJCm7RhMxQmKZ3Ic7d9RCJaWqzIriM3WRi/O1gRqMkEyQKlESxccZcEbvFBt0R5SQQ7E41UMCpmtoNpoijQKgyLJ3l4bpwqALrrjllWWZV4dv0heAZ+dJFjJWx9AVmGRnMpmpizslYZVqDcXRLRL6ybgYjJDDFxSzrCGNO5IrPSUR+DOIwRNFo5ksS5DO/WIhvhr0tFS1WHCA228ptum3QbUAR8wzu2Xx7QTGG0NsxUncAbRm0BQZuVQMD6O0aqbuA7hl0D9B9g+4DemDQA0APDXoI6JFBjwA9NugxoCcGPQH01KCnoFSnVakA9M6M1DNA2wZtg4Hb1cAAeudG6jlIPa9SAfQujNQLkHpRpQLoXRqpl4B2DNoBtGvQLqA9g/YA7Ru0D+iVQa8A/c41sOrY/NrA1w/pF4Wrk1QJJOKqQVkcFXeLBwPIrdL20NsSaYAA2NYA+F1iDTAAngbA5HJHA+Bv2dIAuFfuagCMK/c0AJ6V+xoAu8oDDYBT5aEGwKTySAPgT3msAbCmPNEAuFKeagA8J880AHaTbQ2AmeS5BsAq8kIDYAR5qQHwgOxoAI6/7GoATr7saQAOvexrAM67vNIAHHVZHnVF4CmX15pcA1C+PWjo6lcJW4IrDeJKJJeqJJ/Gi2GKZm4/H4t/mJGxsPKKEnM6mQpgLBxl8zl91bLSpiWcIrEM4kUiJOH9mCGE5VOihF5xENcf0tYCAk/hOCSTRYF83bEkIzSZ5PqH8NzaKSvOAOsRbheHF4AvAertUFBK85vmYKbLWob8W8KjZ42Nza/Iq9dF3XrT1ZWHoteG7e1FMQ/LxfjFYt1ZvZm7/pJ1J1q4OdAps/pmPizES4ZLTFmzkG3aMmbo2P8Jx9X6Kll51+flnRD8IQzhVOsxnUx0vfSm7vv2Wu4zqgrrDKNqS5Zv5PTsnCUFJPn9uom9S5pFVFSc2pzT/4TqSSd4RTsc4CRmd5WgXfTACHdJpSg6tqBjCjpLBIirO8uruSZO1JJDV8V+KoI+oyEVqZ1CR3kpU78WucwSY7qyZ//PNBoVH1XxYutY3b7UYVQfUU37kwk2epsbza83np8/r7/cnn9OPXE+dT5znjpN5xvnpbPvtJ2uEzg/O784vzq/1X6v/Vn7q/a3lj5+NM/52Hlw1f75F0SEcAw=</latexit>

Ej ± O(��1
t )

<latexit sha1_base64="vetgvobRuP6Wi6IgFBOnC1ecE8E=">AAAOKHichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKM79Yie240lkBKRM24SpCyiKHcNQX6Db9iX6NN0Vs+2TlBLtiOFxO9qYPN9/eDniL1k4YTQVjcbbJ0/fe/+DDz969vHGJ5/WPvv8+eYX/TTOeEB6QcxiPsAoJYxGpCeoYGSQcIJCzMgNnnkFv5GEpzSOumKekGGIJhEd0wAJFeq07p/XG9uN8nJho7ls1J3l1b7frG36ozjIQhKJgKE0vWs2EjFcIC5owEi+seFnKUlQMEMTskBhms5DnLtbIRLT1GZFcB27y8T45+GCRkkmSBQoiWLjjLkidotduCPKSSDYXDVQwKma2g2miKNAqL2uneXxunCoAluuOWVZS1XGWfpS8Ix85yLGylj6ErOMDBdTNTHnZKwyrcE4mhGRb2yZwQgJTHExyxbCmBO54XMSkV+COAxRNFr4kgT5wi8W4pthb1dFixUHiC12c5vuGXQPUMQ8g3s231tRjCH09o3UfUBbBm2BgVvVwAB6B0bqAaCHBj0E9MigR4AeG/QY0BODngB6atBTQM8MegbouUHPAb0w6AUo1UVVKgC9SyP1EtC2Qdtg4HY1MIBex0jtgNROlQqgd2WkXoHUqyoVQO/aSL0GtGvQLqA9g/YA7Ru0D+iNQW8AHRh0AOhr18CqY/NbA98+pt8Wrk5SJZCIqwZlcVQ8LR4NIHdL20NvS6QBAmBPA+B3iTXAAHgaAJPLfQ2Av2VLA+BeeaABMK481AB4Vh5pAOwqjzUATpUnGgCTylMNgD/lmQbAmvJcA+BKeaEB8Jy81ADYTbY1AGaSHQ2AVeSVBsAI8loD4AHZ1QAcf9nTAJx82dcAHHp5owE473KgATjqsjzqisBTLm81uQUgpZNweVBdX3csCa40iCuRXKuSfBqvhimauf1+LO4wI2Nh5RUl5nQyFcBYOMqWc/qqZaVNSzhFYh3Eq0RIwocxQwjLt0QJveIgbj2mrRUEnsJxSCarAvm6Y0lGaDLJ9Q/hubVTVpwB1ifcLg4vAF8D1F9AQSnN75rDhS5rGfJnhEffN7Z3fiBv3hV1601XVx6K3hm2txfFPCwX4xeLdRf1Zu76a9adaOHOUKcs6jv5fSFeM1xiypqFbMeWMUPH/k84rtZXycqnPi+fhOCGMIRTrcd0MtH10pt66NtrecioKqwzjKqtWb6R07dz1hSQ5A/rJvYuaRZRUXFqc07/E6o3neAV7XKAk5jNK0G76IER5kmlKDq2oGsKumsEiKsny5ulJk7UkkNXxX4tgj6jIRWpnUJHeSlTvxa5zhJjurJn32cajYovp3i1daweX+owqo+opv3JBBv9ne3mj9svOi/qr/aWn1PPnK+cr51vnKbzk/PKOXLaTs8JHOL85vzu/FH7s/ZX7e/aWy19+mSZ86Xz6Kr98y+jbGZs</latexit>

E

<latexit sha1_base64="MZGEux73MAGD3orC3+VL9fYu9LE=">AAAONXichZfLcts2FIaZpJfUrdo4XXbDqcYzaafRiKoTO4vMxKbvV9mWZNem4gEpSMIYvAwIovFo2Ofotn2JPksX3XW67SsUJCQTxlEabgSc7z+4HOInRT+hJOXN5p8PHj766ONPPn382cLnX9S+/OrJ4tNeGmcswN0gpjG78FGKKYlwlxNO8UXCMAp9is/9G7fg5wKzlMRRh98muB+iUUSGJEBcht56Yu0tevbci0M8Qt9dP6k3G47jrCyv2M3Gi5fLr1aLxqvVH1daju00muVVt6ZX+3qxtugN4iALccQDitL0ymkmvD9BjJOA4nxhwctSnKDgBo3wBIVpehv6ub0UIj5OTVYE57GrjA9X+xMSJRnHUSAlkg0zavPYLrZkDwjDAae3soECRuTUdjBGDAVcbnzuLPfX5YcysGTrU5aFlTW9SV9zluEfbERpGUtf+zTD/clYTswYHspMYzCGbjDPF5b0YIS4T/xiliXk+wyLBY/hCP8cxGGIosHEEzjIJ16xEE8Pu2syWqw4QHSylpt0XaPrgCLqatw1+fqM+j6E7oaWugHopkY3wcCb1cAAulta6hag2xrdBnRHozuA7mp0F9A9je4Buq/RfUAPNHoA6KFGDwE90ugRKNVRVSoA3WMt9RjQtkbbYOB2NTCA7omWegJST6pUAN1TLfUUpJ5WqQC6Z1rqGaAdjXYA7Wq0C2hPoz1AzzV6DuiFRi8A/cnWsOyY/FLDl/fp94Wrk1QKBGKyQWgcFU+LewOItdL20NsCKYAAWFcA+F34CvgAuAoAk4sNBYC/xaYCwL1iSwFgXLGtAPCs2FEA2FXsKgCcKvYUACYV+woAf4oDBYA1xaECwJXiSAHgOXGsALCbaCsAzCROFABWEacKACOIMwWAB0RHAXD8RVcBcPJFTwFw6MW5AuC8iwsFwFEX5VGXBJ5ycanIJQApGYXTg2p7qmNI/EqDmBSJuSrBxvFsmKKZm+/H4g5TPORGXlFiRkZjDozlR9l0Tk+2jLRxCceIz4P+LBGS8G7MEMLyLVFCtziIS/fp5gwCT/nlf68ZVh1DMkCjUa5+MMuNndLiDNAeZmZxWAHYHCD/D3JCSH7l9CeqrGXIu8Eset5stF7gdx+K2nXHVpWHog+Gze1FMQvLxXjFYu1J3cltb866EyVs9VXKpN7KrwvxnOESXeYUspYpo5qO/p9wWK2vkpVPfVY+CcENochPld4no5Gql9rUXd9cy11GVWGVoVVtzvK1nJ6ZM6eAOL9bNzZ3SbKI8IoTkzPyXijfdJxVtMMATmJ6WwnaRQ+McJtUiqJjCjq6oDNHgJh8srybauJELjm0ZeyXIuhREhKemilkkJcy+WuQsyzRpit75n0m0aD4jIpnW/fl40seRvkRNftSst/f6LUazsvG8sly/c369HPqsfWN9a31zHKsFeuNtWO1ra4VWMz61frN+r32R+2v2t+1f5T04YNpztfWvav2738sBWu4</latexit>

Aa(�!)

<latexit sha1_base64="L0BN9XtcJbcjYD6rJfSf2Tg0UiQ=">AAAONHichZdbb9s2FMfVdpcum9eme9yLMCNAN2yG5aVN+lCgiXK/OontZIm8gJJpmwh1GUVxDQzta+x1+xL7LgP2Nux1n2GkaEeMjrvqxeT5/Q8vR/xLlp9QkvJm888HDx998OFHHz/+ZOHTz2qfP3m6+KyXxhkLcDeIacwufJRiSiLc5YRTfJEwjEKf4nP/xlX8XGCWkjjq8NsE90M0isiQBIjLUN8Taz+i514c4hH6+vppvdlwHGdlecVuNl68XH61qhqvVr9faTm202gWV92aXu3rxdqiN4iDLMQRDyhK0yunmfD+BDFOAorzhQUvS3GCghs0whMUpult6Of2Uoj4OK0yFZzHrjI+XO1PSJRkHEeBlEg2zKjNY1vtyB4QhgNOb2UDBYzIqe1gjBgKuNz33Fnur8sPZWDJNqcs6ipLepO+5izD39qI0iKWvvZphvuTsZyYMTyUmZXBGLrBPF9YMoMR4j7x1SxLyPcZFgsewxH+OYjDEEWDiSdwkE88tRDPDLtrMqpWHCA6WcurdN2g64Ai6hrcrfL1GfV9CN0NI3UD0E2DboKBN8uBAXS3jNQtQLcNug3ojkF3AN016C6gewbdA3TfoPuAHhj0ANBDgx4CemTQI1Cqo7JUALrHRuoxoG2DtsHA7XJgAN0TI/UEpJ6UqQC6p0bqKUg9LVMBdM+M1DNAOwbtANo1aBfQnkF7gJ4b9BzQC4NeAPqDbWDZqfJLA1/ep98oVyepFAjEZIPQOFJPi3sDiLXC9tDbAmmAAFjXAPhd+Br4ALgaAJOLDQ2Av8WmBsC9YksDYFyxrQHwrNjRANhV7GoAnCr2NAAmFfsaAH+KAw2ANcWhBsCV4kgD4DlxrAGwm2hrAMwkTjQAVhGnGgAjiDMNgAdERwNw/EVXA3DyRU8DcOjFuQbgvIsLDcBRF8VRlwSecnGpySUAKRmF04Nqe7pTkfilBjEpEnNVgo3j2TCqmVffj+oOUzzklTxVYkZGYw6M5UfZdE5Ptipp4wKOEZ8H/VkiJOHdmCGExVuigK46iEv36eYMAk/5xX+vGdadimSARqNc/2CWV3ZK1RmgPcyqxWEKsDlA/h3khJD8yulPdFmLkHeDWfRds9F6gd++L2rXHVtXHoreG65uL4pZWCzGU4u1J3Unt7056060sNXXKZN6K79W4jnDJabMUbJWVUYNHf0/4bBcXykrnvqseBKCG0KRn2q9T0YjXS+9qbt+dS13GWWFdYZRtTnLN3J61Zw5BcT53bpxdZckiwgvOalyRt4J5ZuOs5J2GMBJTG9LQVv1wAi3SalQnaqgYwo6cwSIySfL26kmTuSSQ1vGflFBj5KQ8LSaQgZ5IZO/FXKWJcZ0Ra96n0k0UF9R8Wzrvnx8ycMoP6JmX0r2uxu9VsN52Vg+Wa6/WZ9+Tj22vrS+sp5bjrVivbF2rLbVtQLrJ+tX6zfr99oftb9qf9f+0dKHD6Y5X1j3rtq//wGL82uB</latexit>

Aa(!)

<latexit sha1_base64="MBglYL225vmwvKm5MBST+x9spHc=">AAAONXichZfLcts2FIaZpJfUrdo4XXbDqcYzaafRSBqntheZiU3fr7Itya5NxQNQkIQxeBkQQuPRsM/RbfsSfZYuuut021coSEgmjKM03Ag4339wOcRPijhhNBX1+p+PHj/56ONPPn362cLnX1S+/OrZ4vNuGo95QDpBzGJ+iVFKGI1IR1DByGXCCQoxIxf41sv5hSQ8pXHUFncJ6YVoGNEBDZBQobe+XH+LXrz045AM0Xc3z6r12urq2sqrNbdeqy83G42isbbSXFtzG7V6cVWd6dW6Waws+v04GIckEgFDaXrdqCeiN0Fc0ICRbGHBH6ckQcEtGpIJCtP0LsSZuxQiMUptlgfnseuxGKz2JjRKxoJEgZIoNhgzV8RuviW3TzkJBLtTDRRwqqZ2gxHiKBBq43NnebguHKrAkmtOWRRW1fQ2fS34mPzgIsaKWPoaszHpTUZqYs7JQGVag3F0S0S2sGQGIyQwxfksSwhjTuSCz0lEfg7iMERRf+JLEmQTP1+Ib4a9dRXNVxwgNlnPbLph0A1AEfMM7tl8Y0YxhtDbNFI3Ad0y6BYYeKscGEBv20jdBnTHoDuA7hp0F9A9g+4Bum/QfUAPDHoA6KFBDwE9MugRoMcGPQalOi5LBaB3YqSeANoyaAsM3CoHBtA7NVJPQeppmQqgd2aknoHUszIVQO/cSD0HtG3QNqAdg3YA7Rq0C+iFQS8AvTToJaA/uQZWHZtfGfjqIf0+d3WSKoFEXDUoi6P8afFgALle2B56WyINEAAbGgC/S6wBBsDTAJhcbmoA/C23NADuldsaAOPKHQ2AZ+WuBsCuck8D4FS5rwEwqTzQAPhTHmoArCmPNACulMcaAM/JEw2A3WRLA2AmeaoBsIo80wAYQZ5rADwg2xqA4y87GoCTL7sagEMvLzQA511eagCOuiyOuiLwlMsrTa4ASOkwnB5U19cdS4JLDeJKJOeqJB/Fs2HyZma/H/M7zMhAWHl5iTkdjgQwFo7G0zl91bLSRgUcITEP4lkiJOH9mCGExVuigF5+EJce0q0ZBJ7CxX+vGdYdS9JHw2GmfwjPrJ2y/AywLuF2cXgO+Byg/g8KSml23ehNdFmLkH9LePSyXmu+Iu8+FHWrDVdXHoo+GLa3F8U8LBbj54t1J9VG5vpz1p1oYbOnUybVZnaTi+cMl5iyRi5r2jJm6Nj/CQfl+kpZ8dTnxZMQ3BCGcKr1mA6Hul56U/d9ey33GWWFdYZRtTnLN3K6ds6cApLsft3E3iUdR1SUnNqc0/dC9aYTvKRtDnASs7tS0Mp7YIS7pFTkHVvQNgXtOQLE1ZPl3VQTJ2rJoativ+RBn9GQitROof2skKlfi5yPE2O6omffZxr188+oeLZ1rB5f6jCqj6jZl5L7/ka3WWv8WFs+Xa6+2Zh+Tj11vnG+dV44DWfFeePsOi2n4wQOd351fnN+r/xR+avyd+UfLX38aJrztfPgqvz7H6faa8E=</latexit>

Aa(�!)

<latexit sha1_base64="B6r2trdP4dXtvNmq1hQWkeIYFS0=">AAAOMnichZfLbuM2FIY109s0rdvJdNmNUCNAUbSGbWQmyWKASZT71UlsJ03kBqRM20SoCyiKncBQ36Lb9iX6Mu2u6LYPUUqMI4bH09FG4vn+w8sRf11wwmgqms0/nzz94MOPPv7k2acLn31e++LL54sv+mmc8YD0gpjF/BKjlDAakZ6ggpHLhBMUYkYu8K1X8AtJeErjqCvuEjII0TiiIxogoULXvlz/Cd1M/SjLb57Xm43V1bWVl2tus9Fcbrda5cXaSnttzW01muVRd+6Pzs1ibdEfxkEWkkgEDKXpdauZiMEUcUEDRvKFBT9LSYKCWzQmUxSm6V2Ic3cpRGKS2qwIzmPXmRitDqY0SjJBokBJFBtlzBWxW6zHHVJOAsHu1AUKOFVDu8EEcRQIteq5ozyeFw5VYMk1hyyrqgp6m74WPCPfu4ixMpa+xiwjg+lEDcw5GalMqzOObonIF5bMYIQEprgYZQlhzIlc8DmJyM9BHIYoGk59SYJ86hcT8c2wt66ixYwDxKbruU03DLoBKGKewT2bb8woxhB6m0bqJqBbBt0CHW9VHQPobRup24DuGHQH0F2D7gK6Z9A9QPcNug/ogUEPAD006CGgRwY9AvTYoMegVMdVqQD0TozUE0A7Bu2AjjtVxwB6p0bqKUg9rVIB9M6M1DOQelalAuidG6nngHYN2gW0Z9AeoH2D9gG9MOgFoJcGvQT0R9fAqmHzKwNfPabfFa5OUiWQiKsLyuKoeFo86kCul7aH3pZIAwTAhgbA7xJrgAHwNAAml5saAH/LLQ2Ae+W2BsC4ckcD4Fm5qwGwq9zTADhV7msATCoPNAD+lIcaAGvKIw2AK+WxBsBz8kQDYDfZ0QCYSZ5qAKwizzQARpDnGgAPyK4GYPvLngZg58u+BmDTywsNwH6XlxqArS7Lra4I3OXySpMrAFI6Du83quvrhiXBlQZxJZJzVZJP4lk3xWVuvx+LO8zISFh5RYk5HU8EMBZWnzN6zOLDxkqblHCCxDyIZ4mQhA99hhCWb4kSesVGXHpMt2YQeArHIRnPCuTrhiUZovE41yfCc2ulrNgDrE+4XRxeAD4HqI9BQSnNr1uDqS5rGfJvCY9+aDbaL8nb90XdesvVlYei94bt5UUxD8vJ+MVk3Wm9lbv+nHknWtge6JRpvZ3fFOI53SWmrFXI2raMGTr2f8JRNb9KVj71efkkBDeEIZxqPabjsa6XXtRD257LQ0ZVYZ1hVG3O9I2cvp0zp4Akf5g3sVdJs4iKilObc/pOqN50gle0ywFOYnZXCTpFC/Rwl1SKomELuqagO0eAuHqyvL3XxImacuiq2C9F0Gc0pCK1U+gwL2XqbJHzLDGGK1v2fabRsPiHimdLx+rxpTaj+oma/Sm5777otxutV43l0+X6m43736lnztfON863TstZcd44u07H6TmBEzu/Or85v9f+qP1V+7v2j5Y+fXKf85Xz6Kj9+x/lw2tW</latexit>

Aa
⌫

<latexit sha1_base64="f/bdhhOG7zhMx2wF53OKR8HpiqQ=">AAAOM3ichZfLbttGFIaZ9Ja6VRu3y26ICgaKohFE1YmdRYDY9P0q25Ls2FSNITWSBh5eMBxOYxDsY3TbvkQfpuiu6Lbv0BmOZY55lIYbcs73n7kczs+Ln1CS8nb7z0ePP/jwo48/efLpwmefN7748uniV4M0zliA+0FMY3bhoxRTEuE+J5zii4RhFPoUn/s3ruLnArOUxFGP3yZ4GKJJRMYkQFyGPE+s/YSu82delBXXT5vtluM4K8srdrv1/MXyy1V18XL1x5WOYzutdnk0rbuje73YWPRGcZCFOOIBRWl65bQTPswR4ySguFhY8LIUJyi4QROcozBNb0O/sJdCxKdpnangPHaV8fHqMCdRknEcBVIi2TijNo9ttSB7RBgOOL2VFyhgRA5tB1PEUMDlsueO8nBefigDS7Y5ZFlWWdGb9BVnGf7BRpSWsfSVTzM8zKdyYMbwWGbWOmPoBvNiYckMRoj7xFejLCHfZ1gseAxH+OcgDkMUjXJP4KDIPTURzwy7azKqZhwgmq8Vdbpu0HVAEXUN7tb5+oz6PoTuhpG6AeimQTdBx5tVxwC6W0bqFqDbBt0GdMegO4DuGnQX0D2D7gG6b9B9QA8MegDooUEPAT0y6BEo1VFVKgDdYyP1GNCuQbug427VMYDuiZF6AlJPqlQA3VMj9RSknlapALpnRuoZoD2D9gDtG7QP6MCgA0DPDXoO6IVBLwB9YxtYNur80sCXD+n3ytVJKgUCMXlBaBypp8WDDsRaaXvobYE0QACsawD8LnwNfABcDYDJxYYGwN9iUwPgXrGlATCu2NYAeFbsaADsKnY1AE4VexoAk4p9DYA/xYEGwJriUAPgSnGkAfCcONYA2E10NQBmEicaAKuIUw2AEcSZBsADoqcB2P6irwHY+WKgAdj04lwDsN/FhQZgq4tyq0sCd7m41OQSgJRMwruNanu6UZP4lQYxKRJzVYJN41k36rKovx/VHaZ4zGt5qsSMTKYcGMuXnzN6TPVhU0ublnCK+DzozxIhCe/7DCEs3xIldNVGXHpIN2cQeMqPQzyZFcjTjZpkhCaTQp8wK2orpWoP0AFm9eIwBdgcIL8GOSGkuHKGuS5rGfJuMIuetVud5/jt+6J207F15aHoveH68qKYheVkPDVZO286he3NmXeihZ2hTsmbneJaied0l5gyR8k6dRk1dPT/hONqfpWsfOqz8kkIbghFfqr1PplMdL30ou7b9bncZ1QV1hlG1eZM38gZ1HPmFBAX9/PG9VWSLCK84qTOGXknlG86ziraYwAnMb2tBF3VAj3cJpVCNeqCninozREgJp8sb+80cSKnHNoy9osKepSEhKf1FDIqSpk818hZlhjDla36fSbRSP1ExbOl+/LxJTej/Ima/SnZ774YdFrOi9byyXLz9frd79QT6xvrW+s7y7FWrNfWjtW1+lZgJdav1m/W740/Gn81/m78o6WPH93lfG09OBr//gcKJ2uE</latexit>

Aa
�⌫

<latexit sha1_base64="RRLA+TQU00zZGq3r5ZYCNYJZQ6s=">AAAOPHichZdJb+M2FMc1022a1m3SOfYi1AgwLVrDNjJNchhgEmVfncRLJpEbkDJtE6EWUBQ7hqF+lV7bL9Hv0XtvRa89lxLtiNHzdHwx+X7/x+WJfy04YjQW9fqfT55+8OFHH3/y7NOlzz6vfPHl8spX3ThMuEc6XshCfo1RTBgNSEdQwch1xAnyMSM9fO9kvCcJj2kYtMUkIn0fjQI6pB4SKnS3/NwdIzF15Vb6E3rhhj4ZoW/vlqv12sbG5vrLTbteq681G428sbne3Ny0G7V6/qtas1/rbqWy4g5CL/FJIDyG4vi2UY9Ef4q4oB4j6dKSm8QkQt49GpEp8uN44uPUXvWRGMdllgUXsdtEDDf6UxpEiSCBpySKDRNmi9DOdmYPKCeeYBPVQB6namrbGyOOPKH2v3CWx+vCvgqs2uaUeX1Vae/jV4In5HsbMZbH4leYJaQ/HauJOSdDlVkajKN7ItKlVTMYIIEpzmZZRRhzIpdcTgLysxf6PgoG6jIQL5262UJcM+xsqWi2Yg+x6VZaptsG3QYUMcfgTplvzynGEDo7RuoOoLsG3QUD7xYDA+jsGal7gO4bdB/QA4MeAHpo0ENAjwx6BOixQY8BPTHoCaCnBj0F9MygZ6BUZ0WpAHTOjdRzQFsGbYGBW8XAADoXRuoFSL0oUgF0Lo3US5B6WaQC6FwZqVeAtg3aBrRj0A6gXYN2Ae0ZtAfotUGvAX1jG1h1yvzGwDeP6XeZq6NYCSTiqkFZGGR3i0cDyK3c9tDbEmmAANjWAPhdYg0wAI4GwORyRwPgb7mrAXCv3NMAGFfuawA8Kw80AHaVhxoAp8ojDYBJ5bEGwJ/yRANgTXmqAXClPNMAeE6eawDsJlsaADPJCw2AVeSlBsAI8koD4AHZ1gAcf9nRAJx82dUAHHrZ0wCcd3mtATjqMj/qisBTLm80uQEgpiN/dlBtV3dKElxoEFciuVAl+TicD5M10/LzMbvCjAxFKS8rMaejsQDGwkEym9NVrVLaOIf5+w+EeJ4Iif8wpg9h/pTIoZMdxNXHdHcOgadw/u41x7pTkgzQaJTqP8LT0k5ZdgZYl/BycXgG+AKgXgsFpTS9bfSnuqx5yL0nPPihXmu+JG/fF7WrDVtXHoreGy5vLwi5ny/GzRZrT6uN1HYXrDvSwmZfp0yrzfQuEy8YLjJljUzWLMuYoWP/JxwW6ytk+V2f53dCcEEYwrHWYzoa6XrpTT30y2t5yCgqrDOMqi1YvpHTLecsKCBJH9ZNyrukSUBFwWmZc/pOqJ50ghe0zQGOQjYpBK2sB0aYRIUi65QFbVPQXiBAXN1Z3s40YaSW7Nsq9ksWdBn1qYjLKXSQ5jL1XyJXSWRMl/fK15kGg+xrKpxvHavblzqM6iNq/qVkv7vRbdYaP9bWLtaqr7dnn1PPrK+tb6wXVsNat15bB1bL6lieNbF+tX6zfq/8Ufmr8nflHy19+mSW89x69Kv8+x+gd26I</latexit>

Âa(!)

<latexit sha1_base64="foWJbvZj7WGdq9NdzxfjEKwnO48=">AAAOPXichZfLcts2FIaZ9Ja6VWO33XXDqcYzaafRiKoTO4vMxKbvt8i2JLs2VQ9IQRLG4GVAEI2rYZ+l2/Yl+hx9gO463XZbgJBMmEdptBFwvv/gcoifFz+hJOXN5p8PHr73/gcffvTo44VPPq199nhx6fNeGmcswN0gpjG78FGKKYlwlxNO8UXCMAp9is/9G1fxc4FZSuKow28T3A/RKCJDEiAuQ9eLX3pjxCeeWM9/RE+eenGIR+ib68V6s+E4zurKqt1sPHu+8mJNNV6sfb/acmyn0Sx+dWv6a18v1Za8QRxkIY54QFGaXjnNhPcniHESUJwvLHhZihMU3KARnqAwTW9DP7eXQ8THaZWp4Dx2lfHhWn9CoiTjOAqkRLJhRm0e22pr9oAwHHB6KxsoYERObQdjxFDAZQHmznJ/XX4oA8u2OWVRYFnbm/QlZxn+zkaUFrH0pU8z3J+M5cSM4aHMrAzG0A3m+cKyGYwQ94mvZllGvs+wWPAYjvBPQRyGKBrI64CDfOKphXhm2F2XUbXiANHJel6lGwbdABRR1+BulW/MqO9D6G4aqZuAbhl0Cwy8VQ4MoLttpG4DumPQHUB3DboL6J5B9wDdN+g+oAcGPQD00KCHgB4Z9AjQY4Meg1Idl6UC0H1tpL4GtG3QNhi4XQ4MoHtipJ6A1JMyFUD31Eg9BamnZSqA7pmRegZox6AdQLsG7QLaM2gP0HODngN6YdALQH+wDSw7VX5p4Mv79Fvl6iSVAoGYbBAaR+pucW8AsV7YHnpbIA0QABsaAL8LXwMfAFcDYHKxqQHwt9jSALhXbGsAjCt2NACeFbsaALuKPQ2AU8W+BsCk4kAD4E9xqAGwpjjSALhSHGsAPCdeawDsJtoaADOJEw2AVcSpBsAI4kwD4AHR0QAcf9HVAJx80dMAHHpxrgE47+JCA3DURXHUJYGnXFxqcglASkbh9KDanu5UJH6pQUyKxFyVYON4Noxq5tXno7rCFA95JU+VmJHRmANj+VE2ndOTrUrauIDFCxCE/iwRkvBuzBDC4ilRQFcdxOX7dGsGgaf84t1rhnWnIhmg0SjXf5jllZ1SdQZoD7NqcZgCbA6Q74WcEJJfOf2JLmsR8m4wi542G61n+M27onbdsXXloeid4er2opiFxWI8tVh7Undy25uz7kQLW32dMqm38mslnjNcYsocJWtVZdTQ0f8TDsv1lbLirs+KOyG4IBT5qdb7ZDTS9dKbuutX13KXUVZYZxhVm7N8I6dXzZlTQJzfrRtXd0myiPCSkypn5K1QPuk4K2mHAZzE9LYUtFUPjHCblArVqQo6pqAzR4CYvLO8mWriRC45tGXsFxX0KAkJT6spZJAXMvlfIWdZYkxX9KrXmUQD9TkVz7buy9uXPIzyI2r2pWS/vdFrNZznjZWTlfqrjenn1CPrK+tr64nlWKvWK2vXaltdK7B+tn61frN+r/1R+6v2d+0fLX34YJrzhXXvV/v3P8dhbrY=</latexit>

Âa(�!) <latexit sha1_base64="RkYl4CBjNtfEkiMtmcdXcu/K1AA=">AAAOLXichZdbbyM1FMdnl9tSCGzhkZcRUSWEoEqq5fKy0rbT+zVtkzS0E1X2xElMPRd5PGaraPgMvMKX4NPwgIR45Wtgj5OO6xPYeYl9fv/jyxn/ZzI4YzQXrdafT56+9fY777737P2VDz5sfPTx89VP+nla8Ij0opSlfIBRThhNSE9Qwcgg4wTFmJErfBdofiUJz2madMV9RoYxmiR0TCMkVKgfpjGZoNvnzdZ6q7p82GjPG01vfnVuVxur4SiNipgkImIoz2/arUwMZ4gLGjFSrqyERU4yFN2hCZmhOM/vY1z6azES09xlOriM3RRi/P1wRpOsECSJlESxccF8kfp6K/6IchIJdq8aKOJUTe1HU8RRJNSGl87yeF04VoE1356yKqiq5V3+UvCCfOUjxqpY/hKzggxnUzUx52SsMp3BOLojolxZs4MJEphiPcsawpgTuRJykpCfojSOUTKahZJE5SzUCwntcLCponrFEWKzzdKlWxbdAhSxwOKBy7cWFGMIg20rdRvQHYvugIF36oEBDHat1F1A9yy6B+i+RfcBPbDoAaCHFj0E9MiiR4AeW/QY0BOLngB6atFTUKrTulQABmdW6hmgHYt2wMCdemAAg3Mr9RykntepAAYXVuoFSL2oUwEMLq3US0C7Fu0C2rNoD9C+RfuAXln0CtCBRQeA/uBbWHVcfm3h68f0S+3qLFcCibhqUJYm+mnxaAC5WdkeelsiAxAAWwYAv0tsAAYgMACYXG4bAPwtdwwA7pW7BgDjyj0DgGflvgHArvLAAOBUeWgAMKk8MgD4Ux4bAKwpTwwArpSnBgDPyTMDgN1kxwBgJnluALCKvDAAGEFeGgA8ILsGgOMvewaAky/7BoBDL68MAOddDgwAR11WR10ReMrltSHXAOR0Es8Pqh+ajiPBtQZxJZJLVZJP08Uwulm670d9hxkZCydPl5jTyVQAY+GkmM8ZqpaTNq3gFIllEC8SIYkfxowhrN4SFQz0QVx7THcWEHgKV3+9Fth0HMkITSal+SG8dHbK9BlgfcLd4nAN+BKg/gcKSml50x7OTFmrUHhHePJ1a33jG/L6TVG/2fZN5aHojWF3e0nK42oxoV6sP2u2Sz9csu7MCDeGJmXW3ChvtXjJcJkta2vZhitjlo79n3Bcr6+WVU99Xj0JwQ1hCOdGj+lkYuplNvXQd9fykFFX2GRYVVuyfCun7+YsKSApH9ZN3F3SIqGi5tTlnP4nVG86wWva5QBnKbuvBR3dAyPcZ7VCd1xB1xZ0lwgQV0+W13NNmqklx76K/ayDIaMxFbmbQkdlJVO/DrksMmu6qufeZ5qM9OdTutg6Vo8vdRjVR1Tb/WSCjf7Gevvb9RfnL5qvtuafU8+8z7zPvS+8tved98rb9zpez4u8H71fvF+93xq/N/5o/NX420ifPpnnfOo9uhr//Avhdmi+</latexit>!

Figure 2.2: (Up) Davies’ generator gives a continuous-time Markov generator on
the energy spectrum (assuming the Hamiltonian is nondegenerate and the input
state is diagonal in the energy basis.). The transitions are weighted by 𝛾(𝜔): the
heating transitions (red) are suppressed by a Boltzmann factor relative to the cooling
transitions (blue), entailing detailed balance. The operator 𝑨𝑎𝜈 contains the transitions
with energy difference 𝜈, which requires an infinite-time Fourier Transform. (Down)
Our Lindbladian Gibbs sampler can be considered a “semi-classical” random walk
where nearby Bohr-frequencies 𝜔 ± O(𝜎−1

𝑡 ) cannot be distinguished. The operator
Fourier Transform 𝑨̂𝑎 (𝜔) contains a band of transitions. This breaks the detailed
balance condition; the fixed point deviates from the Gibbs state.

Mathematically, this ensures that the Davies’ generator LD𝑎𝑣𝑖𝑒𝑠 satisfies the quantum
detailed balance condition (section 2.2) with respect to the Gibbs state 𝝆𝛽, implying
that 𝝆𝛽 is a fixed point (2.4). At first glance, the above properties of Davies
generators (2.5) seem to qualify for a Quantum Gibbs sampler (2.4) - if we were able
to simulate it efficiently.

Unfortunately, the generator (2.5) is generally nonphysical because isolating an exact
energy transition 𝜈 requires an infinite-time Fourier Transform5 over Heisenberg
evolution

𝑨𝑎𝜈 ∝
∫ ∞

−∞
e−i𝜔𝑡ei𝑯𝑡𝑨𝑎e−i𝑯𝑡︸        ︷︷        ︸

𝑨𝑎 (𝑡):=

d𝑡 for each 𝑎 ∈ 𝐴 and 𝜈 ∈ 𝐵.

5With the exception when the Hamiltonian spectrum takes well-separated discrete values with
(roughly) known locations.
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This allows the Davies generator to decohere arbitrary close Bohr frequencies 𝜔, 𝜔′.
This contradicts the energy-time uncertainty principle, requiring the runtime to scale
inversely with the level spacing, which generally can be exponentially small in the
system size 𝑛. Unfortunately, at shorter times, the resulting fuzziness of energy
resolution breaks detailed balance, which has been central to the analysis of (both
classical and quantum) Markov chains. Many finite-time versions of the Davies
generator have been proposed to capture more realistic physical settings [38, 121, 134,
150]. Yet, to the best of our knowledge, no Lindbladian arising from a finite-time
Fourier Transform has been proven to have a fixed point close to the Gibbs state.6

Quantum Gibbs sampling algorithms face analogous technical challenges due to a
limited algorithmic runtime. Here, the energy-time uncertainty principle incarnates
as the statistical uncertainty of the energy measurement via quantum phase estimation.
Several works [148, 180] evade this issue by imposing a convenient rounding promise
on the Hamiltonian, requiring its spectrum to be disjoint from certain specific ranges
of energy. Such a rounding promise is not physically motivated and does not hold in
general but allows for rigorous performance guarantees for Gibbs samplers using
boosted phase estimation. Very recently, Ref. [149] circumvents the need for a
rounding promise by randomly alternating the phase estimation mesh, but this comes
at a high additional algorithmic cost with potentially worsened mixing time due to
forbidding certain transitions and seems distant from the physical origins of quantum
Gibbs samplers.

In this work, we present quantum Gibbs sampling algorithms inspired by thermaliza-
tion in Nature. In particular, our construction is a “smoothed” version of the Davies’
generator (2.5). The first algorithm simulates a Lindbladian whose fixed point is
approximately a quantum Gibbs state; the second algorithm further “quantizes” the
Lindbladian to prepare the purified Gibbs state and features a quadratic Szegedy-type
speedup. Our algorithms are efficient and comparatively simple to implement while
having a provable performance guarantee. The key ingredient in our algorithmic
design is to use the weighted operator Fourier Transform for the Lindblad operators

𝑨̂𝑎 (𝜔) = 1
√

2𝜋

∫ ∞

−∞
e−i𝜔𝑡 𝑓 (𝑡)𝑨𝑎 (𝑡)d𝑡 for each 𝑎 ∈ 𝐴 and 𝜔 ∈ R. (2.7)

In practice, we use a discrete Fourier Transform (which will be denoted by 𝑨̂𝑎 (𝜔̄)
for discrete frequency label 𝜔̄). Still, for conceptual simplicity, we focus on

6Ref. [38] gives a nonCPTP generator that does have approximately a Gibbs fixed point.
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the continuous case in the introduction. Unlike in ordinary phase estimation
where boosting usually adopts median-of-means tricks [138], we weigh the Fourier
Transform by a Gaussian distribution 𝑓 (𝑡) with a tunable width 𝜎𝑡 . Consequently,
the Fourier Transform remains a Gaussian, achieving an analog of a boosted phase
estimation with uncertainty 𝜔 ± O(𝜎−1

𝑡 ).

To give performance guarantees for our construction, our main analytic insight is to
define a notion of approximate detailed balance (see section 2.7)

𝝆1/4
𝛽
L† [𝝆−1/4

𝛽
𝑶𝝆−1/4

𝛽
]𝝆1/4

𝛽
≈ 𝝆−1/4

𝛽
L[𝝆1/4

𝛽
𝑶𝝆1/4

𝛽
]𝝆−1/4

𝛽
for each operator 𝑶

to handle energy uncertainty. In the exact case, this is the quantum generalization
of classical detailed balance, where the distribution becomes an operator, and the
Markov transition matrix becomes a superoperator.

Our construction and analysis of the Gibbs sampler are physically inspired insofar as
it closely resembles the Davies generator of Eqn. (2.5), but we do not know whether it
can be derived in some physical limit from a weak system-bath coupling. Incidentally,
starting from a microscopic system-bath interaction, a recent proposal [121, 134]
specifically derives from first principles a Lindbladian with Lindblad operators

𝑨̂𝑎 (𝜔) :∝
∫ 𝑇/2

−𝑇/2
e−i𝜔𝑡𝑨𝑎 (𝑡)d𝑡 for each 𝑎 ∈ 𝐴 and 𝜔 ∈ R.

Here, the Fourier Transform time-scale 𝑇 sets the energy uncertainty 𝜔 ± O(𝑇−1);
the fixed point will not be exactly the Gibbs state. Using our new analytic framework,
we show that this Lindbladian derived in Refs. [121, 134] has a stationary state close
to the Gibbs state. To the best of our knowledge, our work completes the first general
proof of many-body Gibbs states in the open system setting (assuming a reasonably
short mixing time).

The runtime of both our algorithms has simple dependence on the mixing time
or spectral gap of the Lindbladian. In general, the gap will depend sensitively on
the details of the physical system, and its calculation for specific Hamiltonians is
beyond the scope of this work. We refer to Refs. [31, 38, 96, 97] and references
therein for a more detailed discussion of mixing times (and spectral gaps) for various
Hamiltonian and Lindbladians. At an intuitive level, we expect the Lindbladian for
lattice systems with jump operators on each site to have a constant local Lindbladian
gap7 independent of the volume at high enough temperatures or within the same

7The local gap, in our normalization, is defined as 𝑛 ·𝜆g𝑎𝑝 (L), where 𝜆g𝑎𝑝 (L) is the Lindbladian
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phase. In practice, we believe that quantum Gibbs sampling algorithms will be
employed on a case-by-case basis in combination with various heuristics, as is the
case with classical Monte Carlo algorithms.

Existing work
The first attempt at designing a quantum algorithm for Gibbs sampling with per-update
efficiency guarantees is the quantum Metropolis algorithm [167], as a quantum analog
of (2.1). The main guiding principle is to “do Metropolis sampling over the energy
spectrum” in the spirit of (2.6). To do so, we need two quantitative changes due to
quantum mechanics, one algorithmic and one analytic: algorithmically, one needs a
subroutine to “reject” a quantum state back to the same energy. Classically, one can
clone the configuration 𝑠 before the update. Quantumly, however, we cannot clone the
(unknown) quantum state and must be careful not to collapse the quantum state due to
energy measurement. Ref. [167] handles this issue using the Mariott-Watrous [123]
algorithm (or the “rewinding” technique in quantum Cryptography). Crucially, this
algorithmic subroutine preserves probability, drawing a distinction from imaginary
time evolution or post-selection, but this comes with its limitation and significantly
complicates the algorithm. Second, energy measurements based on quantum phase
estimation have a finite resolution inversely proportional to the runtime 𝛿𝐸 ∼ 1/𝑇 .
Consequently, the detailed balance condition may not generally hold, and one needs
to prove that the fixed point remains approximately the Gibbs state.

The technical results of [167] contain three approaches based on different phase
estimation subroutines: (i) assuming perfect phase estimation (with performance
guarantee but with an exponential Hamiltonian simulation time); (ii) un-boosted
phase estimation (without performance guarantees); (iii) boosted shift-invariant phase
estimation (with performance guarantees).8 Unfortunately, we recently realized
that such a boosted, shift-invariant phase estimation (see section 2.13) is provably
impossible;9 we do not know whether Quantum Metropolis sampling [167], as stated
explicitly, actually works in practice. The quantum metropolis is regarded as an
important theoretical milestone, but due to its complicated form (especially due
to the rejection subroutine), the particular algorithm largely serves as a high-level
inspiration.

eigenvalue gap and 𝑛 is the system size. A parallel version of the algorithm could, in principle, gain
this 𝑛 factor in the circuit depth. Also, the Lindbladian gap should not be confused with the energy
gap of the Hamiltonian, which is not directly relevant to Gibbs sampling at nonvanishing temperatures.

8The approximate detailed balance argument was later completed in [38].
9The authors [167] communicated with us that there might be ways to fix their algorithm.
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From a physical point of view, one may implement Nature’s quantum algorithm [168]
by emulating the global system-bath interaction. However, this black-box approach
is a double-edged sword: indeed, this method should work as well as Nature, but as
we know from open system thermodynamics, nonasymptotic results are extremely
challenging without liberal use of approximations [152, 168], rendering the result
qualitative but not quantitative. (For example, it is elusive how big of a bath is needed
for the desired accuracy.) Recently, Ref. [38, 134, 160] took the physics inspirations
seriously and quantitatively studied a system-bath interaction from scratch. Ref. [134]
revisits the text-book open system derivation and extracts a nonasymptotic version of
Davies’ generator with explicit error bounds and without unphysical limits. However,
it was not known whether the derived Lindbladian has the Gibbs state as the stationary
state; ref. [38] was the first provably polynomial-time algorithm for Gibbs state
assuming a reasonably short mixing time, although it assumes good control of the
bath and its error bounds are large polynomials and impractical to apply; ref. [160] is
conceptually similar to [38] but focuses more on near-term feasibility. Technically,
its accuracy guarantees require the Eigenstate Thermalization Hypothesis, which
significantly simplifies the analysis. Unfortunately, both cases [38, 160] failed to
extract a Lindbladian (the generators are not completely positive). In some sense, this
motivates us to give a unifying conceptual and analytic perspective on this subject.

Coherent quantum Metropolis sampling [186] is a natural generalization of quantum
Metropolis sampling [167] that further gives a quadratic runtime speedup by invoking
Szegedy’s quantum walk strategy [164]. Since the dissipative map is quantized as
a Hermitian operator, one cannot evolve a semi-group but requires an additional
quantum simulated annealing step [161] (a particular adiabatic state preparation along
temperatures) to prepare the purified Gibbs state; see section 2.12. Unfortunately,
Ref. [186] assumes perfect phase estimation and a nondegenerate Hamiltonian
spectrum, and it was unclear how one incorporates imperfect phase estimation in
such a coherent algorithm. Ref. [180] improves and generalizes their result but still
makes an unphysical rounding promise assumption: the Hamiltonian spectrum has
periodic gaps to amplify phase estimation.

Perhaps inspired by the rounding promise, the recent related work [149] proposes an
algorithm that implements a Lindbladian that also provably has approximately Gibbs
fixed point using randomized rounding. Their approach is quite different in nature
from ours, and they are not known to enjoy the quadratic speedup. Randomized
rounding seems to incur large resource overhead (See Table 2.17) and substantially
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departs from the physical origin of these ideas.

Our Lindbladian Gibbs samplers build upon the literature for open system simula-
tion [49] as well as the coherent Gibbs sampler of [180]. In both cases, we remove the
need for any unphysical assumption (e.g., especially the rounding promise) yet still
maintain a simple error bound. This is made possible by identifying the right choice
of jump operators in terms of discrete Fourier Transform and refining the analytic
technical tool introduced in [38] (nonasymptotic bounds for secular approximation)10.
In a nutshell, it seems the “right” approach to quantum Gibbs sampling is to simulate
a (continuous-time) Lindbladian, which Nature implements by default, instead of
a (discrete-time) Metropolis-Hastings style quantum channel. The rejection step is
handled automatically for any Lindbladians. We leave for future work to simplify
the rejection step in quantum Metropolis sampling [167] or to design a discrete-time
channel with provable guarantees.11 We further note a general distinction between
coherent Gibbs samplers and Lindbladian Gibbs samplers regarding obtaining the
fixed point. The former relies on the gap of the Lindbladian staying open along the
entire adiabatic path from high to low temperature 0→ 𝛽, while the latter (e.g., our
construction or [149]) does not. Thus, the two algorithmic costs are not directly
comparable. Empirical intuition from classical Gibbs sampling suggests that for
“simple problems” where the gaps remain largely open throughout the phase of
interest, adiabatic and direct sampling methods perform similarly. However, for
strongly frustrated systems like spin glasses, adiabatic heuristics are the go-to Monte
Carlo method. It is tempting to speculate that the same will be true in the quantum
Gibbs sampling case, which lends itself well to our approach.

In addition to Monte Carlo style algorithms, other thermal state preparation algorithms
based on quite different principles also exist; we briefly summarize their gate
complexities in Table 2.1. We only discuss methods where quantitative arguments
are possible and pay less attention to heuristic approaches such as variational
circuits [51, 125, 158, 184, 188]), energy filtering assuming good initial states, and
heuristic quantum assisted Monte Carlo [119, 157].

10Some preliminary version of approximate detailed balance was discussed in an earlier version
of [38] regarding quantum Metropolis sampling. That part was completely removed after the authors
realized the phase estimation assumption was impossible as stated (section 2.13).

11For Lindbladians, the designer has the freedom to choose arbitrary Lindblad operators, and
the decay part automatically guarantees trace-preserving. However, it is more challenging to design
quantum channels as the trace-preserving condition seems less flexible. Indeed, Quantum Metropolis
Sampling [167] had to invoke Mariot-Wattrous-style rewinding [123] multiple times to ensure
probability is preserved, which unfortunately increases the complexity of the algorithm.
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Outline and main results
Our discussion features the following Lindbladian in the Schrödinger picture

L𝛽 [𝝆] :=
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝛾(𝜔)

(
𝑨̂𝑎 (𝜔)𝝆𝑨̂𝑎 (𝜔)† − 1

2
{
𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔), 𝝆

})
d𝜔 (2.8)

with the anti-commutator {𝑨, 𝑩} = 𝑨𝑩 + 𝑩𝑨. We can read out the set of Lindblad
operators

{
√︁
𝛾(𝜔) 𝑨̂𝑎 (𝜔)}𝑎∈𝐴,𝜔∈R where 𝑨̂𝑎 (𝜔) :=

1
√

2𝜋

∫ ∞

−∞
e−i𝜔𝑡 𝑓 (𝑡)𝑨𝑎 (𝑡)d𝑡.(2.9)

In particular, all Lindbladians we consider in this work, natural or algorithmic,
satisfies the following symmetry and normalization conditions:

• The set of jump operators 𝑨𝑎, which “drives” the transition, can be arbitrary
(and often depends on the Hamiltonian) as long as the set contains their adjoints

{𝑨𝑎 : 𝑎 ∈ 𝐴} = {𝑨𝑎† : 𝑎 ∈ 𝐴} and ∥
∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥ ≤ 1. (2.10)

Indeed, classical Metropolis sampling often starts with a reversible Markov
chain to algorithmic impose the detailed balance condition; the quantum analog
is the adjoint condition. Single-site Pauli operators (which are individually self-
adjoint) are handy choices, but few-body operators with arbitrary connectivity
are certainly permissible12. The normalization is natural for block-encoding
the set of jump operators (Definition 2.1.2 and (2.27)). For example, choosing
single-site Paulis as jump operators requires dividing them by

√︁
|𝐴| (where

|𝐴| is the cardinality of the set) to fulfill the normalization requirement.13

• The Fourier Transform in the time domain is weighted by a filter function 𝑓 (𝑡)
that is real and ℓ2-normalized

𝑓 ∗(𝑡) = 𝑓 (𝑡) for 𝑡 ∈ R and ∥ 𝑓 ∥22 :=
∫ ∞

−∞
| 𝑓 (𝑡) |2d𝑡 = 1. (2.11)

Sometimes, we drop the subscript by ∥ 𝑓 ∥ = ∥ 𝑓 ∥2. The real constraint serves a
purpose similar to reversibility in classical Gibbs sampling. When considering
discrete Fourier Transforms (which is necessary for implementation), we adapt
the corresponding (discrete) normalization

∑
𝑡∈𝑆𝑡0 | 𝑓 (𝑡) |

2 = 1.
12In fact, the ability to perform carefully chosen (often not natural) jumps is what empowers

classical Gibbs sampling algorithms, e.g., cluster updates.
13This is slightly different from the physical setting where each jump has operator norm ∥𝑨𝑎∥ = 1.

There, the “strength” of the Lindbladian (2.13) scales with the number of jumps |𝐴|.
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• The transition weight 𝛾(𝜔) can be any function satisfying the KMS condition
and the bound

𝛾(𝜔)/𝛾(−𝜔) = e−𝛽𝜔 and 0 ≤ 𝛾(𝜔) ≤ 1 for fixed 𝛽 and each 𝜔 ∈ R.
(2.12)

This coincides with the classical recipe for detailed balance (2.2). Natural
choices include the Metropolis weight 𝛾(𝜔) = min(1, e−𝛽𝜔) or the (smoother)
Glauber dynamics weight 𝛾(𝜔) = (e𝛽𝜔 + 1)−1.

To summarize, the above list of symmetry conditions is the key to ensuring (approx-
imate) detailed balance; the above normalization choices are not only natural for
implementation but also conveniently ensures that the “strength” of the Lindbladian
is normalized

∥L𝛽∥1−1 ≤ 2 (2.13)

in the superoperator 1-1 norm.

Lindbladians from Nature

Before we discuss Gibbs sampling algorithms, we first address the fundamental
question: why do Gibbs states faithfully capture physical systems in thermal
equilibrium? In physics, the quantum Gibbs state is often imposed without rigorous
justification. As a mathematical physics result, we complete the first proof of open
system thermodynamics: the Gibbs state is indeed approximately the fixed point of
Lindbladians governing open system dynamics.

Of course, this further requires a rigorous derivation of Lindbladian from reasonable
open system assumptions; this is not the intention of this work, but thankfully, this
has been worked out under a Markovian, weak-coupling assumption [134]. All we
need as a black box is that it indeed satisfies the constraints we imposed (2.10),(2.11),
and (2.12). For simplicity, we have omitted the Hamiltonian part of the Lindbladian
and focus only on the dissipative part; see section 2.9 for the complete results.

Theorem 2.1.1 (Gibbs state is thermodynamic). Any L𝛽 satisfying the symmetry
and normalization conditions (2.10),(2.11), and (2.12) with the particular weight
function

𝑓 (𝑡) = 1(𝑡 ≤ |𝑇 |/2)
√
𝑇
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has an approximate Gibbs fixed point

∥𝝆 𝑓 𝑖𝑥 (L𝛽) − 𝝆𝛽∥1 ≤ O
(√︂

𝛽

𝑇
𝑡𝑚𝑖𝑥 (L𝛽)

)
. (2.14)

In particular, (dropping the Hamiltonian term and under suitable normalization)
such a Lindbladian can arise from a system (with Hamiltonian 𝑯) interacting weakly
with a Markovian bath (with inverse temperature 𝛽) through jump operators 𝑨𝑎.

The above introduces the notion of mixing time for Linbladians: the time scale for
which any pair of initial states become indistinguishable. Of course, the physical
interpretation of this time scale depends on how the Lindbladian is normalized; for
our cases, we conveniently have that ∥L𝛽∥1−1 ≤ 2 (2.13).

Definition 2.1.1 (Lindbladian mixing time). For any Lindbladian L, we define the
mixing time 𝑡𝑚𝑖𝑥 (L) in the Schrödinger picture to be the shortest time for which

eL𝑡𝑚𝑖𝑥 [𝝆 − 𝝆′]




1 ≤

1
2
∥𝝆 − 𝝆′∥1 for any states 𝝆, 𝝆′.

Theorem 2.1.1 states that the approximation of Gibbs state degrades at a low
temperature, a poor energy resolution (i.e., a short Fourier Transform time 𝑇), or a
long mixing time. While the parameters 𝛽, 𝑇 are tunable parameters; the mixing time
is generally Hamiltonian dependent. Still, one may obtain a bound using additional
assumptions (such as the decay of correlation of commuting Hamiltonian Gibbs
states [16, 96] or the Eigenstate Thermalization Hypothesis [38, 160]), empirical
intuition, or conversion from a numerically-obtained spectral gap (Proposition 2.2.3).

Assuming some grasp of the mixing time, how large should the time scale 𝑇 get to
obtain a Gibbs sample? Roughly, according to the error bound (2.14), the time 𝑇
should scale with the mixing time by

𝑇 ∼ 𝛽𝑡2𝑚𝑖𝑥/𝜖2.

More carefully, the RHS (2.14) does not obviously permit a solution for the desired
accuracy 𝜖 (similarly for Theorem 2.1.3 and Theorem 2.1.4). Indeed, the mixing time
𝑡𝑚𝑖𝑥 can generally depend on other parameters, especially the width 𝑇 ; heuristically,
one may guess that the mixing time 𝑡𝑚𝑖𝑥 depends mildly on the width 𝑇 , but we leave
a careful analysis for future works. An optimistic instance is when the Eigenstate
Thermalization Hypothesis holds, and the mixing time at finite energy resolution can
be related to the infinite resolution (𝑇 →∞) case [38, 160], which can be calculated.
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The main analytic challenge to prove Theorem 2.1.1 is how to control the convergence
and fixed point of Lindbladians without exact detailed balance. Our technical
contribution is to formulate an approximate detailed balance condition using the
appropriate superoperator norm


𝝆1/4

𝛽
L† [𝝆−1/4

𝛽
· 𝝆−1/4

𝛽
]𝝆1/4

𝛽
− 𝝆−1/4

𝛽
L[𝝆1/4

𝛽
· 𝝆1/4

𝛽
]𝝆−1/4

𝛽





2−2
. (2.15)

The above two superoperators are each other’s adjoints, and thus, the above quantifies
the magnitude of certain anti-Hermitian component of the Lindbladian under
similarity transformation. Indeed, traditionally, the detailed balance condition is
convenient as it effectively reduces the mixing time of superoperators to the spectral
theory of Hermitian operators, which is conceptually and technically more transparent.
Our observation is that the consequences of detailed balance, including Gibbs fixed
point and spectral bounds on mixing time, are remarkably stable against perturbation.
Much ink is devoted to bound (2.15), which is yet another technical challenge.
Indeed, we are inverting the Gibbs state, which has exponentially small weights.
The energy uncertainty in the Fourier Transforms 𝑨̂𝑎 (𝜔) could potentially blow
up (2.15). In response, we further introduce an intermediate Lindbladian by applying
a rigorous secular approximation (related to the rotating wave approximation), such
that transitions with large energy deviation are truncated.

𝑨̂𝑎 (𝜔) ≈ 𝑺̂𝑎 (𝜔) such that ⟨𝜓𝑖 |𝑺̂𝑎 (𝜔)
��𝜓 𝑗 〉 = 0 whenever

��(𝐸𝑖 − 𝐸 𝑗 ) − 𝜔�� ≫ 0.

The secular approximation interplays nicely with the operator Fourier Transform and
should be widely applicable in the rigorous, nonasymptotic analysis of open-system
Lindbladians.

Conceptually, there are two opposite ways to understand Theorem 2.1.1: pessimisti-
cally, the Gibbs state may not be physical if the mixing time is too long, and we might
have to simulate the natural Lindbladian to understand its fixed point; optimistically,
if the Gibbs state is indeed physical, we might ignore its physical origin and take
a short-cut to design even more efficient Gibbs sampling algorithms. The two
perspectives are individually addressed in the following sections.

Simulating Nature

Taking a step back from Gibbs sampling, how do we simulate open system dynamics
in nature? This boils down to the task of Lindbladian simulation, which has been
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studied largely restricted to the black-box setting [49]. However, we have an explicit
Lindbladian in mind to simulate. As a result, we had to modify existing black-box
input models to capture our Lindbladian (2.9); this also inspires us to design even
more efficient Lindbladian simulation algorithm for our access model. First, we
define how we want our Lindbladian to be block-encoded.

Definition 2.1.2 (Block-encoding of a Lindbladian). Given a purely irreversible
Lindbladian

L[𝝆] :=
∑︁
𝑗∈𝐽

(
𝑳 𝑗 𝝆𝑳

†
𝑗
− 1

2
𝑳†
𝑗
𝑳 𝑗 𝝆 −

1
2
𝝆𝑳†

𝑗
𝑳 𝑗

)
,

we say that a matrix14 𝑼 is a block-encoding of the Lindblad operators {𝑳 𝑗 } 𝑗∈𝐽 if 15

(
〈
0𝑏

�� ⊗ 𝑰) ·𝑼 · ( |0𝑐⟩ ⊗ 𝑰) =
∑︁
𝑗∈𝐽
| 𝑗⟩ ⊗ 𝑳 𝑗 for 𝑏, 𝑐 ∈ N.

Indeed, because of the many Lindblad operators 𝑗 ∈ 𝐽, other access models are
certainly valid (e.g., given block-encoding for each Lindblad operator 𝑳 𝑗 [49, 112]).
Nevertheless, Definition 2.1.2 interplays nicely with our Lindbladian (especially
the operator Fourier Transform) and the following efficient Lindbladian simulation
algorithm.

Theorem 2.1.2 (Linear-time Lindbladian simulation, simplified). Suppose 𝑼 is a
unitary block-encoding of the Lindbladian L as in Definition 2.1.2. Let 𝑡 > 1 and
𝜖 ≤ 1/2, then we can simulate the map e𝑡L to error 𝜖 in diamond norm using

O
((
𝑐 + log( 𝑡

𝜖
)
)

log( 𝑡
𝜖
)
)

(resettable) ancilla qubits,

Õ(𝑡) (controlled) uses of 𝑼 and 𝑼†,

and Õ(𝑡 (𝑐 + 1)) other two-qubit gates.

See Theorem 2.3.2 for the complete result and Theorem 2.3.1 for a simpler algorithm
with suboptimal asymptotic scaling. Compared with the best existing results as
sum-of-norm

∑
𝑗∈𝐽 ∥𝑳†𝑗𝑳 𝑗 ∥, we achieve a strictly better scaling with the norm-of-

sum ∥∑ 𝑗∈𝐽 𝑳
†
𝑗
𝑳 𝑗 ∥ when the Lindblad operators are altogether block-encoded as

14For implementation purposes𝑼 will be a unitary quantum circuit, but we also consider nonunitary
block-encodings for the sake of analysis.

15In the first register, we could use any orthonormal basis, sticking to computational basis elements
| 𝑗⟩ is just for ease of presentation. Intuitively, one can think about 𝑏 as the number of ancilla qubits
used for implementing the operators 𝑳 𝑗 , while typically 𝑎 − 𝑏 ≈ log |𝐽 |.
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in Definition 2.1.2; if we are only given block-encodings for each Lindblad operators,
we can always convert them to our input model (Definition 2.1.2) and recover the
existing scaling

∑
𝑗∈𝐽 ∥𝑳†𝑗𝑳 𝑗 ∥.

It remains to create a unitary block-encoding (Definition 2.1.2) for our particular
Lindblad operators (2.9). Since our algorithms run on discrete qubits, our imple-
mentation requires discretizing the operator Fourier Transform, with a change of the
notation

𝑨̂𝑎 (𝜔) → 𝑨̂𝑎 (𝜔̄) :=
∑︁
𝑡∈𝑆𝑡0

e−i𝜔̄𝑡 𝑓 (𝑡)𝑨𝑎 (𝑡) for each 𝑎 ∈ 𝐴 and 𝜔̄ ∈ 𝑆𝜔0 .

(2.16)
The discretized frequency and time labels 𝜔 → 𝜔̄ ∈ 𝑆𝜔0 = {0,±𝜔0, · · · } and
𝑡 → 𝑡 ∈ 𝑆𝑡0 = {0,±𝑡0, · · · } corresponds to the discrete Fourier Transform (section 2.5)
using a finite grid of size 𝑁 =

��𝑆𝜔0

�� = ��𝑆𝑡0 ��, which can be stored using ⌈log(𝑁)⌉
additional ancillas.16 While the discretization parameters are needed for explicit
algorithmic implementation, conceptually, they merely incur logarithmic overhead
in the runtime and ancillas (section 2.8). We may now concretely present our
algorithmic goal: efficiently construct a block-encoding in the form

(
〈
0𝑏

�� ⊗ 𝐼)𝑼( |0𝑐⟩ ⊗ 𝐼) = ∑︁
𝑎∈𝐴,𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄) |𝜔̄, 𝑎⟩ ⊗ 𝑨̂𝑎 (𝜔̄). (2.17)

Lemma 2.1.1 (Efficient block-encoding). In the setting of Theorem 2.1.1, a unitary
block-encoding 𝑼 for the (discretized) Lindblad operators (2.17) can be created
using one query of 𝑷𝒓𝒆 𝒑, 𝑾, 𝑽 𝑗𝑢𝑚𝑝, 𝑸𝑭𝑻, and

O(𝑇) (controlled) Ham. sim. time for 𝑯

𝑛 + 1 + ⌈log2( |𝐴|)⌉ + ⌈log2(𝑁)⌉ (resettable) qubits.

See Lemma 2.3.1 for the explicit construction. In perceivable usage, we expect the
number of Fourier labels registers 𝑁 to scale polynomially with all other parameters
(section 2.8)

𝑁 ∼ Poly(𝑛, 𝛽, ∥𝑯∥, 𝑇, 𝜖−1, 𝑡, |𝐴|)

for a good approximation for the continuous Fourier Transform (2.9). Morally, our
algorithm extracts the essential functionality of a Markovian bath (which naively

16We require 𝑁𝜔0 ≥ 4∥𝑯∥ + 2/𝛽 to store all possible energy transitions.
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may require a substantial number of qubits to implement [38, 160]) by merely
polylogarithmic resettable ancillas.

To make the simulation cost transparent, we list the main circuit components required
for implementation: the controlled Hamiltonian simulation∑︁

𝑡∈𝑆𝑡0

|𝑡⟩⟨𝑡 | ⊗ 𝑒±i𝑡𝑯,

the unitary for preparing the filter function in superposition

𝑷𝒓𝒆 𝒑 :
��0̄〉 → | 𝑓 ⟩ :=

∑︁
𝑡∈𝑆𝑡0

𝑓 (𝑡) |𝑡⟩,

the controlled rotation for transition weights

𝑾 :=
∑︁
𝜔̄∈𝑆𝜔0

( √︁
𝛾(𝜔̄) −

√︁
1 − 𝛾(𝜔̄)√︁

1 − 𝛾(𝜔̄)
√︁
𝛾(𝜔̄)

)
⊗ |𝜔̄⟩⟨𝜔̄|,

the quantum Fourier Transform 𝑸𝑭𝑻, and the block-encoding 𝑽 𝑗𝑢𝑚𝑝 of the jump
operators

∑
𝑎∈𝐴 |𝑎⟩ ⊗ 𝑨𝑎. In practice, synthesizing the above incurs additional

overhead but should be treated as an independent subroutine to study (see section 2.3);
we expect Hamiltonian simulation to be the dominant source of cost, which we
present17 by the accumulated time for the (controlled) unitaries ei𝑯𝑡 .

The key idea behind implement the unitary block-encoding (2.17) is the operator
Fourier Transform (section 2.3) as an alternative to phase estimation (Figure 2.5)

F [·] : | 𝑓 ⟩ ⊗ 𝑶 →
∑̄︁
𝜔

|𝜔̄⟩ ⊗ 𝑶𝜔̄

which is physically motivated, compatible with our analytic framework, and leads to
simple explicit circuits.

Improving Nature

Suppose our goal is to prepare the Gibbs state, then according to Theorem 2.1.1
and Lemma 2.1.1 we may algorithmically simulate the physical Lindbladian till the
mixing time. However, the Fourier Transform occurring in Nature (Theorem 2.1.1),
in fact, has a “heavy tail” in the frequency domain; this uncertainty in energy may
significantly contribute to the Gibbs state error. With full algorithmic freedom, can

17To obtain the end-to-end gate complexity, one should specify a Hamiltonian simulation subroutine
(e.g.,[44, 116, 117]).
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we do better? In this section, we simply tweak the Lindbladian by considering a
nicer Fourier Transform weight

𝑓 (𝑡) ∝ e
− 𝑡2

4𝜎2
𝑡 with Gaussian width 𝜎𝑡 .

The width sets the Hamiltonian simulation time scale ∼ 𝜎𝑡 and the energy resolution
∼ 𝜎−1

𝑡 . The Gaussian distribution is particularly nice as it enjoys sharp concentration
in both time and frequency domains; in principle, other normalized functions are
also permissible, such as Kaiser-window functions [20, 127], as long as they can be
efficiently generated in superposition

∑
𝑡∈𝑆𝑡0 | 𝑓 (𝑡)⟩, but we will stick to Gaussians for

simplicity.

Theorem 2.1.3 (Approximate Gibbs fixed point). Any Lindbladian L𝛽 (2.8) satis-
fying the symmetry and normalization conditions (2.10),(2.11), and (2.12) with the
normalized Gaussian weight

𝑓 (𝑡) ∝ e
− 𝑡2

4𝜎2
𝑡

has an approximate Gibbs fixed point

∥𝝆 𝑓 𝑖𝑥 (L𝛽) − 𝝆𝛽∥1 = Õ
(
𝛽

𝜎𝑡
𝑡𝑚𝑖𝑥 (L𝛽)

)
.

See section 2.2 for the proof. We briefly present the analogous block-encoding costs;
the Gaussian width 𝜎𝑡 plays a similar role as the time scale 𝑇 , and Gaussians exhibit
a better scaling than (2.14) due to its sharp concentration.

Lemma 2.1.2 (Efficient block-encoding). In the setting of Theorem 2.1.3, a unitary
block-encoding 𝑼 for the (suitably discretized) Lindblad operators (2.17) can be
constructed using one query each to 𝑷𝒓𝒆 𝒑, 𝑾, 𝑽 𝑗𝑢𝑚𝑝, 𝑸𝑭𝑻, and

Õ(𝜎𝑡) (controlled) Ham. sim. time for 𝑯

𝑛 + 1 + ⌈log2( |𝐴|)⌉ + ⌈log2(𝑁)⌉ (resettable) qubits.

See Lemma 2.3.1 for the explicit construction (which is essentially the same circuit
leading to Lemma 2.1.1) and the required 𝑁 to ensure a good discretization error
(section 2.8). Therefore, the Gaussian width merely needs to scale as

𝜎𝑡 ∼ 𝛽𝑡𝑚𝑖𝑥/𝜖

to prepare a Gibbs sample; see Table 2.1 for the total cost.
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Quantum-walk speedup

With full algorithmic freedom, we may further depart from physics and seek a Szegedy-
type speedup by considering a coherent representation of the Lindbladian [164,
180].18 Inheriting the notation of (2.8), we consider the following discriminant proxy:

D𝛽 :=
∑︁
𝑎∈𝐴

∫ √︁
𝛾(𝜔)𝛾(−𝜔) 𝑨̂𝑎 (𝜔) ⊗ 𝑨̂𝑎∗(𝜔)

− 𝛾(𝜔)
2

(
𝑨𝑎 (𝜔)† 𝑨̂𝑎 (𝜔) ⊗ 𝑰 + 𝑰 ⊗ 𝑨̂𝑎 (𝜔)†∗ 𝑨̂𝑎 (𝜔)∗

)
d𝜔. (2.18)

The superscript 𝑶∗ denotes the entry-wise complex conjugation. Indeed, as required
by the quantum walk formalism, this operator is Hermitian (Corollary 2.3.2)

(D𝛽)† = (D𝛽) assuming symmetries (2.10), (2.11).

Analogously to the discriminant of classical Markov chains, the discriminant proxy
is approximately the Davies-type Lindbladian (2.8) superoperator conjugated by
the Gibbs state (section 2.3) but vectorized into an operator (section 2.3). This
construction comes at the cost of duplicating the Hilbert space but, as a bonus,
provides access to the following canonical purification of the Gibbs state��√𝝆𝛽〉 ∝∑︁

𝑖

e−𝛽𝐸𝑖/2 |𝜓𝑖⟩ ⊗
��𝜓∗𝑖 〉 where 𝑯 =

∑︁
𝑖

𝐸𝑖 |𝜓𝑖⟩⟨𝜓𝑖 |

as the (approximate) top eigenvector of D𝛽. The superscript
��𝜓∗
𝑖

〉
denotes entrywise

complex conjugate in the computational basis19. If the Hamiltonian is diagonal in the
computation basis, this is essentially equivalent to the purified classical distribution.
For general Hamiltonians, the state

��√𝝆𝛽〉 is also known as the thermofield double
state in quantum gravity (see, e.g., [122]). Taking a partial trace recovers the Gibbs
state, but the purification can sometimes be more useful, e.g., for efficient verification
by a swap test or faster evaluation of observables (see, e.g., [102]).

Theorem 2.1.4 (Approximate purified Gibbs state). Instantiate the Lindbladian
parameters of Theorem 2.1.3 with Gaussian width 𝜎𝑡 for the corresponding discrimi-
nant proxy D𝛽 (2.18). Then, the leading eigenvector

��𝜆1(D𝛽)
〉

well-approximates
the Gibbs state

∥
��𝜆1(D𝛽)

〉
−

��𝝆𝛽〉∥ = Õ (
𝛽

𝜎𝑡

1
𝜆𝑔𝑎𝑝 (D𝛽)

)
.

The quantity 𝜆𝑔𝑎𝑝 (D𝛽) := 𝜆1(D𝛽) − 𝜆2(D𝛽) is the spectral gap.
18For convenience, we define the discriminant such that it is shifted by the identity matrix compared

to definitions in earlier work.
19The above purified state is independent of which basis one applies complex conjugation to.
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See section 2.3 for the proof of Theorem 2.1.4. The top-eigenvector error resembles
the Lindbladian case (Theorem 2.1.3) with the mixing time 𝑡𝑚𝑖𝑥 (L𝛽) replaced by
the inverse spectral gap 𝜆−1

𝑔𝑎𝑝 (D𝛽). Though, unlike its Lindbladian cousin L𝛽, the
discriminant proxy D𝛽 does not generate a semi-group and does not by itself prepare
its gapped eigenvector; we need to additionally perform quantum simulated annealing
(section 2.12), which is basically adiabatic state preparation supplemented with a
natural adiabatic path from high to low temperature 0 < 𝛽′ < 𝛽. This additional step
uses

∼ (adiabatic path length) 𝛽∥𝑯∥ × (worst root-inverse-gap)
√︃
𝜆−1
𝑔𝑎𝑝

queries to block-encodings of 𝑰 + D𝛽′ across values of 𝛽′. In other words, the
quantum-walk speedup against Lindbladians boils down to replacing the mixing
time by 𝑡𝑚𝑖𝑥 → 𝛽∥𝑯∥

√︃
𝜆−1
𝑔𝑎𝑝; this speedup comes with the cost of doubling the

number of qubits 𝑛 → 2𝑛. Of course, to perform adiabatic state preparation, we
must algorithmically construct the block-encoding for 𝑰 + D𝛽.

Lemma 2.1.3 (Efficient block-encoding). In the setting of Theorem 2.1.4, a unitary
block-encoding of 𝑰 +D𝛽 can be constructed up to 𝜖 spectral norm error using O(1)
query each to 𝑷𝒓𝒆 𝒑, 𝑾, 𝑽 𝑗𝑢𝑚𝑝, 𝑸𝑭𝑻, 𝑭, 𝑷, and

Õ(𝜎𝑡) (controlled) Ham. sim. time for 𝑯

2𝑛 + ⌈log2( |𝐴|)⌉ + Õ(1) (resettable) qubits.

See Proposition 2.3.5 for the circuit for Lemma 2.1.3. In the above, we have
implicitly chosen the appropriate discretization 𝑁 (section 2.8). Note that to obtain a
quantum-walk speedup, we made use of two additional (low-cost) circuit components
(see section 2.3): the reflection on energy

𝑭 :=
∑︁
𝜔̄∈𝑆𝜔0

|−𝜔̄⟩⟨𝜔̄ |

and a permutation of the jump operator labels

𝑷 :=
∑︁
𝑎∈𝐴
|𝑎′⟩⟨𝑎 | where 𝑨𝑎

′
= (𝑨𝑎)† for each 𝑎 ∈ 𝐴.

To grasp the algorithmic cost, we roughly expect the width along the adiabatic path
to scale as

𝜎𝑡 (𝛽′) ∼
𝛽′

𝜖′𝜆𝑔𝑎𝑝 (D𝛽′)
for 𝜖′-approximated

��√𝜌𝛽′〉;
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see Table 2.1 and section 2.12 for an quantitative accumulated cost for the adiabatic
algorithm.

The remainder of the main text is organized by the analytic (section 2.2) and the
algorithmic parts (section 2.3). We begin the analytic exposition by reviewing basic
facts circling detailed balance and mixing time, and then introduce consequences
of approximate detailed balance. The algorithmic arguments include black-box
Lindbladian simulation and a general recipe to quantize a Lindbladian. These
abstract algorithms can be understood assuming merely block-encodings for the
Lindblad operator, whose explicit circuit construction is laid out in section 2.3. We
conclude the main text by highlighting plausible future directions in section 2.4.

The appendices are organized as follows. We begin with the supporting details
for our key analytic and algorithmic argument: section 2.5 discusses properties of
the operator Fourier Transform and the secular approximation; section 2.7 proves
approximate detailed balance for the constructed Lindbladians L𝛽 and discriminant
proxies D𝛽.

The rest of the appendices consist of isolated topics. section 2.8 discusses the
relation between continuous Fourier Transforms, which is conceptually simple, and
the discrete Fourier Transform, which we implement. Fortunately, the rule of thumb
is that the Fourier Transform register merely needs to be poly-logarithmic for a small
discretization error. section 2.9 discusses Lindbladians arising from a microscopic
open system derivation and prove their fixed point accuracy; this requires a moderate
generalization of the main analytic framework. section 2.10 is devoted to supporting
approximate detailed balance (section 2.2), especially on perturbation theory for
nonHermitian matrices; these facts tend to be intuitively akin to the Hermitian case
but we include the (nonstandard) proofs for completeness. section 2.12 reviews
quantum simulated annealing in a modern quantum algorithm language, which we
largely employ as a black box.

2.2 Approximate stationarity of the Gibbs state
We begin our analysis of the generator in Eqn. (2.8) by recalling some general
properties of detailed balance Lindbladians before introducing the key notion of
approximate detailed balance. At the heart of classical Markov chain Monte Carlo
algorithms is a rapid mixing Markov chain whose fixed point yields the desired
distribution. In the quantum setting, central to our discussion is the generator of
a quantum dynamical semi-group [29, 182], the Lindbladian in the Schrödinger
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Picture

L[𝝆] = −i[𝑯, 𝝆] +
∑︁
𝑗∈𝐽

(
𝑳 𝑗 𝝆𝑳

†
𝑗
− 1

2
{𝑳†

𝑗
𝑳 𝑗 , 𝝆}

)
parameterized by a set of Lindblad operators {𝑳 𝑗 } 𝑗∈𝐽 and a Hermitian matrix 𝑯.
Mathematically, the above elegant form encompasses all possible Lindbladians,
including, but not restricted to, those arising from a microscopic system-bath
derivation. In particular, from an algorithmic perspective, we enjoy the additional
freedom of choosing favorable Lindblad operators 𝑳 𝑗 with the hope that

1. the Lindbladian can be implemented efficiently,

2. the fixed point is unique and yields the desired state 𝝆𝛽, and

3. the Lindbladian converges rapidly.

The above summarizes the desirable criteria for a quantum Gibbs sampler.20 The
convergence depends on the particular Hamiltonian of interest and is generally
nontrivial to analyze. Fortunately, the detailed balance condition enables systematic
analysis of quantum dynamical semi-groups, similarly to how detailed balance is
central in analyzing classical Markov chains (see, e.g., [110]).

Definition 2.2.1 (Detailed balance condition). For a normalized, full-rank state
𝝆 ≻ 0, we say that an endomorphism L satisfies 𝝆-detailed balance whenever the
associated discriminant is self-adjoint with respect to 𝝆, i.e.,

D(𝝆,L) := 𝝆−1/4L[𝝆1/4 · 𝝆1/4]𝝆−1/4.

= 𝝆1/4L† [𝝆−1/4 · 𝝆−1/4]𝝆1/4 = D(𝝆,L)†.

In the above definition (and in the rest of the paper), we define the adjoint of a
superoperator with respect to the Hilbert-Schmidt inner product ⟨𝑿,𝒀⟩𝐻𝑆 = Tr(𝑿†𝒀).
Explicitly,

C[·] =
∑︁
𝑗

𝛼 𝑗 𝑨 𝑗 [·]𝑩 𝑗 implies C† [·] =
∑︁
𝑗

𝛼∗𝑗 𝑨
†
𝑗
[·]𝑩†

𝑗
for any 𝑨 𝑗 , 𝑩 𝑗

since Tr(𝑿†C[𝒀]) = Tr(𝑿†
∑︁
𝑗

𝛼 𝑗 𝑨 𝑗𝒀𝑩 𝑗 ) = Tr((
∑︁
𝑗

𝛼∗𝑗 𝑨
†
𝑗
𝑿𝑩†

𝑗
)†𝒀) = Tr[

(
C†(𝑿)

)†
𝒀] .

(2.19)
20One can certainly consider discrete-time quantum channels [167] as Gibbs sampler candidates.

However, the continuous-time Lindbladian, inspired by physics, appears technically nicer for our
purposes.
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This will be revisited when defining the vectorization (section 2.3). In particular,
the superoperator adjoint for Lindbladians coincides with converting between the
Heisenberg and Schrödinger pictures

Tr[𝝆L† [𝑶]] = Tr[L[𝝆]𝑶] for each 𝝆 ⪰ 0 and 𝑶

using that 𝝆† = 𝝆 and that Lindbladians L[𝝆] = (L[𝝆])† preserves Hermiticity.

Analogously to the classical case, the detailed balance condition considers a similarity
transformation according to the target distribution weights 𝝆.21 The detailed balance
condition brings about two desirable properties. First, it ensures that the state 𝝆 is a
fixed point (Point 2).

Proposition 2.2.1 (Gibbs fixed point [166]). If a superoperator L generates a
trace-preserving map and satisfies 𝝆-detailed balance, then it annihilates the state
L[𝝆] = 0, or equivalently, D(𝝆,L)[√𝝆] = 0.

Proof. We know that the infiniestimal exponential map e𝜀L [·] = [·] + 𝜀L[·] +
O

(
𝜀2) [·] is trace-preserving, thus the leading order term must satisfy L† [𝑰] = 0.

Therefore,

0 = 𝝆1/4L† [𝑰]𝝆1/4 = D(𝝆,L)† [√𝝆] = D(𝝆,L)[√𝝆]

using 𝝆-detailed balance in the last equality. ■

Second, it relates the Lindbladian mixing time to the spectral gap (Point 3). We only
state the following result here but later prove a qualitatively more robust statement in
Proposition 2.2.3 applicable to the approximate case.

Proposition 2.2.2 (Mixing time from spectral gap [97]). If a Lindbladian L satisfies
𝝆-detailed balance, then

𝑡𝑚𝑖𝑥 (L) ≤
ln(2∥𝝆−1/2∥)
𝜆𝑔𝑎𝑝 (L)

,

where 𝜆𝑔𝑎𝑝 (L) is the eigenvalue gap of the Lindbladian, and the mixing time 𝑡𝑚𝑖𝑥 is
the smallest time for which

eL𝑡𝑚𝑖𝑥 [𝝆1 − 𝝆2]




1 ≤

1
2
∥𝝆1 − 𝝆2∥1 for any states 𝝆1, 𝝆2.

21Technically, an alternative definition of detailed balance may distribute the power somewhat
arbitrarily 𝝆𝑠 [·]𝝆1/2−𝑠 , but we stick to the symmetric case 𝝆1/4 [·]𝝆1/4 for simplicity.
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The analysis of a superoperator gap 𝜆𝑔𝑎𝑝 (L) is perhaps more tractable than the
mixing time 𝑡𝑚𝑖𝑥 but still nontrivial and instance specific.22 Otherwise, we see that
the detailed balance condition readily addresses two criteria (Point 2 and Point 3) for
Gibbs samplers.

Approximate detailed balance
Unfortunately, we do not know of general efficient constructions of quantum Gibbs
samplers satisfying the detailed balance condition exactly (Point 1)23; this is rooted
in the energy-time uncertainty principle where quantum algorithms only access the
energies of a quantum system approximately. As our main technical contribution,
we formulate the 𝜖-approximate detailed balance condition that addresses all three
requirements for a quantum Gibbs sampler.

Definition 2.2.2 (Approximate detailed balance condition). For any Lindbladian
L and full-rank state 𝝆, take a similarity transformation and decompose into the
Hermitian and the anti-Hermitian parts

D(𝝆,L) = 𝝆−1/4L[𝝆1/4 · 𝝆1/4]𝝆−1/4 = H(𝝆,L) + A(𝝆,L).
D(𝝆,L)† = 𝝆1/4L† [𝝆−1/4 · 𝝆−1/4]𝝆1/4 = H(𝝆,L) − A(𝝆,L)

We say the Lindbladian L satisfies the 𝜖-approximate 𝝆-detailed balance condition
if the anti-Hermitian part A is small

1
2


D(𝝆,L) − D(𝝆,L)†

2−2 = ∥A(𝝆,L)∥2−2 ≤ 𝜖 .

If the anti-Hermitian part vanishes, we recover the exact detailed balance condition
D(𝝆,L)† = D(𝝆,L). If not, we show that the fixed point still approximates the
state 𝝆 (Point 2).

Corollary 2.2.1 (Fixed point accuracy). If a LindbladianL satisfies the 𝜖-approximate
𝝆-detailed balance condition, then its fixed point 𝝆 𝑓 𝑖𝑥 (L) deviates from 𝝆 by at most

∥𝝆 𝑓 𝑖𝑥 (L) − 𝝆∥1 ≤ 20𝑡𝑚𝑖𝑥 (L)𝜖 .

See section 2.10 for the proof. We see that the error bound deteriorates if the map
has a large anti-Hermitian component A or if the Lindbladian mixes slowly.24 The

22For the experts, the gap may not give the tightest possible mixing time bounds; techniques
beyond gap-based bounds typically require proving a Log-Sobolev inequality, which can be very
challenging in the noncommuting cases.

23This problem is resolved in a follow-up work [42].
24We actually prove a stronger statement in section 2.10 that gives a bound in terms of the gap

𝜆𝑔𝑎𝑝 (H) of the Hermitian part.
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anti-Hermitian component involves the inverse Gibbs state 𝝆−1, and might be difficult
to bound directly. As a remedy, it is helpful to introduce an intermediate Lindbladian
L′ for which approximate detailed balance is easier to show. In that case, we can
write

∥𝝆 𝑓 𝑖𝑥 (L) − 𝝆∥1 ≤ ∥𝝆 𝑓 𝑖𝑥 (L) − 𝝆 𝑓 𝑖𝑥 (L′)∥1 + ∥𝝆 𝑓 𝑖𝑥 (L′) − 𝝆∥1.

The first term on the RHS does not directly involve the inverse 𝝆−1 and can be
controlled by a Lindbladian perturbation bound as follows.

Lemma 2.2.1 (Fixed point difference). For any two Lindbladians L1 and L2, the
difference of their fixed points (in the Schrödinger picture) is bounded by

∥𝝆 𝑓 𝑖𝑥 (L1) − 𝝆 𝑓 𝑖𝑥 (L2)∥1 ≤ 4∥L1 − L2∥1−1 · 𝑡𝑚𝑖𝑥 (L1).

See section 2.10 for the proof. Conveniently, even without detailed balance, the
mixing time 𝑡𝑚𝑖𝑥 remains controlled by spectral properties of the Hermitian part
(addressing Point 3):

Proposition 2.2.3 (Mixing time from Hermitian gap). For any Lindbladian L and a
full-rank state 𝝆, suppose the self-adjoint componentH = H(𝝆,L) satisfies

𝜆1(H)
𝜆𝑔𝑎𝑝 (H)

≤ 1
100

, then 𝑡𝑚𝑖𝑥 (L) ≤ 3
ln(3∥𝝆−1/2∥)
𝜆𝑔𝑎𝑝 (H)

.

See section 2.10 for the proof. In particular, the top eigenvalue can be bounded
by the anti-Hermitian part 𝜆1(H) ≤ ∥A∥2−2 for any Lindbladian (2.76); therefore,
it remains to provide an efficient construction of the Lindbladian (section 2.3) and
prove approximate detailed balance (section 2.7).

Proof of fixed point correctness (Theorem 2.1.3)
We are now in a position to prove our first main theorem: the proximity of the
stationary state 𝝆 𝑓 𝑖𝑥 to the Gibbs state 𝝆𝛽. Most of the technical definitions and
lemmata are relegated to Appendix 2.6. Here, we address the essential features of the
proof together with some essential tools. The main technical argument introduces an
intermediate Lindbladian L𝑠𝑒𝑐

∥𝝆 𝑓 𝑖𝑥 (L𝛽) − 𝝆𝛽∥1 ≤ ∥𝝆 𝑓 𝑖𝑥 (L𝛽) − 𝝆 𝑓 𝑖𝑥 (L𝑠𝑒𝑐)∥1 + ∥𝝆 𝑓 𝑖𝑥 (L𝑠𝑒𝑐) − 𝝆𝛽∥1

and uses the fixed point error bounds (Lemma 2.2.1) for the first term and (Proposi-
tion 2.10.3) for the second term.
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The first error arises from the secular approximation (section 2.6), defined by
truncating the transitions in the frequency domain

𝑨̂𝑎 (𝜔̄) → 𝑺̂𝑎 (𝜔̄) such that ⟨𝜓𝑖 |𝑺̂𝑎 (𝜔̄)
��𝜓 𝑗 〉 = 0 whenever

��(𝐸𝑖 − 𝐸 𝑗 ) − 𝜔̄�� > 𝜇̄
for a tunable truncation parameter 𝜇̄. See (2.41), (2.45) for the precise definition of
the secular approximated jump operators 𝑺̂𝑎 (𝜔̄). The purpose of this truncation is
to ensure approximate detailed balance: conjugating L𝑠𝑒𝑐 with the Gibbs state 𝝆,
as required in comparing with the similarity transformation, remains well-behaved
(section 2.6). The truncation parameter 𝜇̄ is not physical but rather a proof artifact.
Intuitively, our choice of Gaussian weight ensures its Fourier Transform to remain
(approximately) another Gaussian (see section 2.6), which has a rapidly decaying tail.
Thus, we expect the error from truncating the Gaussian tail to be small whenever
𝜇̄ ≳ 𝜎−1

𝑡 . Thus, with the Gaussian weight, the secular approximation incurs a mild
error; this error becomes more severe with the step-function weights given by nature,
whose Fourier Transform has a heavy tail (Proposition 2.6.6).

The second error is the most technical part, showing that the secular-approximated
operator L𝑠𝑒𝑐 satisfies approximate detailed balance (See section 2.7). We highlight
the full technical statement as follows.

Lemma 2.2.2 (Approximate detailed balance). Consider a Lindbladian in the
following form

L =
∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

𝛾(𝜔̄) 𝑺̂𝑎 (𝜔̄) [·] 𝑺̂𝑎 (𝜔̄)† − 𝛾(𝜔̄)
2
{𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄), ·},

where 𝛾(𝜔̄)/𝛾(−𝜔̄) = e−𝛽𝜔̄ for each 𝜔̄ ∈ 𝑆𝜔0 . Suppose there exists 𝜇̄ ≤ 𝛽−1 such
that the operators satisfy

⟨𝜓𝑖 |𝑺̂𝑎 (𝜔̄)
��𝜓 𝑗 〉 = 0 whenever

��(𝐸𝑖 − 𝐸 𝑗 ) − 𝜔̄�� > 𝜇̄
for the eigenvalue decomposition of 𝑯 =

∑
𝑗 𝐸 𝑗 |𝜓 𝑗 ⟩⟨𝜓 𝑗 |, and there is a permutation

𝑷 : 𝑎 → 𝑎′ such that 𝑺̂𝑎 (𝜔̄)† = 𝑺̂𝑎
′ (−𝜔̄) for each 𝑎, 𝜔̄. Then, for the Gibbs state

𝝆 = e−𝛽𝑯/Tr[e−𝛽𝑯] we have

1
2


D(𝝆,L) − D(𝝆,L)†

2−2 ≤ O

©­«𝛽𝜇̄∥
∑︁
𝑎∈𝐴

∑︁
𝜔̄∈𝑆𝜔0

𝛾(𝜔̄) 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)∥ª®¬.
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The above is a simplified version of Lemma 2.7.3, which we prove in section 2.7.
Our normalization further simplifies the RHS to O(𝛽𝜇̄). We now combine the above
estimates to prove Theorem 2.1.3.

Proof of Theorem 2.1.3. While Theorem 2.1.3 is stated in the continuum limit
𝑁 → ∞ (2.8), we give general error bounds at finite 𝑁 (2.21) and then take the
𝑁 →∞ limit (2.8). Introduce the secular-approximated Lindblad operator L𝑠𝑒𝑐 to
bound the fixed point error

∥𝝆 𝑓 𝑖𝑥 (L𝛽) − 𝝆𝛽∥1
≤ ∥𝝆 𝑓 𝑖𝑥 (L𝛽) − 𝝆 𝑓 𝑖𝑥 (L𝑠𝑒𝑐)∥1 + ∥𝝆 𝑓 𝑖𝑥 (L𝑠𝑒𝑐) − 𝝆𝛽∥1
≤ 2∥L𝛽 − L𝑠𝑒𝑐∥1−1𝑡𝑚𝑖𝑥 (L𝛽) + 10



D(𝝆,L𝑠𝑒𝑐) − D(𝝆,L𝑠𝑒𝑐)†

𝑡𝑚𝑖𝑥 (L𝑠𝑒𝑐)
≤ O

((
∥L𝛽 − L𝑠𝑒𝑐∥1−1 +



D(𝝆,L𝑠𝑒𝑐) − D(𝝆,L𝑠𝑒𝑐)†

)𝑡𝑚𝑖𝑥 (L𝛽)) . (2.20)

The second inequality uses Lemma 2.2.1 for the first term and Corollary 2.2.1 for the
last term. The third inequality is that 𝑡𝑚𝑖𝑥 (L𝑠𝑒𝑐) ≤ 𝑡𝑚𝑖𝑥 (L𝛽)

⌈
ln(1/2)

ln(1/2+𝑡𝑚𝑖𝑥 (L𝛽)∥L𝛽−L𝑠𝑒𝑐 ∥1−1)

⌉
(Proposition 2.10.4), which further simplifies to 𝑡𝑚𝑖𝑥 (L𝑠𝑒𝑐) = O(𝑡𝑚𝑖𝑥 (L𝛽)) since
we must have ∥L𝛽 − L𝑠𝑒𝑐∥1−1𝑡𝑚𝑖𝑥 (L𝛽) = O(1) otherwise the trace distance bound
becomes vacuous.

Now, we evaluate approximate detailed balance (Lemma 2.2.2) and the secular
approximation error using Lemma 2.6.2, Proposition 2.6.7, and that the Gaussian tail
in the time domain is bounded directly by

√︃∑
|𝑡 |≥𝑇 | 𝑓 (𝑡) |2 = O(

√︁
𝑇/𝜎𝑡

−1
e−𝑇2/4𝜎2

𝑡 )

(2.20) ≤ O
((
𝑇𝜔̄0 + e−𝑇

2/4𝜎2
𝑡 + e−𝑁

2𝑡20/16𝜎2
𝑡 + e−𝑁

2𝜔2
0𝜎

2
𝑡 /2 + e−𝜇̄

2𝜎2
𝑡 + 𝛽𝜇̄

)
· 𝑡𝑚𝑖𝑥 (L𝛽)

)
≤ O

(
(𝜎𝑡𝜔0

√︁
log(1/(𝜎𝑡𝜔0)) +

𝛽

𝜎𝑡

√︁
log(𝜎𝑡/𝛽) + e−𝑁

2𝜔2
0𝜎

2
𝑡 /2) · 𝑡𝑚𝑖𝑥 (L𝛽)

)
.

The second inequality chooses the free parameter 𝑇 = 2𝜎𝑡
√︁

ln(1/(𝜎𝑡𝜔0)) and
𝜇̄ =

𝛽

𝜎𝑡

√︁
ln(𝜎𝑡/𝛽) and uses that e−𝑁2𝑡20/16𝜎2

𝑡 = e−𝜋2/4𝜔2
0𝜎

2
𝑡 = O(𝜎𝑡𝜔0

√︁
log(1/(𝜎𝑡𝜔0)))

to simplify the expression. For the continuum case (2.21), we have the simpler bound

∥𝝆 𝑓 𝑖𝑥 (L𝛽) − 𝝆𝛽∥1 = O
(
𝛽

𝜎𝑡

√︁
log(𝜎𝑡/𝛽) · 𝑡𝑚𝑖𝑥 (L𝛽)

)
if 𝑁𝜔0 →∞, 𝜔0 → 0,

where discretization parameter 𝜔0 and 𝑁 disappears in the continuum limit. ■
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2.3 Quantum algorithms for Gibbs sampling
In this section, we present two algorithms for approximately preparing the Gibbs
state 𝝆𝛽, both of which are inspired by the dynamical semi-group generated by the
Lindbladian L𝛽. This first algorithm, which we call the incoherent Gibbs sampling
algorithm, directly simulates the time evolution eL𝛽𝑡 by introducing ancillas. The
second, which we call the coherent Gibbs sampling algorithm, is a Szegedy-type
quantum walk algorithm. It enables implementing an orthogonal projector onto the
coherent Gibbs state |√𝝆𝛽⟩⟨

√
𝝆𝛽 | with a quadratic speedup with respect to the real

spectral gap of the generator L𝛽. This projector can then be used in conjunction with
simulated annealing (section 2.12) to prepare the purified Gibbs state.

In the circuit constructions, we will extensively use the following rotation gates

𝒀𝜃 := e−i arcsin
√
𝜃𝒀 =

(√
1 − 𝜃 −

√
𝜃√

𝜃
√

1 − 𝜃

)
with the Pauli-Y matrix 𝒀 =

(
0 −i
i 0

)
.

Our quantum Gibbs sampling algorithms
We describe two Lindbladian simulation algorithms: the first exhibits Trotter-like
scaling and repeatedly uses a simple (randomized) and weak-measurement gadget
(Theorem 2.3.1, Corollary 2.3.1); the second is inspired by [49] and has asymptotically
almost optimal scaling with time and error Theorem 2.3.2 but requiring a more
involved circuit and slightly more ancilla qubits. Both arguments are general as they
assume merely a block-encoding of the Lindbladian (Definition 2.1.2); the particular
block-encoding for our proposed Gibbs sampler is constructed explicitly in another
section (section 2.3).

Further, we “quantize” the Lindbladians and present coherent Gibbs sampling
algorithms that prepare the (canonical) purification of an approximate Gibbs state
via simulated annealing (section 2.12). The procedure assumes that we have a
block-encoding of the discriminant matrix of our Lindbladian, which then enables a
Szegedy-type quadratic speedup in the simulation time. However, the total speedup
is only sub-quadratic on the gap dependence because of the cost to block-encode the
discriminant matrix.

Incoherent Lindbladian simulation algorithms

Guided by [49], we propose two different implementation methods for incoherent
(trajectory-based) simulation of the Lindbladians that describe our Gibbs sampler.
The first method is based on a product formula and repeatedly uses a weak mea-
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surement scheme25 for implementing a small time step. The resulting scaling is
analogous to the performance of “vanilla” Trotter-based Hamiltonian simulation:
the complexity for an 𝜖-accurate-time-𝑡 Lindbladian evolution scales as 𝑡2/𝜖 . Our
weak measurement scheme gives rise to simple and low-depth circuits for simulating
Lindbladians given block-encoding access.

The usefulness of weak measurements should come as no surprise, as they are
also extremely helpful in other noncommutative state preparation tasks as well (see,
e.g., [72]), and the very recent independent work of [53]. The common theme in
these applications is the exploitation of some quantum Zeno-like effect,26 but on a
higher level, these applications also show some conceptual differences. We leave it
for future work to explore whether there is a more fundamental connection between
our weak measurement scheme and that of [53, 72].

The second method is based on the algorithm of [49], which achieves a close-
to-optimal scaling with respect to time and accuracy. Although the asymptotical
complexity is much improved, the corresponding circuits are more complicated as
they use a linear combination of unitaries (LCU), oblivious amplitude amplification,
and advanced “compression” techniques. We leave it to future work to determine
how the two schemes perform in practice.

For both algorithms, it suffices to assume that a purely irreversible Lindbladian
without the Hamiltonian term L[·] = ∑

𝑗∈𝐽 𝑳 𝑗 [·]𝑳†𝑗 −
1
2 {𝑳

†
𝑗
𝑳 𝑗 , ·} is provided in the

form of a “block-encoding” (i.e., dilation) as Definition 2.1.2.27 In particular, recall
25Our weak measurement scheme is very similar to the short-time evolution by the auxiliary

Hamiltonian 𝐽 utilized in [49]; however, our approach is a bit more direct and made it clear that a
block-encoding of the jump operators suffices as input.

26In our case, the quantum Zeno-like effect is manifest in the quadratically reduced amplitude of
|0𝑐 ⊥⟩ in (2.22).

27Recent work [112, 113] assumes the Lindbladian jumps are individually block-encoded while
we assume the entire set of jumps is encoded in a single unitary. We give strictly better complexity
for simulating Lindbladians under this input model, which holds for our Gibbs sampling algorithm
and that of [149] (leading to direct improvement for the latter). Remarkably, even if the jumps
are individually block-encoded [112, 113], these can be converted to our input model. Still, even
accounting for the conversion overhead, we recover (up to polylogarithmic factors) their complexity
for Lindbladian simulation. The main innovation here seems to be the generalization of the input
model, as the earlier Lindbladian simulation algorithms also seem to work [176] under this more
general input assumption.
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our proposed Lindbladian Gibbs sampler (as discretization of (2.8))

L𝛽 :=
∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

𝛾(𝜔̄)
(
𝑨̂𝑎 (𝜔̄) [·] 𝑨̂𝑎 (𝜔̄)† − 1

2
{ 𝑨̂𝑎 (𝜔̄)† 𝑨̂𝑎 (𝜔̄), ·}

)
(2.21)

with Lindblad operators {
√︁
𝛾(𝜔̄) 𝑨̂𝑎 (𝜔̄)}𝑎∈𝐴,𝜔̄∈R,

and its block-encoding can be found in Eqn. 2.41 in section 2.3. However, working
with abstract block encodings makes our simulation results general and also simplifies
our presentation and proofs, as the operator Fourier Transform naturally fits this
definition (Figure 2.4). Our weak-measurement scheme is not only simple but also
improves, e.g., the sparse Lindbladian simulation algorithm of [43, Theorem 9].28
Also, the lower bound on the “total evolution time” for simple iterative circuits in
[49] suggests that the performance of similar schemes may be optimal.

|0⟩ 𝒀𝛿

discard / reset
��0𝑏〉

𝑼 𝑼†
��0𝑐−𝑏〉

𝝆 ≈ e𝛿L[𝝆]

Figure 2.3: Quantum circuit implementation of an approximate 𝛿-time step via a
weak measurement scheme. The scheme can be extended to general Lindbladians
that include the coherence term −i[𝑯, 𝝆] by applying O(𝛿2)-precise Hamiltonian
time-evolution for time 𝛿 on the system register before the above circuit is applied.
For example, one could use Trotterized time-evolution. (In case ∥𝑯∥ > 1, the entire
Lindbladian should be first scaled down by a factor of ∥𝑯∥.)

Theorem 2.3.1 (Weak-measurement for incoherent Lindbladian simulation). Suppose
𝑼 is a block-encoding of the purely irreversible Lindbladian L as in Definition 2.1.2.
We can simulate the action of the superoperator e𝑡L to precision 𝜖 in diamond norm
using

𝑐 + 1 (resettable) ancilla qubits,

O
(
𝑡2/𝜖

)
(controlled) uses of 𝑼,𝑼†,

and O
(
(𝑏 + 1)𝑡2/𝜖

)
other two-qubit gates.

28Indeed, the complexity is improved by about a factor of 𝑘4, where 𝑘 is the sparsity.
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Proof. We can simulate an approximate 𝛿-time step by L using the following
weak-measurement scheme displayed in Figure 2.3.

1. Apply 𝑼.

2. Append an ancilla qubit in state |0⟩ and rotate it with angle arcsin
√
𝛿 controlled

on the
��0𝑏〉 state (indicating the successful application of a jump).

3. Apply 𝑼† controlled on the ancilla qubit being 0.

4. Measure and discard all but the system register.

Assuming the system register is in the pure state |𝜓⟩, this circuit 𝑪 acts as follows:

|0⟩ · |0𝑐⟩|𝜓⟩
(1)
→ |0⟩ ·𝑼 |0𝑐⟩|𝜓⟩
(2)
→

(√
1 − 𝛿 |0⟩ +

√
𝛿 |1⟩

)
·
(
|0𝑏⟩⟨0𝑏 | ⊗ 𝑰

)
𝑼 |0𝑐⟩|𝜓⟩ + |0⟩ · (𝑰 − |0𝑏⟩⟨0𝑏 | ⊗ 𝑰)𝑼 |0𝑐⟩|𝜓⟩

= |0⟩ ·𝑼 |0𝑐⟩|𝜓⟩ +
√
𝛿 |1⟩ ·

��0𝑏〉(〈0𝑏
�� ⊗ 𝑰)𝑼 |0𝑐⟩|𝜓⟩︸                  ︷︷                  ︸
|𝜓′0⟩:=

− (1 −
√

1 − 𝛿) |0⟩ ·
(
|0𝑏⟩⟨0𝑏 | ⊗ 𝑰

)
𝑼 |0𝑐⟩|𝜓⟩

(3)
→ |0⟩ · |0𝑐⟩|𝜓⟩ +

√
𝛿 |1⟩ ·

��0𝑏〉��𝜓′0〉 − (1 − √1 − 𝛿) |0⟩ ·𝑼†
(
|0𝑏⟩⟨0𝑏 | ⊗ 𝑰

)
𝑼 |0𝑐⟩|𝜓⟩

= |0⟩ · |0𝑐⟩|𝜓⟩ +
√
𝛿 |1⟩ ·

��0𝑏〉��𝜓′0〉
− (1 −

√
1 − 𝛿) |0⟩ · |0𝑐⟩(⟨0𝑐 | ⊗ 𝑰)𝑼†(

��0𝑏〉 ⊗ 𝑰) · (
〈
0𝑏

�� ⊗ 𝑰)𝑼 |0𝑐⟩|𝜓⟩

− (1 −
√

1 − 𝛿) |0⟩ · (𝑰 − |0𝑐⟩⟨0𝑐 | ⊗ 𝑰)𝑼†
(
|0𝑏⟩⟨0𝑏 | ⊗ 𝑰

)
𝑼 |0𝑐⟩|𝜓⟩

= |0⟩ · |0𝑐⟩
©­­­­«
𝑰 − (1 −

√
1 − 𝛿)︸          ︷︷          ︸

𝛿
2 +O(𝛿2)

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑳 𝑗

ª®®®®¬
|𝜓⟩

+
√
𝛿 |1⟩ ·

��0𝑏〉 ∑︁
𝑗∈𝐽
| 𝑗⟩𝑳 𝑗 |𝜓⟩ − (1 −

√
1 − 𝛿)︸          ︷︷          ︸

𝛿
2 +O(𝛿2)

|0⟩ · |0𝑐 ⊥⟩, (2.22)

where |0𝑐 ⊥⟩ is some quantum state such that ∥|0𝑐 ⊥⟩∥ ≤ 1 and (⟨0𝑐 | ⊗ 𝑰) · |0𝑐 ⊥⟩ = 0.
Tracing out the first 𝑎 + 1 qubits, we get that the resulting state is O

(
𝛿2)-close to the

desired state. Indeed, let |𝜓′⟩ denote the final state above in (2.22); we now show that

∥(I + 𝛿L)[|𝜓⟩⟨𝜓 |] − Tr𝑐+1 [|𝜓′⟩⟨𝜓′|] ∥1 = O
(
𝛿2

)
(2.23)
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by observing that

Tr𝑐+1 [|𝜓′⟩⟨𝜓′|]

= Tr𝑐
[
(⟨0| ⊗ 𝑰) · |𝜓′⟩⟨𝜓′| · ( |0⟩ ⊗ 𝑰)

]
+ Tr𝑐

[
(⟨1| ⊗ 𝑰) · |𝜓′⟩⟨𝜓′| · ( |1⟩ ⊗ 𝑰)

]
= (

〈
0𝑐+1

�� ⊗ 𝑰) · |𝜓′⟩⟨𝜓′| · (
��0𝑐+1〉 ⊗ 𝑰)

+ Tr𝑐
[
(⟨0| ⊗ 𝑰 − |0𝑐⟩⟨0𝑐 |) · |𝜓′⟩⟨𝜓′| · ( |0⟩ ⊗ 𝑰 − |0𝑐⟩⟨0𝑐 |)

]
+ 𝛿

∑︁
𝑗∈𝐽

𝑳 𝑗 |𝜓⟩⟨𝜓 |𝑳†𝑗

=

(
𝑰 − 𝛿

2

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑳 𝑗 + O

(
𝛿2

))
|𝜓⟩⟨𝜓 |

(
𝑰 − 𝛿

2

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑳 𝑗 + O

(
𝛿2

))
+ O

(
𝛿2

)
Tr𝑐 |0𝑐 ⊥⟩⟨0𝑐 ⊥| + 𝛿

∑︁
𝑗∈𝐽

𝑳 𝑗 |𝜓⟩⟨𝜓 |𝑳†𝑗

= |𝜓⟩⟨𝜓 | + 𝛿
∑︁
𝑗∈𝐽

𝑳 𝑗 |𝜓⟩⟨𝜓 |𝑳†𝑗 −
𝛿

2

{∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑳 𝑗 , |𝜓⟩⟨𝜓 |

}
+ O

(
𝛿2

)
= (I + 𝛿L)[|𝜓⟩⟨𝜓 |] + O

(
𝛿2

)
.

Convexity implies (2.23) also holds for mixed input states. To extend to the diamond
norm, observe that L[·] ⊗ 𝑰[·] 𝑰 has Lindblad operators 𝑳 𝑗 ⊗ 𝑰 and therefore𝑼 ⊗ 𝑰 is
a block-encoding for L[·] ⊗ 𝑰[·] 𝑰. This implies that the trace-norm bound of (2.23)
holds with respect to L[·] ⊗ 𝑰[·] 𝑰 as well, and so we can conclude that

(I + 𝛿L)[·] − Tr𝑐+1𝑪

[
|0𝑐+1⟩⟨0𝑐+1 | ⊗ ·

]
𝑪†




^
= O

(
𝛿2

)
. (2.24)

The triangle inequality then implies that the implemented map is O
(
𝛿2)-close in

diamond distance to e𝛿L , since ∥(I + 𝛿L) − e𝛿L ∥^ = O
(
𝛿2) as shown by, e.g., [49,

Appendix B].29

Choosing 𝛿 = Θ( 𝜖
𝑡
) ensures that the error in a single time-step is bounded by O

(
𝜖2

𝑡2

)
,

and repeating the process Θ( 𝑡2
𝜖
)-times induces an error that is bounded by 𝜖 for the

entire time-𝑡 evolution. The complexity is then Θ( 𝑡2
𝜖
)-times the cost of implementing

the circuit in Figure 2.3. ■

In addition to purely irreversible Lindbladian, as noted below (Figure 2.3), the above
weak measurement scheme can be amended with the Hamiltonian evolution term.

29Here we implicitly used the fact that a block-encoded Lindbladian has norm at most one.
This follows from the observation that ∥∑ 𝑗∈𝐽 𝑳†

𝑗
𝑳 𝑗 ∥ ≤ 1, which is a direct consequence of

Proposition 2.3.1.
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In our Gibbs sampling algorithm, the original random process typically proceeds
by a random “jump” operator 𝑨𝑎 for a uniformly random 𝑎 ∈ 𝐴. We then obtain
the final generators by applying the operator Fourier Transform to these “jump”
operators. Naïvely applying our weak measurement scheme to such a Lindbladian
would require us to use all the “jump” operators in each iteration. However, we
show in the next corollary that it suffices to randomly pick a single “jump” operator
in each iteration. In some situations, we could hope for further improvement by
parallelization of these jumps if their operator Fourier Transform remains localized.

Corollary 2.3.1 (Improved randomized simulation for convex combinations of
Lindbladians). Suppose that a purely irreversible Lindbladian L[·] = ∑

𝑖 𝑝𝑖L𝑖 [·]
is a convex combination of the purely irreversible Lindbladians L𝑖 [·] which are
given by their respective block-encodings. In Theorem 2.3.1, we can replace each
weak-measurement gadget for L[·] by an independently sampled weak-measurement
gadget for L𝑖 [·] according to the distribution 𝑝𝑖 while keeping the same asymptotic
iteration count O

(
𝑡2/𝜖

)
.

Proof. It suffices to show that

∥e𝛿L [·] −
∑︁
𝑖

𝑝𝑖Tr𝑐+1𝑪𝑖
(
|0𝑐+1⟩⟨0𝑐+1 | ⊗ [·]

)
𝑪†
𝑖
∥^= O

(
𝛿2

)
. (2.25)

From (2.24) we know that the weak measurement gadget 𝑪𝑖 in Figure 2.3 for L†
𝑖
[·]

satisfies

∥(I + 𝛿L𝑖) [·] − Tr𝑐+1𝑪𝑖
(
|0𝑐+1⟩⟨0𝑐+1 | ⊗ [·]

)
𝑪†
𝑖
∥^ = O

(
𝛿2

)
.

By linearity and the triangle inequality, it follows that

∥(I + 𝛿
∑︁
𝑖

𝑝𝑖L𝑖) [·] −
∑︁
𝑖

𝑝𝑖Tr𝑐+1𝑪𝑖
(
|0𝑐+1⟩⟨0𝑐+1 | ⊗ [·]

)
𝑪†
𝑖
∥^ = O

(
𝛿2

)
.

Since ∥(I + 𝛿L) − e𝛿L ∥^= O
(
𝛿2) , by the triangle inequality, we get the sought

inequality in (2.25). ■

Now, we turn to our second incoherent simulation result that is roughly based on the
algorithm of [49] but contains further improvements and fixes. We obtain improved
complexity because we assume that the Lindbladian is provided via a block-encoding,
while effectively [49] construct a (potentially suboptimal) block-encoding within their
algorithm. Their complexity depends on

∑
𝑗∈𝐽 ∥𝑳†𝑗𝑳 𝑗 ∥, while our algorithm can in
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principle achieve a dependence like ∥∑ 𝑗∈𝐽 𝑳
†
𝑗
𝑳 𝑗 ∥ when an efficient block-encoding

is provided — which is the case for our explicit block-encodings outlined in the
next section (section 2.3). To our knowledge, this is the first Lindbladian simulation
algorithm that achieves both near-linear time dependence and a complexity that
scales with ∥∑ 𝑗∈𝐽 𝑳

†
𝑗
𝑳 𝑗 ∥. Note that this improvement looks similar to how [12]

improved over [92] on the complexity of estimating multiple expectation values, but
the techniques are very different. Here, the improvement stems from the following
efficient block-encoding construction.

Proposition 2.3.1. Given a block-encoding of a Lindbladian (Definition 2.1.2), we
get a block-encoding of∑︁

𝑗∈𝐽
𝑳†
𝑗
𝑳 𝑗 via 𝑽 := (𝒀1

2
⊗ 𝑼†) ·

(
2|0𝑏+1⟩⟨0𝑏+1 | ⊗ 𝑰 − 𝑰

)
· (𝒀1

2
⊗ 𝑼),

where |±⟩ := ( |0⟩ ± |1⟩)/
√

2.

Proof. We calculate

(
〈
0𝑐+1

�� ⊗ 𝑰) · 𝑽 · (
��0𝑐+1〉 ⊗ 𝑰)

=

(
⟨−| ⊗ (⟨0𝑐 | ⊗ 𝑰)𝑼†

)
·
(
2|0𝑏+1⟩⟨0𝑏+1 | ⊗ 𝑰 − 𝑰

)
·
(
|+⟩ ⊗ 𝑼( |0𝑐⟩ ⊗ 𝑰)

)
=

(
⟨−| ⊗ (⟨0𝑐 | ⊗ 𝑰)𝑼†

)
·
(
2|0𝑏+1⟩⟨0𝑏+1 | ⊗ 𝑰

)
·
(
|+⟩ ⊗ 𝑼( |0𝑐⟩ ⊗ 𝑰)

)
= (⟨0𝑐 | ⊗ 𝑰) ·𝑼† · ( |0𝑏⟩⟨0𝑏 | ⊗ 𝑰) ·𝑼 · ( |0𝑐⟩ ⊗ 𝑰)

=

(∑︁
𝑗∈𝐽
⟨ 𝑗 | ⊗ 𝑳†

𝑗

) (∑︁
𝑗 ′∈𝐽
| 𝑗 ′⟩ ⊗ 𝑳 𝑗 ′

)
=

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑳 𝑗 . ■

This block-encoding construction and the following generic Lindbladian simulation
algorithm answers an open question30 recently posed by Rall, Wang, and Woc-
jan [149], and can significantly improve their complexity. Although we do not use
the above block-encoding explicitly, this observation is implicitly used in our weak
measurement schemes (Figure 2.3-Figure 2.10) that enable us to prove the following
result, whose proof is presented in section 2.11.

Theorem 2.3.2 (Compressed incoherent Lindbladian simulation algorithm). Suppose
𝑼 is a block-encoding of the Lindblad operators of a purely irreversible Lindbladian

30See [149, Section 7] “That one special Kraus operator involves all the 𝐿 𝑗 ’s. Does there exist any
special treatment of this special Kraus operator so that we can leverage the special structure of the
oracle

∑
𝑗 | 𝑗⟩ ⊗ 𝐿 𝑗 to get rid of the O(𝑚) dependence?”
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L as in Definition 2.1.2. Let 𝜖 ≤ 1/2, then we can simulate the action of the
superoperator e𝑡L to precision 𝜖 in diamond norm using

O((𝑐 + log((𝑡 + 1)/𝜖)) log((𝑡 + 1)/𝜖)) (resettable) ancilla qubits,

O
(
(𝑡 + 1) log((𝑡 + 1)/𝜖)

log log((𝑡 + 1)/𝜖)

)
(controlled) uses of 𝑼 and 𝑼†,

and O((𝑡 + 1) (𝑐 + 1)polylog((𝑡 + 1)/𝜖)) other two-qubit gates.

If the Lindbladian has a coherent part −i[𝑯, 𝝆], and we have access to a block-
encoding of 𝑯 = (⟨0𝑐 |⊗𝑰)𝑽 ( |0𝑐⟩⊗𝑰), then we can simulate e𝑡L withO

(
(𝑡 + 1) log((𝑡+1)/𝜖)

log log((𝑡+1)/𝜖)

)
additional (controlled) uses of 𝑽 and 𝑽†.

Crucially, the complexity scales almost linearly with time 𝑡 and poly-logarithmic with
the precision 𝜖 while using very few ancillas, representing a large asymptotic speedup
compared to the 𝑡2/𝜖 complexity of the weak-measurement scheme (Theorem 2.3.1).

Coherent Lindbladian simulation algorithms

With a quantum computer, we further ask for a coherent Gibbs sampler that outputs
the purified distribution (

��√𝝆𝛽〉 ∝ ∑
𝑖 e−𝛽𝐸𝑖/2 |𝜓𝑖⟩ ⊗

��𝜓∗
𝑖

〉
) on two copies of the Hilbert

space. A desirable coherent Gibbs sampler should satisfy the following conditions:

1. A Hermitian operator C can be efficiently block-encoded on the duplicated
Hilbert space,

2. its top-eigenvector is unique and yields the purified state
��√𝝆〉

, and

3. there exists an adiabatic path of operators C(𝑠) whose top-eigenvalue-gap
remains open.

A general coherent Gibbs sampler may not refer to an existing Lindbladian. However,
a natural candidate of the operator C is to take the vectorized discriminant D(𝝆,L)†

associated with a detailed balance Lindbladian (Definition 2.2.1), as how one
quantizes classical Markov chains [166]. Formally, we define vectorization of a
superoperator by31

C[·] =
∑︁
𝑗

𝛼 𝑗 𝑨 𝑗 [·]𝑩 𝑗 → C =
∑︁
𝑗

𝛼 𝑗 𝑨 𝑗 ⊗ 𝑩𝑇𝑗 (vectorization),

31One might be tempted to use 𝑩† instead in the vectorization, but that definition leads to
inconsistencies. Indeed, if we would use 𝑩† for vectorization then the two different representations of
the scalar 1 ⊗ 1 = 1 = i ⊗ −i would lead to different vectorizations ±1.
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where 𝑩𝑇
𝑗

denotes the transpose of the matrix 𝑩 𝑗 in the computational basis |𝑖⟩. We
use curly fontsC for superoperators and bold fontsC for the vectorized superoperators
(which is, a matrix).32 For a matrix 𝑨, let us denote its vectorized (or purified)
version by

|𝑨⟩ := (𝐼 ⊗ 𝑇−1)𝑨 (purification)

using the “transpose” map 𝑇 |𝑖⟩ = ⟨𝑖 |. This automatically ensures the correctness of
the fixed point (Point 2).

Proposition 2.3.2. For any full-rank state 𝝆 and any Lindbladian L, we have that
D(𝝆,L)†

��√𝝆〉
= 0. Further, if L satisfies 𝝆-detailed balance, we also have that

D(𝝆,L)
��√𝝆〉

= 0.

The above follows from a direct calculation using that any Lindbladian is trace-
preserving L† [𝑰] = 0. However, to turn the above into the advertised efficient
algorithm (Theorem 2.1.4), we need two key components reminiscent of the incoherent
case. First, we need a proxy for the discriminant with efficient block-encoding. As
we mentioned (2.18), we consider

D𝛽 =
∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄)𝛾(−𝜔̄) 𝑨̂𝑎 (𝜔̄) ⊗ 𝑨̂𝑎 (𝜔̄)∗ (2.26)

− 𝛾(𝜔̄)
2

(
𝑨̂𝑎 (𝜔̄)† 𝑨̂𝑎 (𝜔̄) ⊗ 𝑰 + 𝑰 ⊗ 𝑨̂𝑎 (𝜔̄)∗† 𝑨̂𝑎 (𝜔̄)∗

)
as a proxy for D(𝝆,L𝛽)†,

where the 𝑨̂𝑎 (𝜔̄) are the same operator Fourier Transforms as in the incoherent
case (2.7); the block-encoding for D can be obtained given the block-encoding for
𝑨̂𝑎 (𝜔̄) (section 2.3). The map is self-adjoint D𝛽 = D

†
𝛽

due to Hermiticity 𝑨𝑎 = 𝑨𝑎†

and properties of weighted Fourier Transform (section 2.5). More carefully, we do not
implement exactly the discriminant D𝛽, but merely an approximation Di𝑚𝑝𝑙 ≈ D𝛽

due to additional implementation errors for the Gaussian weight and truncation errors
for the Gaussian tail.

Second, we need to formulate a notion of approximate detailed balance for the above
discriminant proxy.

32Note that C† is well defined. The (matrix) adjoint of the vectorized operator is
∑

𝑗 𝛼
∗
𝑗
𝑨†

𝑗
⊗ 𝑩∗

𝑗
.

On the other hand, the superoperator adjoint C† [·] is
∑

𝑗 𝛼
∗
𝑗
𝑨†

𝑗
[·]𝑩†

𝑗
(2.19), whose vectorization is

then the same
∑

𝑗 𝛼
∗
𝑗
𝑨†

𝑗
⊗ 𝑩∗

𝑗
.
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Definition 2.3.1 (𝜖-Discriminant proxy). We say a Hermitian matrix D is an
𝜖-discriminant proxy for Lindbladian L and a full-rank state 𝝆 if

∥D − D(𝝆,L)†∥ ≤ 𝜖 .

Indeed, this implies approximate detailed balance D(𝝆,L)† ≈ D(𝝆,L) for the
Lindbladian L by taking the adjoints. We can think of Definition 2.3.1 as a different
form of the approximate detailed balance condition (Definition 2.2.2) that controls
the top eigenvector error up to the spectral gap (Point 2).

Proposition 2.3.3 (Fixed point error). Suppose a gapped Hermitian operator D is
an 𝜖-discriminant proxy for a Lindbladian L and a full-rank state 𝝆. Then, its top
eigenvector is approximately the purified state

��√𝝆〉


|𝜆1(D)⟩ −

��√𝝆〉

 ≤ 4
√

2
𝜖

𝜆𝑔𝑎𝑝 (D)
.

Here, the gap dependence naturally arises from eigenvalue (Corollary 2.10.1) and
eigenvector perturbation (Proposition 2.10.2) arguments. Unlike Lindbladians, the
cost for preparing the coherent Gibbs state scales directly with the gap via quantum
simulated annealing; the mixing time of the original Lindbladian is not linked directly
to the algorithmic cost.

Thirdly, the block-encoding by itself does not prepare the desired top eigenvector,
unlike a Lindbladian; this additionally requires a standard subroutine called quantum
simulated annealing [179, 186]: adiabatically change the inverse temperature from
𝛽′ = 0→ 𝛽′ = 𝛽. The algorithmic cost is associated with the gaps along the adiabatic
path [24]; see section 2.12.

Explicit block-encodings
In this section, we lay out the circuit ingredients to construct the advertised
Lindbladians L𝛽 and discriminants D𝛽. First, we show how to construct a block-
encoding of the discretized Lindbladian with Lindblad operators (2.16) from a
block-encoding of the jump operators 𝑨𝑎. Then, we further construct a block-
encoding of the corresponding discriminant proxy - with the additional assumption
that the set of jump operators is self-adjoint ({𝑨𝑎 : 𝑎 ∈ 𝐴} = {𝑨𝑎† : 𝑎 ∈ 𝐴}) and
the Fourier weight function 𝑓 is real. It is not surprising that implementing the
discriminant proxy requires more symmetry constraints, as its definition already
implicitly draws from these symmetries.
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Block-encoding L𝛽

For both incoherent algorithms (Theorem 2.3.1,Theorem 2.3.2), we have assumed
that a purely-irreversible Lindbladian L[·] = ∑

𝑗∈𝐽 𝑳 𝑗 [·]𝑳†𝑗 + {𝑳
†
𝑗
𝑳 𝑗 , ·} is given by

a unitary block-encoding 𝑼 (Definition 2.1.2). Here, we construct a block-encoding
unitary 𝑼 for the advertised Lindblad operators

√︁
𝛾(𝜔̄) 𝑨̂𝑎 (𝜔̄) labeled by 𝑎, 𝜔̄:∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄) |𝜔̄⟩ ⊗ |𝑎⟩ ⊗ 𝑨̂𝑎 (𝜔̄)

for the advertised Lindbladian (discretization of (2.8), recap of (2.21)) .

L𝛽 :=
∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

𝛾(𝜔̄)
(
𝑨̂𝑎 (𝜔̄) [·] 𝑨̂𝑎 (𝜔̄)† − 1

2
{ 𝑨̂𝑎 (𝜔̄)† 𝑨̂𝑎 (𝜔̄), ·}

)
.

We begin by laying out the registers explicitly, including the additional ancillae for
block-encoding.

registers: |0⟩︸︷︷︸
Boltz. weight

⊗ |𝜔̄⟩︸︷︷︸
Bohr freq.

⊗
��0𝑏〉︸︷︷︸

block. enc. anc.

⊗ |𝑎⟩︸︷︷︸
jump

⊗ 𝑨̂𝑎 (𝜔̄)︸ ︷︷ ︸
system

From right to left, the registers individually correspond to: the physical system of
interest; the jump labels |𝑎⟩ and additional ancillae to accommodate block-encoding
access (indicating successful application by the all-zero state

��0𝑏〉); the frequency
register is dedicated to the operator Fourier Transform, storing the weight | 𝑓 ⟩ or
the Bohr frequencies |𝜔̄⟩; finally, an ancilla qubit for storing the Bohr-frequency
dependent Boltzmann weights in the amplitudes

√︁
𝛾(𝜔̄) |0⟩ +

√︁
1 − 𝛾(𝜔̄) |1⟩.

We specify the discrete Fourier Transform parameters that determine the dimension
of the Bohr frequency register as follows. The Fourier frequencies 𝜔̄ and times 𝑡 are
integer multiples of 𝜔0 and 𝑡0 respectively such that

𝜔0𝑡0 =
2𝜋
𝑁
, and 𝑆⌈𝑁⌋ :=

{
− ⌈(𝑁 − 1)/2⌉, . . . ,−1, 0, 1, . . . , ⌊(𝑁 − 1)/2⌋

}
,

and 𝑆
⌈𝑁⌋
𝜔0 := 𝜔0 · 𝑆⌈𝑁⌋ , 𝑆

⌈𝑁⌋
𝑡0

:= 𝑡0 · 𝑆⌈𝑁⌋ .

We use a “bar” to denote discretized variables; the (Bohr) frequency register takes
values 𝜔̄ ∈ 𝑆𝜔0 . To implement the Fourier Transform when 𝑁 = 2𝑛, we specify the
signed binary representation for the integers 𝑆⌈𝑁⌋ as follows:

10𝑛−1, . . . , 1𝑛 for each − 𝑁/2, . . . ,−1,

0𝑛, . . . , 01𝑛−1 for each 0, 1, . . . , 𝑁/2 − 1.
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|0⟩ 𝒀1−𝛾(𝜔̄) |0⟩��0̄〉 𝑷𝒓𝒆 𝒑 QFT |𝜔̄⟩

��0𝑏〉
𝑽 𝑗 𝑝

��0𝑏〉��0𝑐−𝑏〉 |𝑎⟩

𝝆 e−i𝑯𝑡 ei𝑯𝑡 𝛾(𝜔̄) 𝑨̂𝑎 (𝜔̄)𝝆𝑨̂𝑎 (𝜔̄)†

Figure 2.4: Circuit 𝑼 for block-encoding the Lindbladian. Practically, if we use
the simpler weak-measurement-based simulation (Theorem 2.3.1), then by Corol-
lary 2.3.1, we can use a single randomly chosen Lindblad operator 𝑨𝑎 at a time.
Moreover, if 𝑨𝑎 is unitary, we can simply replace𝑽 𝑗𝑢𝑚𝑝 with 𝑨𝑎, implying 𝑏 = 𝑐 = 0,
i.e., the third and the forth registers can be omitted, thus 𝑛 + ⌈log(𝑁)⌉ + 2 qubits
suffice to simulate the Lindbladian eL𝑡 .

Where it does not cause confusion we will drop ⌈𝑁⌋ from the superscript and will
simply write 𝜔̄ ∈ 𝑆𝜔0 and 𝑡 ∈ 𝑆𝑡0 . We will set the value of 𝑁 and 𝜔0 such that the
Bohr frequencies 𝐵 = spec(𝑯) − spec(𝑯) are contained within the range of energies

∥𝑯∥ ≤ 𝑁
2
𝜔0.

The only “physical” energy scale in the above is the Hamiltonian strength ∥𝑯∥.
Indeed, setting the scale to 𝑁 requires only log(𝑁) qubits in the readout register. The
circuit consists of the following ingredients, each acting on some appropriate subset
of the registers:

• Block-encoding𝑽 𝑗𝑢𝑚𝑝 of the jump operators 𝑨𝑎 in the form of Definition 2.1.2:

(
〈
0𝑏

�� ⊗ 𝑰𝑎 ⊗ 𝑰𝑠𝑦𝑠)] · 𝑽 𝑗𝑢𝑚𝑝 · ( |0𝑐⟩ ⊗ 𝑰𝑠𝑦𝑠) =
∑︁
𝑎∈𝐴
|𝑎⟩ ⊗ 𝑨𝑎 . (2.27)

The operators 𝑨𝑎 need not be self-adjoint nor proportional to a unitary. Still,
one may conveniently choose

√︁
|𝐴|𝑨𝑎 to be unitary for all 𝑎 ∈ 𝐴, (e.g.,

few-body unitary operators). Then, we can set 𝑏 = 0 and choose

𝑽 𝑗𝑢𝑚𝑝 =

(∑︁
𝑎∈𝐴
|𝑎⟩⟨𝑎 | ⊗ 𝑨𝑎

)
· (𝑩 ⊗ 𝑰𝑠𝑦𝑠) where 𝑩 |0𝑐⟩ =

∑︁
𝑎∈𝐴

|𝑎⟩√︁
|𝐴|

.(2.28)
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Note that implementing the Lindbladian does not require the set of jump oper-
ators to contain the adjoints {𝑨𝑎 : 𝑎 ∈ 𝐴} = {𝑨𝑎† : 𝑎 ∈ 𝐴}; this assumption
is only used for approximate detailed balance and the fixed point correctness
(Theorem 2.1.3).

• Controlled Hamiltonian simulation∑︁
𝑡∈𝑆𝑡0

|𝑡⟩⟨𝑡 | ⊗ 𝑒±i𝑡𝑯 .

• Quantum Fourier Transform

𝑸𝑭𝑻𝑁 : |𝑡⟩ → 1
√
𝑁

∑︁
𝜔̄∈𝑆𝜔0

e−i𝜔̄𝑡 |𝜔̄⟩.

• State preparation unitary for the Fourier Transform weights, acting on the
frequency register

𝑷𝒓𝒆 𝒑 𝑓 such that 𝑷𝒓𝒆 𝒑 𝑓
��0̄〉 = | 𝑓 ⟩.

Naturally, the weight 𝑓 (𝑡) as amplitudes of a state is normalized∑︁
𝑡∈𝑆𝑡0

| 𝑓 (𝑡) |2 = 1.

It could be, e.g., an easily preparable step function or a Gaussian whose tail
decays rapidly. Gaussian states are attractive because they are relatively easy
to prepare [127], but as a matter of fact, any other so-called window function
could be used, such as the Kaiser-window [20, 127] potentially providing
further overhead improvements.

• Controlled filter for the Boltzmann factors acting on the frequency register and
the Boltzmann weight register

𝑾 :=
∑︁
𝜔̄∈𝑆𝜔0

𝒀1−𝛾(𝜔̄) ⊗ |𝜔̄⟩⟨𝜔̄ | where 0 ≤ 𝛾(𝜔̄) ≤ 1 and 𝛾(𝜔̄) = 𝛾(−𝜔̄)e−𝛽𝜔̄.

The constraint 0 ≤ 𝛾(𝜔̄) ≤ 1 ensures the matrix 𝒀1−𝛾(𝜔̄) is unitary; the
symmetry (i.e., the KMS condition) 𝛾(𝜔̄) = 𝛾(−𝜔̄)e−𝛽𝜔̄ gives lower weights
for “heating” transitions and is closely related to the detailed balance condition.
Important examples of weight functions are

(Metropolis) 𝛾(𝜔̄) = min(1, e−𝛽𝜔̄) and (Glauber) 𝛾(𝜔̄) = 1
e𝛽𝜔̄ + 1

,
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which both reduce to the step function in the 𝛽 → ∞ limit. Note that
the range of energy labels 𝜔̄ is finite; we choose a large energy readout
range 𝑁𝜔0 ≥ 4∥𝑯∥ + 2

𝛽
to ensure all possible transitions are covered by the

discretization range (after secular approximation 𝜇 ≤ 1
𝛽
). We may generally

synthesize the controlled filter from elementary gates at cost33

(polynomial degree of 𝛾) × Poly(log(𝑁), log(1/𝜖)),

which is Õ(1 + 𝛽∥𝑯∥) for the Glauber weight. For the Metropolis weight, one
can achieve the same scaling by manually switching between 1 and e−𝛽𝜔̄ at
𝜔̄ = 0. In principle, since we are merely controlling a qubit, we may directly
implement any efficient computable function (perhaps with terrible overhead).

Further, combining the controlled Hamiltonian simulation and Quantum Fourier
Transform yields the advertised operator Fourier Transform (Figure 2.5) acting on
the frequency and system register 34

F [·] : | 𝑓 (𝑡)⟩ ⊗ 𝑶 →
∑︁
𝜔̄∈𝑆𝜔0

|𝜔̄⟩ ⊗ 𝑶̂ 𝑓 (𝜔̄)

where 𝑶̂ 𝑓 (𝜔̄) :=
1
√
𝑁

∑︁
𝑡∈𝑆𝑡0

e−i𝜔̄𝑡 𝑓 (𝑡)𝑶 (𝑡) and 𝑶 (𝑡) := ei𝑯𝑡𝑶e−i𝑯𝑡 .

See section 2.5 for basic properties of the operator Fourier Transform. Our imple-
mentation is inspired by, but differs from [180]; they sandwich the jump operators
with phase estimation and its inverse. The operator picture, inspired by physics, is
more natural and tangible. Our construction allows for flexibility in the choice of the
weight function 𝑓 (𝑡).

As shown in Figure 2.4, we assemble the above ingredients to obtain the unitary 𝑼

such that

𝑼(𝑰 ⊗
��0̄〉 ⊗ 𝑰𝑽) = (𝑾 ⊗ 𝑰𝑽) ·

(
𝑰 ⊗ F [𝑷𝒓𝒆 𝒑 𝑓

��0̄〉 ⊗ 𝑽 𝑗𝑢𝑚𝑝]) , (2.29)

where 𝑰 is the single qubit identity and 𝑰𝑽 is the identity on the registers on which
𝑽 𝑗𝑢𝑚𝑝 acts. As described in Footnote 34, intuitively speaking, we only apply the
operator Fourier Transform on the “system” register; indeed, in the corresponding
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𝝆 e−i𝑯𝑡 𝑶 ei𝑯𝑡 𝑶𝜔̄𝝆(𝑶𝜔̄)†

Figure 2.5: Circuit for operator Fourier Transform F for an operator 𝑶 acting on
the system 𝝆. Of course, in our use, the operator may also act nontrivially on other
ancillas.

circuit (Figure 2.5), the jump label register |𝑎⟩ and the block-encoding ancillae
��0𝑏〉

is only affected by 𝑽 𝑗𝑢𝑚𝑝.

Lemma 2.3.1 (Explicit Block-encoding). The untiary 𝑼 in (2.29) gives a block-
encoding for our Lindbladian (2.8)(

⟨0| ⊗ 𝑰𝜔̄ ⊗
〈
0𝑏

�� ⊗ 𝑰𝑎 ⊗ 𝑰𝑠𝑦𝑠
)
·𝑼 ·

(
|0⟩ ⊗

��0̄〉 ⊗ |0𝑐⟩ ⊗ 𝑰𝑠𝑦𝑠
)

=
∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄) |𝜔̄⟩ ⊗ |𝑎⟩ ⊗ 𝑨̂𝑎𝑓 (𝜔̄). (2.30)

Proof.

(LHS of (2.30))

=

(
⟨0| ⊗ 𝑰𝜔̄ ⊗

〈
0𝑏

�� ⊗ 𝑰𝑎 ⊗ 𝑰𝑠𝑦𝑠
)
· (𝑾 ⊗ 𝑰𝑽) ·

(
|0⟩ ⊗ F [| 𝑓 ⟩ ⊗ 𝑽 𝑗𝑢𝑚𝑝]

(
|0𝑐⟩ ⊗ 𝑰𝑠𝑦𝑠

) )
(by (2.29))

= ((⟨0| ⊗ 𝑰𝜔̄)𝑾 ( |0⟩ ⊗ 𝑰𝜔̄) ⊗ 𝑰𝑎 ⊗ 𝑰𝑠𝑦𝑠) ·
((
𝑰𝜔̄ ⊗

〈
0𝑏

�� ⊗ 𝑰𝑎 ⊗ 𝑰𝑠𝑦𝑠
)
F [| 𝑓 ⟩ ⊗ 𝑽 𝑗𝑢𝑚𝑝]

(
|0𝑐⟩ ⊗ 𝑰𝑠𝑦𝑠

) )
=

∑︁
𝑎∈𝐴,𝜔̄∈𝑆𝜔0

(⟨0|𝒀1−𝛾(𝜔̄) |0⟩ ⊗ |𝜔̄⟩⟨𝜔̄| ⊗ 𝑰𝑎 ⊗ 𝑰𝑠𝑦𝑠) · (F [| 𝑓 ⟩ ⊗ |𝑎⟩ ⊗ 𝑨𝑎])

(by (2.27) and Figure 2.5)

=
∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄) |𝜔̄⟩ ⊗ |𝑎⟩ ⊗ 𝑨̂𝑎𝑓 (𝜔̄). (by OFT and controlled filter) ■

33By first applying controlled Hamiltonian simulation for 𝒀 rotation
∑

𝜔̄ ei( 𝜔̄/2∥𝑯 ∥ )𝒀 ⊗ |𝜔̄⟩⟨𝜔̄ |
and then apply QSVT to map 𝜔̄/2∥𝑯∥ → arcsin(

√︁
1 − 𝛾(𝜔̄)). This is reminiscent of [79].

34If the operator 𝑶 maps between larger Hilbert spaces than 𝑯, we formally extend its action
trivially so that 𝑶 (𝑡) = (𝑰 ⊗ ei𝑯 𝑡 )𝑶 (𝑰′ ⊗ e−i𝑯 𝑡 ). Of course, this formal extension does not incur any
additional cost.
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Block-encoding D𝛽

We now describe the explicit and efficient circuit that implements the advertised
vectorized discriminant proxy (discretization of (2.18), recap of (2.26))

D𝛽 =
∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄)𝛾(−𝜔̄) 𝑨̂𝑎 (𝜔̄) ⊗ 𝑨̂𝑎 (𝜔̄)∗

− 𝛾(𝜔̄)
2

(
𝑨̂𝑎 (𝜔̄)† 𝑨̂𝑎 (𝜔̄) ⊗ 𝑰 + 𝑰 ⊗ 𝑨̂𝑎 (𝜔̄)∗† 𝑨̂𝑎 (𝜔̄)∗

)
,

assuming that the set of jump operators is self-adjoint in the sense that {𝑨𝑎 : 𝑎 ∈
𝐴} = {𝑨𝑎† : 𝑎 ∈ 𝐴} and the Fourier weight function 𝑓 is real. Combining the circuit
with simulated annealing then leads to the advertised quadratic speedup.

Our discriminant proxy and its block-encoding is an instantiation of the following
general construct that is self-adjoint as a superoperator (and hence Hermitian after
vectorization)35.

Proposition 2.3.4 (Self-adjoint discriminant proxies). Given a purely irreversible
Lindbladian with Lindblad operators 𝑳 𝑗 for 𝑗 ∈ 𝐽, and a permutation 𝑷 : 𝑗 → 𝑗 ′ on
the set 𝐽, the following superoperator (and hence its vectorization) is self-adjoint:

D(𝑷, {𝑳 𝑗 }) :=
1
2

∑︁
𝑗∈𝐽

𝑳 𝑗 [·]𝑳†𝑗 ′ + 𝑳
†
𝑗
[·]𝑳 𝑗 ′ − {𝑳†𝑗𝑳 𝑗 , ·},

D(𝑷, {𝑳 𝑗 }) =
1
2

∑︁
𝑗∈𝐽

𝑳 𝑗 ⊗ 𝑳∗†
𝑗 ′ + 𝑳

†
𝑗
⊗ 𝑳∗𝑗 ′ − 𝑳†

𝑗
𝑳 𝑗 ⊗ 𝑰 − 𝑰 ⊗ 𝑳∗†

𝑗
𝑳∗𝑗 .

Proof.
D(𝑷, {𝑳 𝑗 })† =

1
2

∑︁
𝑗∈𝐽

𝑳†
𝑗
[·]𝑳 𝑗 ′ + 𝑳 𝑗 [·]𝑳†𝑗 ′ − {𝑳

†
𝑗
𝑳 𝑗 , ·} = D(𝑷, {𝑳 𝑗 }). ■

The vectorization is hence also self-adjoint.

Corollary 2.3.2. If 𝑓 is real (2.11) and the set of jump operators is self-adjoint (2.10),
then the discriminant proxy (2.26) is Hermitian.

Proof. Due to footnote 32, it suffices to verify that the superoperator is self-adjoint:
This follows from Proposition 2.3.4 by setting the permutation 𝑷 : (𝜔̄, 𝑎) → (−𝜔̄, 𝑎′)

35If we additionally have
∑

𝑗∈𝐽
1
2 𝑳 𝑗 ⊗ 𝑳∗†

𝑗′ +
1
2 𝑳
†
𝑗′ ⊗ 𝑳∗

𝑗
≈ ∑

𝑗∈𝐽

(
𝝆−

1
4 ⊗ (𝝆∗)− 1

4

)
𝑳 𝑗 ⊗

𝑳∗
𝑗

(
𝝆

1
4 ⊗ (𝝆∗) 1

4

)
and

∑
𝑗∈𝐽 𝑳†

𝑗
𝑳 𝑗 ≈

∑
𝑗∈𝐽 𝝆

1
4 𝑳†

𝑗
𝑳 𝑗𝝆

− 1
4 , then the resulting discriminant proxy

D is close to the discriminant D(𝝆,L)†. This is exactly what we show in 2.6 for the discriminant
proxy (2.26).
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such that 𝑨𝑎† = 𝑨𝑎
′ and using the operator Fourier Transform property 𝑨̂𝑎

′ (−𝜔̄)† =
ˆ𝑨𝑎′†(𝜔̄) for real weight 𝑓 (2.39), implying that 𝑨̂𝑎 (𝜔̄) ⊗ 𝑨̂𝑎

′ (−𝜔̄)†∗ = 𝑨̂𝑎 (𝜔̄) ⊗
𝑨̂𝑎 (𝜔̄)∗ = 𝑨̂𝑎

′ (−𝜔̄)† ⊗ 𝑨̂𝑎 (𝜔̄)∗. ■

Now that we have verified the symmetries of the desired discriminant proxy, we
move on to our explicit construction. By the standard quantum walk recipe [164],
we design an isometry and a reflection such that

𝑰 + D(𝑷, {𝑳 𝑗 }) = 𝑻
′†𝑹𝑻′,

which is block-encoded as in Figure 2.6.

Proposition 2.3.5 (A block-encoding for discriminant proxies). Using the notation
of Proposition 2.3.4, let

𝑹 := 𝑰 − (𝑰 ⊗ 𝚷) + 𝒁 ⊗ |0𝑏′⟩⟨0𝑏′ | ⊗ 𝑷 ⊗ 𝑰𝑠𝑦𝑠 ⊗ 𝑰𝑠𝑦𝑠′︸                                    ︷︷                                    ︸
=:𝑹0

where 𝚷 := |0𝑏′⟩⟨0𝑏′ | ⊗ 𝑰𝐽 ⊗ 𝑰𝑠𝑦𝑠 ⊗ 𝑰𝑠𝑦𝑠′ ,

and 𝒁 is the Pauli-Z operator such that 𝒁 |±⟩ = |∓⟩ for |±⟩ := ( |0⟩ ± |1⟩)/
√

2. If 𝑼
is a unitary block-encoding of the Lindbladian such that(

⟨0𝑏′ | ⊗ 𝑰𝐽 ⊗ 𝑰𝑠𝑦𝑠
)
·𝑼 ·

(
|0𝑐′⟩ ⊗ 𝑰𝑠𝑦𝑠

)
=
∑︁
𝑗∈𝐽
| 𝑗⟩ ⊗ 𝑳 𝑗 ,

then, we obtain a block encoding for the (shifted) discriminant proxy(
⟨0𝑐′+1 | ⊗ 𝑰𝑠𝑦𝑠 ⊗ 𝑰𝑠𝑦𝑠′

)
·𝑼D(𝑷,{𝑳 𝑗 }) ·

(
|0𝑐′+1⟩ ⊗ 𝑰𝑠𝑦𝑠 ⊗ 𝑰𝑠𝑦𝑠′

)
= 𝑰 + D(𝑷, {𝑳 𝑗 }).

using

𝑼D(𝑷,{𝑳 𝑗 }) := 𝑼
′† · 𝑹 ·𝑼′ where 𝑼′ =

(
|+⟩⟨+| ⊗ 𝑼 ⊗ 𝑰𝑠𝑦𝑠′ + |−⟩⟨−| ⊗ 𝑰𝑠𝑦𝑠 ⊗ 𝑼∗

)

and the unitary 𝑼∗ is the conjugate of 𝑼 but acting on a copy of the system register
(𝑠𝑦𝑠′).

Proof. Consider the isometries 𝑻 := 𝑼( |0𝑐′⟩ ⊗ 𝑰𝑠𝑦𝑠) and 𝑻∗ := 𝑼∗( |0𝑐′⟩ ⊗ 𝑰𝑠𝑦𝑠′), and

𝑻′ := 𝑼′
(
|0𝑐′+1⟩ ⊗ 𝑰𝑠𝑦𝑠 ⊗ 𝑰𝑠𝑦𝑠′

)
=

1
√

2
(
|+⟩ ⊗ 𝑻 ⊗ 𝑰𝑠𝑦𝑠′ + |−⟩ ⊗ 𝑰𝑠𝑦𝑠 ⊗ 𝑻∗

)
.
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To understand the product 𝑻 ′†𝑹𝑻′, we first calculate (𝑰 ⊗ 𝚷)𝑻′ and 𝑹0𝑻
′:

(𝑰 ⊗ 𝚷)𝑻′ = 1
√

2

∑︁
𝑗∈𝐽
|+⟩ ⊗ |0𝑏′⟩ ⊗ | 𝑗⟩ ⊗ 𝑳 𝑗 ⊗ 𝑰𝑠𝑦𝑠′

+ 1
√

2

∑︁
𝑗∈𝐽
|−⟩ ⊗ |0𝑏′⟩ ⊗ | 𝑗⟩ ⊗ 𝑰𝑠𝑦𝑠 ⊗ 𝑳∗𝑗 , (2.31)

𝑹0𝑻
′ =

1
√

2

∑︁
𝑗∈𝐽
|−⟩ ⊗ |0𝑏′⟩ ⊗ | 𝑗 ′⟩ ⊗ 𝑳 𝑗 ⊗ 𝑰𝑠𝑦𝑠′

+ 1
√

2

∑︁
𝑗∈𝐽
|+⟩ ⊗ |0𝑏′⟩ ⊗ | 𝑗 ′⟩ ⊗ 𝑰𝑠𝑦𝑠 ⊗ 𝑳∗𝑗 , (2.32)

using the bit-flip 𝒁 (+ ↔ −), and the permutation 𝑷 ( 𝑗 ↔ 𝑗 ′). Finally, we get that

𝑻
′†𝑹𝑻′ = 𝑻

′†𝑰𝑻′ − 𝑻 ′†(𝑰 ⊗ 𝚷)𝑻′ + 𝑻 ′†𝑹0𝑻
′

= 𝑰 − 𝑻 ′†(𝑰 ⊗ 𝚷) · (𝑰 ⊗ 𝚷)𝑻′ + 𝑻 ′†(𝑰 ⊗ 𝚷) · 𝑹0𝑻
′

(since (𝑰 ⊗ 𝚷)𝑹0 = 𝑹0)

= 𝑰 − 1
2

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑳 𝑗 ⊗ 𝑰𝑠𝑦𝑠′ + 𝑰𝑠𝑦𝑠 ⊗ 𝑳∗†

𝑗
𝑳∗𝑗 +

1
2

∑︁
𝑗∈𝐽

𝑳 𝑗 ⊗ 𝑳∗†
𝑗 ′ + 𝑳

†
𝑗 ′ ⊗ 𝑳∗𝑗

(by (2.31)-(2.32))

= 𝑰 + D(𝑷, {𝑳 𝑗 }). ■

Specializing the above recipe for (2.26) yields a block-encoding of D𝛽 using the
following ingredients:

• A unitary block-encoding for the Lindbladian(
⟨0𝑏′ | ⊗ 𝑰𝜔̄ ⊗ 𝑰𝑎 ⊗ 𝑰𝑠𝑦𝑠

)
·𝑼 ·

(
|0𝑐′⟩ ⊗ 𝑰𝑠𝑦𝑠

)
=

∑︁
𝑎∈𝐴,𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄) |𝜔̄⟩ ⊗ |𝑎⟩ ⊗ 𝑨̂𝑎 (𝜔̄).

An example would be the block-encoding (2.30) instantiating the parameters
𝑏′ = 𝑏 + 1 and |0𝑐′⟩ =

��0𝑐+1〉��0̄〉 after appropriately rearranging the registers.

• Negation on the Bohr frequency register

𝑭 :=
∑︁
𝜔̄∈𝑆𝜔0

|−𝜔̄⟩⟨𝜔̄| such that 𝑭2 = 𝑰𝜔̄.

• Permutation (involution) of the jump operator labels

𝑷 :=
∑︁
𝑎∈𝐴
|𝑎′⟩⟨𝑎 | where 𝑨𝑎

′
= (𝑨𝑎)† for each 𝑎 ∈ 𝐴. (2.33)
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|0⟩

𝑼
′

𝒁

𝑼
′†

⟨0|��0𝑏+1〉 〈
0𝑏+1

����0𝑐−𝑏〉 𝑷
〈
0𝑐−𝑏

����0̄〉 〈
0̄
��

sys
sys’

Figure 2.6: Circuit 𝑼′†𝑹𝑼′ for block-encoding the discriminant in the fashion of
Szegedy quantum walk.

Note that if the jump operators are Hermitian, e.g., Pauli matrices, then we
can simply take the permutation to be the identity 𝑷 = 𝑰𝑎.

To reiterate, compared to the incoherent case, the discriminant proxy can be
implemented with two extra unitaries 𝑭 and 𝑷, an additional copy of the system
register (which we denoted by 𝑠𝑦𝑠𝑡𝑒𝑚′), and an additional ancilla qubit.

registers: |±⟩︸︷︷︸
𝑻/𝑻∗ selector

⊗ |0𝑏′⟩︸︷︷︸
block. enc. anc.

⊗ |𝜔̄⟩︸︷︷︸
Bohr freq.

⊗ |𝑎⟩︸︷︷︸
jump

⊗ 𝑨̂𝑎 (𝜔̄)︸ ︷︷ ︸
system

⊗ 𝑨𝑎 (𝜔̄)∗︸  ︷︷  ︸
system’

If we combine the constructions of section 2.3-section 2.3, we can see that the number
of qubits is

#𝑞𝑢𝑏𝑖𝑡𝑠 = 2𝑛 + ⌈log2(𝑁)⌉ + 𝑐 + 2,

coming from the two copies of the system register, the frequency register, the ancillae
for the block-encoding of the jumps, and one additional ancillae introduced in each of
section 2.3-section 2.3. When the normalized jump operators

√︁
|𝐴|𝑨𝑎 are unitaries,

we can have 𝑐 as small as ⌈log2( |𝐴|)⌉; see for example (2.28).

Proof of coherent Gibbs sampler (Theorem 2.1.4)

In this section, we prove guarantees for our coherent Gibbs sampler (Theorem 2.1.4)
in a similar vein as the Lindbladian case (Theorem 2.1.3). The required lemmas and
propositions are analogous but refer to the spectral gap instead of the mixing time.
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Proof of Theorem 2.1.4. We present general bounds on finite 𝑁 (2.26) and then take
the large 𝑁 limit for the continuum (2.18). We bound the eigenvector distance by the
operator norm bounds (Proposition 2.10.1, Proposition 2.10.2 and Proposition 2.3.3):
secular approximation error (Lemma 2.6.2 and Proposition 2.6.7), and discriminant
proxy (Lemma 2.7.3 and D𝑠𝑒𝑐 = D†𝑠𝑒𝑐)36

∥
��𝜆1(D𝛽)

〉
−

��√𝝆〉
∥ ≤

6∥D𝛽 − D(𝝆,L𝑠𝑒𝑐)†∥
𝜆𝑔𝑎𝑝 (D𝛽)

≤ 6
𝜆𝑔𝑎𝑝 (D𝛽)

(
∥D𝛽 − D𝑠𝑒𝑐∥ + ∥D𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)†∥

)
≤ O

(
(e−𝑁2𝜔2

0𝜎
2
𝑡 /2 + e−𝑁2𝑡20/16𝜎2

𝑡 + e−𝜇̄2𝜎2
𝑡 + e−𝑇2/4𝜎2

𝑡 + 𝜔0𝑇) + 𝛽𝜇̄
𝜆𝑔𝑎𝑝 (D𝛽)

)

≤ O
(
𝜎𝑡𝜔0

√︁
log(1/(𝜎𝑡𝜔0)) + (𝛽/𝜎𝑡)

√︁
log(𝜎𝑡/𝛽) + e−𝑁2𝜔2

0𝜎
2
𝑡 /2

𝜆𝑔𝑎𝑝 (D𝛽)

)
.

The fourth inequality chooses the free parameter 𝑇 = 2𝜎𝑡
√︁

ln(1/(𝜎𝑡𝜔0)) and
𝜇̄ =

𝛽

𝜎𝑡

√︃
ln( 𝜎𝑡

𝛽
) and uses that e−𝑁2𝑡20/16𝜎2

𝑡 = e−𝜋2/4𝜔2
0𝜎

2
𝑡 = O(𝜎𝑡𝜔0

√︁
log(1/(𝜎𝑡𝜔0)))

to reduce the expression.

In the continuum limit (2.18), the discretization parameters 𝜔0 and 𝑁 disappear, and
the RHS becomes

∥
��𝜆1(D𝛽)

〉
−

��√𝝆〉
∥ = O

(
𝛽

𝜎𝑡

√︁
log(𝜎𝑡/𝛽)
𝜆𝑔𝑎𝑝 (D𝛽)

)
by taking the limit 𝑁𝜔0 →∞, 𝜔0 → 0. ■

Note the user only chooses the time limit 𝑇 , Gaussian width 𝜎𝑡 , and the Discrete
Fourier Transform resolution𝜔0 and the number of points 𝑁; the truncation parameter
𝜇̄ only appears implicitly in the analysis of secular approximation. Compared with the
fixed point error for Lindbladians (section 2.2), the Hermiticity and gap substantially
simplifies the analysis.

Metropolis sampling with arbitrary spectral target weights
Looking beyond sampling Gibbs states 𝝆 ∝ ∑

𝑖 e−𝛽𝐸𝑖 |𝜓𝑖⟩⟨𝜓𝑖 |, we may modify the
circuit to sample from arbitrary weight function 𝝆 ∝ ∑

𝑖 𝑝(𝐸𝑖) |𝜓𝑖⟩⟨𝜓𝑖 | that could be
36Here, we implicitly assume that D𝑖𝑚𝑝𝑙 is Hermitian, which holds for example if 𝑹 in the

block-encoding is implemented exactly.



57��0̄〉 𝑷𝒓𝒆 𝒑− 𝑸𝑭𝑻
��𝐸̄2

〉
��0̄〉 𝑷𝒓𝒆 𝒑 𝑸𝑭𝑻

��𝐸̄1
〉

𝝆 e−i𝑯𝑡 𝑶 ei𝑯𝑡 𝑶 𝑓 ,𝐸̄2,𝐸̄1𝝆(𝑶 𝑓 ,𝐸̄2,𝐸̄1)
†

Figure 2.7: The circuit for two-sided operator Fourier Transform. The gate 𝒑𝒓𝒆 𝒑−
prepares the flipped function 𝑓−(𝑡) = 𝑓 (−𝑡). Unlike the one-sided version (Figure 2.5),
now we cannot understand the expression by Heisenberg evolution; this is, in spirit,
more similar to doing two consecutive phase estimations.

useful in other contexts. We reserve this section to point out the required ingredients
and adaptations; we will stick to Gibbs sampling for the rest of the paper, but our
coherent and incoherent algorithms should also apply in the general setting.

Instead of applying the operator Fourier Transform for the Bohr frequencies (the
energy differences), sampling from arbitrary weight requires accessing both energies
before and after the jump, resembling [149, 167, 180]. The appropriate Lindbladian
takes the following form:

L𝑔𝑒𝑛𝑒𝑟𝑎𝑙 [𝝆] :=
∑︁

𝑎∈𝐴,𝐸̄2,𝐸̄1∈𝑆𝜔0

𝛾(𝐸̄2, 𝐸̄1)
(
𝑨̂𝑎𝑓 (𝐸̄2, 𝐸̄1)𝝆𝑨̂𝑎𝑓 (𝐸̄2, 𝐸̄1)† −

1
2
{ 𝑨̂𝑎𝑓 (𝐸̄2, 𝐸̄1)† 𝑨̂𝑎𝑓 (𝐸̄2, 𝐸̄1), 𝝆}

)
.

(2.34)

To implement a block-encoding of the above Lindbladian, we need different Fourier
Transform components and a controlled filter for the two-argument Metropolis
weight.

• Phase estimation isometry (in the Schrödinger picture)

Φ 𝑓 :=
1
√
𝑁

∑︁
𝐸̄∈𝑆𝜔0

∑︁
𝑡∈𝑆𝑡0

𝑓 (𝑡)
��𝐸̄〉
⊗ e−i(𝐸̄−𝑯)𝑡 .

This circumvents the impossibility results as it does not take the shift-invariant
form (section 2.13).
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• Two-sided operator Fourier Transform (section 2.3)

F [| 𝑓2⟩ ⊗ | 𝑓1⟩ ⊗ 𝑶] := (Φ 𝑓2 ⊗ 𝑰𝐸̄1) ◦ (𝑰𝐸̄1 ⊗ 𝑶) ◦Φ 𝑓1

=
∑︁

𝐸̄2,𝐸̄1∈𝑆𝜔0

��𝐸̄2
〉
⊗

��𝐸̄1
〉
⊗ 𝑶̂ 𝑓1, 𝑓2 (𝐸̄2, 𝐸̄1),

where 𝑶̂ 𝑓1, 𝑓2 (𝐸̄2, 𝐸̄1) :=
1
𝑁

∑︁
𝑡2,𝑡1∈𝑆𝑡0

𝑓2(𝑡2) 𝑓1(𝑡1)e−i(𝐸̄2−𝑯)𝑡2𝑶e−i(𝐸̄1−𝑯)𝑡1 .

In our particular case, we set 𝑓1(𝑡) = 𝑓 (𝑡) and 𝑓2(𝑡) = 𝑓 (−𝑡) =: 𝑓−(𝑡) for a
normalized function 𝑓 to get

𝑶 𝑓 , 𝑓− (𝐸̄2, 𝐸̄1) =
1
𝑁

∑︁
𝑡2,𝑡1∈𝑆𝑡0

𝑓 (−𝑡2) 𝑓 (𝑡1)e−i(𝐸̄2−𝑯)𝑡2𝑶e−i(𝐸̄1−𝑯)𝑡1 (2.35)

which will be short-handed by 𝑶 𝑓 ,𝐸̄2,𝐸̄1 . This construction is reminiscent
of [180], but it does not require a rounding promise.

• Controlled filter for the Metropolis weight

𝑾 :=
∑︁

𝐸̄2,𝐸̄1∈𝑆𝜔0

𝒀1−𝛾(𝐸̄2,𝐸̄1) ⊗ |𝐸̄2⟩⟨𝐸̄2 | ⊗ |𝐸̄1⟩⟨𝐸̄1 |

such that 0 ≤ 𝛾(𝐸̄2, 𝐸̄1) ≤ 1 and
𝛾(𝐸̄2, 𝐸̄1)
𝛾(𝐸̄1, 𝐸̄2)

=
𝑝(𝐸̄2)
𝑝(𝐸̄1)

.

The ratio constraint ensures approximate detailed balance.

If the set of jump operators is self-adjoint and 𝑓 is real, we may construct a valid
Hermitian discriminant proxy as outlined in Proposition 2.3.4 — the corresponding
involution is SWAP ⊗ 𝑷, where SWAP acts on the two phase estimation registers,
and 𝑷 is a permutation as in (2.33). This construction yields a discriminant proxy
analogous to (2.26) due to the following “skew symmetry” of the two-sided operator
Fourier Transform. We also include the two-index version of operator Parseval’s
identity.

Proposition 2.3.6 (Parseval’s identity). For a set of matrices 𝑨𝑎 ∈ C𝑛×𝑛, consider
their two-sided discrete Fourier Transform weighted by a complex-valued function
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𝑓 : 𝑆𝑡0 → C as in (2.35). Then, 𝑨̂𝑎
𝑓
(𝐸̄2, 𝐸̄1)† = (𝑨𝑎†) 𝑓 ∗ (𝐸̄2, 𝐸̄1), and∑︁

𝑎∈𝐴

∑︁
𝐸̄1,𝐸̄2∈𝑆𝜔0

𝑨̂𝑎𝑓 (𝐸̄2, 𝐸̄1)† 𝑨̂𝑎𝑓 (𝐸̄2, 𝐸̄1) = ∥ 𝑓 ∥22
∑︁
𝑡1∈𝑆𝑡0

| 𝑓 (𝑡1) |2e−i𝑯𝑡1 𝑨𝑎†𝑨𝑎ei𝑯𝑡1

⪯ ∥ 𝑓 ∥42∥
∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥ · 𝑰 and∑︁
𝑎∈𝐴

∑︁
𝐸̄1,𝐸̄2∈𝑆𝜔0

𝑨̂𝑎𝑓 (𝐸̄2, 𝐸̄1) 𝑨̂𝑎𝑓 (𝐸̄2, 𝐸̄1)† = ∥ 𝑓 ∥22
∑︁
𝑎∈𝐴

∑︁
𝑡2∈𝑆𝑡0

| 𝑓 (𝑡2) |2ei𝑯𝑡2 𝑨𝑎𝑨𝑎†e−i𝑯𝑡2

⪯ ∥ 𝑓 ∥42∥
∑︁
𝑎∈𝐴

𝑨𝑎𝑨𝑎†∥ · 𝑰.

Proof. For each 𝑎 ∈ 𝐴, we have

𝑨̂𝑎𝑓 (𝐸̄2, 𝐸̄1)† = ©­« 1
𝑁

∑︁
𝑡2,𝑡1∈𝑆𝑡0

𝑓 (−𝑡2) 𝑓 (𝑡1)e−i(𝐸̄2−𝑯)𝑡2 𝑨𝑎e−i(𝐸̄1−𝑯)𝑡1ª®¬
†

=
©­« 1
𝑁

∑︁
𝑡2,𝑡1∈𝑆𝑡0

𝑓 (𝑡2) 𝑓 (𝑡1)ei(𝐸̄2−𝑯)𝑡2 𝑨𝑎e−i(𝐸̄1−𝑯)𝑡1ª®¬
†

=
1
𝑁

∑︁
𝑡2,𝑡1∈𝑆𝑡0

𝑓 (𝑡2)∗ 𝑓 (𝑡1)∗ei(𝐸̄1−𝑯)𝑡1 𝑨𝑎†e−i(𝐸̄2−𝑯)𝑡2 = (𝑨𝑎†) 𝑓 ∗ (𝐸̄2, 𝐸̄1).

■

Our analytic arguments (section 2.5, section 2.7) can be adapted to the above
Lindbladian (2.34) and discriminant variant, but we will stick to the operator Fourier
Transform for simplicity throughout the paper.

2.4 Discussion
Our work aimed to lay the algorithmic and analytic foundation for Monte Carlo-style
Quantum Gibbs samplers. We have presented families of efficiently implementable
algorithms for Gibbs sampling in terms of Lindbladians with guarantees for fixed-
point accuracy. We have confronted technical issues from energy uncertainty (which
have haunted quantum Gibbs sampling algorithms for a decade) by highlighting a key
algorithmic component, the operator Fourier Transform, and introducing a general
analytic framework: the secular approximation and approximate detailed balance.
These arguments are compatible with the Szegedy-type speedup and preparation of
the purified Gibbs state.

Our construction is conceptually simple as it draws inspiration from the physical mech-
anism of open-system thermalization, especially the Davies’ generator. Conversely,
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our argument completes the first proof of Gibbs state stationarity for physically
derived Lindbladians, especially the coarse-grained master equations [121, 134].
Potentially, this could lead to proposals of quantum Gibbs samplers on analog
quantum simulators. Still, our analysis is restricted to the open system setting where
the bath is Markovian by assumption; we hope the precise statement in the open
system settings inspires further insight toward closed-system thermodynamics.

Would quantum Gibbs samplers be the ultimate solution to the ground state preparation
problem by setting 𝛽 ≫ 1? Our work only answers the first half of this problem
by writing down some candidate Lindbladians with a provably accurate Gibbs fixed
point and efficient simulation algorithm. Still, the missing piece of the puzzle is
the mixing time (or the spectral gap) of the proposed Lindbladians. A scientifically
informative first step is to directly benchmark the performance of quantum Gibbs
samplers numerically for viable system sizes. This would give concrete estimates of
the realistic costs of quantum simulation. From a mathematical physics perspective,
there have been efforts to prove rapid mixing [16, 31] (convergence at a logarithmic
depth log(𝑛)) of Quantum Gibbs samplers for lattice Hamiltonian in the spirit of
classical Ising models [124]. There, most results have been restricted to commuting
Hamiltonians due to the lack of a satisfactory formulation of noncommuting Gibbs
samplers, which this work provides37. As a direct implication of this work, we
provide a candidate algorithm for preparing a gapped ground state at a potentially very
low depth: simply setting the Gaussian width to be 𝜎𝑡 ∼ Õ( 1

Δ𝑔𝑎𝑝
) and 𝛽 = Õ( 1

Δ𝑔𝑎𝑝
)

ensures the ground state to be approximately the common kernel of Õ( 1
Δ𝑔𝑎𝑝
)-local

Lindbladians38.

From a complexity perspective, quantum Gibbs samplers provide a new dynamic angle
to study the complexity of thermal states and even ground states. Indeed, existing
complexity results for gapped ground states, especially the area law, have beaten the
static properties to death (local gap, decay of correlation, etc.). Conceptually, these
approaches neglect the instinctive experimental origin of ground states: cool the
system in a fridge. It would be curious to bridge this thermodynamics process to the
area-law literature (e.g., [10, 84, 106]). Practically, we hope noncommuting Gibbs
samplers will inspire new tensor network algorithms or even new ansatz, which could
lead to a better grasp of 2D gapped physics.

37The followup work [42] gives an even nicer noncommutative Gibbs sampler with exact detailed
balance.

38This observation was later exploited in [61] for ground state preparation.



61

Acknowledgments
We thank Simon Apers, Mario Berta, Garnet Chan, Alex Dalzell, Zhiyan Ding,
Hsin-Yuan (Robert) Huang, Lin Lin, Yunchao Liu, Sam McArdle, Jonathan Moussa,
Evgeny Mozgunov, Tobias Osborne, Wocjan Pawel, Patrick Rall, Mehdi Soleimanifar,
Kristan Temme, Umesh Vazirani, and Tong Yu for helpful discussions. We also
thank anonymous referees for their helpful feedback. AG thanks Chunhao Wang,
Dávid Matolcsi, Cambyse Rouzé, and Daniel Stilck França for useful discussions.
CFC is supported by the Eddlemen Fellowship and the AWS Center for Quantum
Computing internship. AG acknowledges funding from the AWS Center for Quantum
Computing.

2.5 Appendix:Operator Fourier Transform: properties and error bounds
In this section, we study properties of the operator Fourier Transform. Given a
Hamiltonian 𝑯, an operator 𝑨, and a complex-valued function 𝑓 : R→ C, let

𝑨̂ 𝑓 (𝜔̄) :=
1
√
𝑁

∑︁
𝑡∈𝑆𝑡0

e−i𝜔̄𝑡 𝑓 (𝑡)𝑨(𝑡) where 𝑨(𝑡) := ei𝑯𝑡𝑨e−i𝑯𝑡 . (2.36)

Note the normalization 1√
𝑁

. The transformed operators 𝑨̂ 𝑓 (𝜔̄) satisfy the desirable
exact symmetry of a standard Fourier Transform as well as an operator version of
Parseval’s identity.

Proposition 2.5.1 (Symmetry and operator Parseval’s identity). For a set of matrices
{𝑨𝑎}𝑎∈𝐴 and a Hamiltonian 𝑯, consider their discrete operator Fourier Transform
weighted by a complex-valued function 𝑓 : 𝑆𝑡0 → C as in (2.36). Then, the symmetry
holds 𝑨̂𝑎

𝑓
(𝜔̄)† = (𝑨𝑎†) 𝑓 ∗ (−𝜔̄), moreover∑︁

𝑎∈𝐴

∑︁
𝜔̄∈𝑆𝜔0

𝑨̂𝑎𝑓 (𝜔̄)
† 𝑨̂𝑎𝑓 (𝜔̄) =

∑︁
𝑎∈𝐴

∑︁
𝑡∈𝑆𝑡0

| 𝑓 (𝑡) |2ei𝑯𝑡𝑨𝑎†𝑨𝑎e−i𝑯𝑡 ⪯ ∥
∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥∥ 𝑓 ∥22 · 𝑰 and

(2.37)∑︁
𝑎∈𝐴

∑︁
𝜔̄∈𝑆𝜔0

𝑨̂𝑎𝑓 (𝜔̄) 𝑨̂
𝑎
𝑓 (𝜔̄)

† =
∑︁
𝑎∈𝐴

∑︁
𝑡∈𝑆𝑡0

| 𝑓 (𝑡) |2ei𝑯𝑡𝑨𝑎𝑨𝑎†e−i𝑯𝑡 ⪯ ∥
∑︁
𝑎∈𝐴

𝑨𝑎𝑨𝑎†∥∥ 𝑓 ∥22 · 𝑰.

(2.38)

For our Lindbladian Gibbs samplers, the weights will be normalized
∑
𝑡∈𝑆𝑡0 | 𝑓 (𝑡) |

2 = 1,
which means that they can be implemented by amplitudes of a state. In the special
case

∑
𝑎∈𝐴 𝑨𝑎†𝑨𝑎 = 𝑰 (i.e., these operators can be interpreted as a quantum channel),

then the inequality (2.37) hold with equality, and as a consequence, the operators
resolve the identity

∑
𝑎∈𝐴

∑
𝜔̄∈𝑆𝜔0

𝑨̂𝑎
𝑓
(𝜔̄)† 𝑨̂𝑎

𝑓
(𝜔̄) = 𝑰.
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Proof. First observe that by definition

𝑨̂𝑎𝑓 (𝜔̄)
† =

1
√
𝑁

∑︁
𝑡∈𝑆𝑡0

ei𝜔̄𝑡 𝑓 ∗(𝑡) (𝑨𝑎 (𝑡))† (2.39)

=
1
√
𝑁

∑︁
𝑡∈𝑆𝑡0

ei𝜔̄𝑡 𝑓 ∗(𝑡)𝑨𝑎†(𝑡) = (𝑨𝑎†) 𝑓 ∗,−𝜔̄.

Next, we prove (2.37) by direct computation as follows∑︁
𝑎∈𝐴

∑︁
𝜔̄∈𝑆𝜔0

𝑨̂𝑎𝑓 (𝜔̄)
† 𝑨̂𝑎𝑓 (𝜔̄) =

∑︁
𝑎∈𝐴

1
𝑁

∑︁
𝜔̄∈𝑆𝜔0

∑︁
𝑡′∈𝑆𝑡0

ei𝜔̄𝑡′ 𝑓 ∗(𝑡)𝑨𝑎 (𝑡′)†
∑︁
𝑡∈𝑆𝑡0

e−i𝜔̄𝑡 𝑓 (𝑡)𝑨𝑎 (𝑡)

=
∑︁
𝑎∈𝐴

∑︁
𝑡∈𝑆𝑡0

| 𝑓 (𝑡) |2𝑨𝑎 (𝑡)†𝑨𝑎 (𝑡)

=
∑︁
𝑎∈𝐴

∑︁
𝑡∈𝑆𝑡0

| 𝑓 (𝑡) |2ei𝑯𝑡𝑨𝑎†𝑨𝑎e−i𝑯𝑡

⪯ ∥
∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥
∑︁
𝑡∈𝑆𝑡0

| 𝑓 (𝑡) |2ei𝑯𝑡 𝑰e−i𝑯𝑡

= 𝑰 · ∥
∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥
∑︁
𝑡∈𝑆𝑡0

| 𝑓 (𝑡) |2.

The second equality uses the Fourier representation of the discrete delta function∑︁
𝜔̄∈𝑆𝜔0

e−i𝜔̄(𝑡−𝑡′) = 𝑁𝛿𝑡,𝑡′ . (2.40)

The proof of (2.38) is completely analogous. ■

We also include the analogous analysis in the continuum limit where the discretization
parameter 𝑁 disappears. We will assume throughout that the weight function 𝑓

is square integrable, i.e., 𝑓 ∈ ℓ2(R). In the continuous case, the operator Fourier
Transform is a matrix-valued function, and to emphasize this, we change the notation
to 𝑨̂ 𝑓 (𝜔̄) → 𝑨̂ 𝑓 (𝜔). We could directly copy the above proof; however, arguing
about the Dirac delta function in the continuous case is tricky. We resolve this by
relying on Parseval-Plancherel’s identity.

For studying the operator Fourier Transform, it is useful to decompose the operator
according to the Bohr frequencies

ei𝑯𝑡𝑨e−i𝑯𝑡 =
∑︁

𝜈∈𝐵(𝑯)
ei𝜈𝑡𝑨𝜈, (2.41)

where 𝑨𝜈 :=
∑︁

𝐸2−𝐸1=𝜈

𝑷𝐸2 𝑨𝑷𝐸1 satisfies that (𝑨𝜈)† = (𝑨†)−𝜈,
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where 𝑷𝐸 denotes the orthogonal projector onto the subspace spanned by energy
𝐸 eigenstates of 𝑯. If 𝑓 ∈ ℓ1(R), using this decomposition, we can conveniently
express the operator Fourier Transform as follows

𝑨̂ 𝑓 (𝜔) =
1
√

2𝜋

∫ ∞

−∞
e−i𝜔𝑡 𝑓 (𝑡)ei𝑯𝑡𝑨e−i𝑯𝑡d𝑡

=
1
√

2𝜋

∫ ∞

−∞
e−i𝜔𝑡 𝑓 (𝑡)ei𝑯𝑡

∑︁
𝜈∈𝐵(𝑯)

𝑨𝜈e−i𝑯𝑡d𝑡

=
∑︁

𝜈∈𝐵(𝑯)

1
√

2𝜋

∫ ∞

−∞
e−i(𝜔−𝜈)𝑡 𝑓 (𝑡)𝑨𝜈d𝑡 =

∑︁
𝜈∈𝐵(𝑯)

𝑓 (𝜔 − 𝜈)𝑨𝜈, (2.42)

where 𝑓 (𝜔) = 1√
2𝜋

∫ ∞
−∞ 𝑓 (𝑡)e

−i𝜔𝑡d𝑡 is the Fourier Transform of the weight function
𝑓 (𝑡). More generally, if 𝑓 ∈ ℓ2(R), then we use (2.42) as the definition of the
operator Fourier Transform because the Fourier Transform uniquely extends to a
unitary map F : ℓ2(R) → ℓ2(R).

Proposition 2.5.2 (Symmetry and operator Parseval’s identity). For a set of matrices
{𝑨𝑎}𝑎∈𝐴 and a Hamiltonian 𝑯, consider their continuous operator Fourier Transform
weighted by a complex-valued function 𝑓 ∈ ℓ2(R)

𝑨̂𝑎𝑓 (𝜔) :=
∑︁

𝜈∈𝐵(𝑯)
𝑓 (𝜔 − 𝜈)𝑨𝑎𝜈 ,

then ( 𝑨̂𝑎
𝑓
(𝜔))† = (𝑨𝑎†) 𝑓 ∗ (−𝜔), moreover∑︁

𝑎∈𝐴

∫ ∞

−∞
𝑨̂𝑎𝑓 (𝜔)

† 𝑨̂𝑎𝑓 (𝜔)d𝜔 =
∑︁
𝑎∈𝐴

∫ ∞

−∞
| 𝑓 (𝑡) |2ei𝑯𝑡𝑨𝑎†𝑨𝑎e−i𝑯𝑡d𝑡 ⪯ ∥ 𝑓 ∥22∥

∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥ · 𝑰, and

(2.43)∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑨̂𝑎𝑓 (𝜔)𝑨𝑎 𝑓 (𝜔)

†d𝜔 =
∑︁
𝑎∈𝐴

∫ ∞

−∞
| 𝑓 (𝑡) |2ei𝑯𝑡𝑨𝑎𝑨𝑎†e−i𝑯𝑡d𝑡 ⪯ ∥ 𝑓 ∥22∥

∑︁
𝑎∈𝐴

𝑨𝑎𝑨𝑎†∥ · 𝑰.

(2.44)

Similarly as before, if
∑
𝑎∈𝐴 𝑨𝑎†𝑨𝑎 = 𝑰, then the inequality (2.43) hold with equality.

Proof. First observe that by definition

𝑨̂𝑎𝑓 (𝜔)
† =

∑︁
𝜈∈𝐵(𝑯)

( 𝑓 (𝜔 − 𝜈))∗(𝑨𝑎𝜈)†

=
∑︁

𝜈∈𝐵(𝑯)
𝑓̂ ∗(𝜈 − 𝜔) (𝑨𝑎†)−𝐸

=
∑︁

−𝜈∈𝐵(𝑯)
𝑓̂ ∗(−𝜔 − 𝜈) (𝑨𝑎†)𝜈 = 𝑨𝑎† 𝑓 ∗ (−𝜔).
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Next, we prove (2.43) by direct computation as follows:∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑨̂𝑎𝑓 (𝜔)

† 𝑨̂𝑎𝑓 (𝜔)d𝜔 =
∑︁
𝑎∈𝐴

∫ ∞

−∞

∑︁
𝜈∈𝐵(𝑯)

(𝑨𝑎𝜈)†( 𝑓 (𝜔 − 𝜈))∗
∑︁

𝜈′∈𝐵(𝑯)
𝑓 (𝜔 − 𝜈′)𝑨𝑎𝜈′d𝜔

(by definition)

=
∑︁
𝑎∈𝐴

∑︁
𝜈,𝜈′∈𝐵(𝑯)

(𝑨𝑎𝜈)†𝑨𝑎𝜈′
∫ ∞

−∞
( 𝑓 (𝜔))∗ 𝑓 (𝜔 − (𝜈′ − 𝜈))d𝜔

(shift 𝜔→ 𝜔 − 𝜈 and use |𝐵 | ≤ ∞)

=
∑︁
𝑎∈𝐴

∑︁
𝜈′′∈𝐵(𝑯)

(𝑨𝑎†𝑨𝑎)𝜈′′
∫ ∞

−∞
( 𝑓 (𝜔))∗ 𝑓 (𝜔 − 𝜈′′)d𝜔

(by the definition of 𝑨𝑎𝜈)

=
∑︁
𝑎∈𝐴

∑︁
𝜈′′∈𝐵(𝑯)

(𝑨𝑎†𝑨𝑎)𝜈′′
∫ ∞

−∞
( 𝑓 (𝑡))∗ 𝑓 (𝑡)ei𝜈′′𝑡d𝑡

(since F is unitary)

=
∑︁
𝑎∈𝐴

∑︁
𝜈′′∈𝐵(𝑯)

∫ ∞

−∞
| 𝑓 (𝑡) |2ei𝑯𝑡 (𝑨𝑎†𝑨𝑎)𝜈′′e−i𝑯𝑡d𝑡

(as in (2.42))

=
∑︁
𝑎∈𝐴

∫ ∞

−∞
| 𝑓 (𝑡) |2ei𝑯𝑡𝑨𝑎†𝑨𝑎e−i𝑯𝑡d𝑡

(since |𝐵(𝑯) | ≤ ∞)

⪯ ∥
∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥
∫ ∞

−∞
| 𝑓 (𝑡) |2ei𝑯𝑡 𝑰e−i𝑯𝑡d𝑡

(since
∑
𝑎∈𝐴 𝑨𝑎†𝑨𝑎 ⪯ ∥∑𝑎∈𝐴 𝑨𝑎†𝑨𝑎∥𝑰)

= 𝑰 · ∥
∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥
∫ ∞

−∞
| 𝑓 (𝑡) |2d𝑡.

The proof of (2.44) is completely analogous.39 ■

2.6 Appendix:Nonasymptotic secular approximation
In this section, we define the secular approximation of the Fourier Transformed
operators 𝑨̂ 𝑓 (𝜔̄) and analyze the resulting error. The secular approximation
applies truncation to the Fourier-transformed operators in the frequency domain
by suppressing Bohr frequencies 𝜈 ∈ 𝐵(𝑯) that deviate substantially from the
frequency label 𝜔 via some filter function 𝑠 ∈ ℓ∞(R). For example truncation at

39Intuitively speaking the fourth line can be viewed as consequence of the Fourier representation
of the Dirac delta distribution

∫ ∞
−∞ ei𝜔𝑡d𝜔 = 2𝜋𝛿(𝑡), analogous to (2.40). Not introducing delta

functions makes the proof completely general.
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<latexit sha1_base64="/DQ4XnesXJ9Z1PH/gWZB1p5YDGQ=">AAAOR3ichZfLbuM2FIaV6W3q1tOkXRYohBoBiqITWMH0shlgEsVJJlcnsZ00kRGQMm0ToS6gaHYCQV31abptX6KP0KforuiypOhEtI7b8cbk+f7DyxF/XXDKaCba7T9Xnrzz7nvvf/D0w8ZHHzeffbK69ukgS2Y8JP0wYQm/wigjjMakL6hg5CrlBEWYkUt852t+KQnPaBL3xH1KhhGaxHRMQyRU6Hb1i0aQ0SgYcxTmXpEHDOEs7zwPkohMUFHcrrbaG+3y58KGN2+0nPmve7vWXAtGSTiLSCxChrLsxmunYpgjLmjISNFoBLOMpCi8QxOSoyjL7iNcuOsREtOsznRwGbuZifEPw5zG6UyQOFQSxcYz5orE1Zt0R5STULB71UAhp2pqN5witUehSrF0lsV14UgF1l17yrLUqsp32UvBZ+QbFzFWxrKXmM3IMJ+qiTknY5VZG4yjOyKKxrodjJHAFOtZ1hHGnMhGwElMfgqTKELxKA8kCdXl0AsJ7LC/paJ6xSFi+VZRp9sW3QYUMd/ifp1vP1CMIfR3rNQdQDsW7YCBO9XAAPq7VuouoHsW3QN036L7gL626GtADyx6AOihRQ8BPbLoEaDHFj0G9MSiJ6BUJ1WpAPRPrdRTQLsW7YKBu9XAAPpnVuoZSD2rUgH0z63Uc5B6XqUC6F9YqReA9izaA7Rv0T6gA4sOAL206CWgVxa9AvRH18KqU+fXFr5epF9rV6eZEkjEVYOyJNZ3i4UB5FZpe+htiQxAAGwbAPwusQEYAN8AYHK5YwDwt+wYANwrdw0AxpV7BgDPyn0DgF3lawOAU+WBAcCk8tAA4E95ZACwpjw2ALhSnhgAPCdPDQB2k10DgJnkmQHAKvLcAGAEeWEA8IDsGQCOv+wbAE6+HBgADr28NACcd3llADjqsjzqisBTLq8NuQYgo5NoflDdwHRqElxpEFciuVQl+TR5GEY3i/rzUV9hRsailqdLzOlkKoCxcDybzxmoVi1tWsIpEssgfkiEJHocM4KwfEqU0NcHcX2Rdh4g8BQ2L19zPH8TW5SM0GRSmD/Ci9pOmT4DbEB4vThcA74EqDdEQSktbrxhbspahoI7wuPn7Y3Nb8mbt0XdlueaykPRW8P17cUJj8rFBHqxbt7yCjdYsu7UCDeHJiVvbRa3WrxkuNSWeVq2WZcxS8f+Tziu1lfJyrs+L++E4ILot2qjx3QyMfUym3rs19fymFFV2GRYVVuyfCtnUM9ZUkBSPK6b1HdJZzEVFad1zul/QvWkE7yiPQ5wmrD7StDVPTDCfVopdKcu6NmC3hIB4urO8mauSVK15MhVsZ91MGA0oiKrp9BRUcrUf41czFJrurJXv840HukPq+Rh61jdvrzyI8qrfzLBxmBzw/tu48XZi9ar7fnn1FPnc+dL5yvHc753Xjn7TtfpO6Hzi/Or85vze/OP5l/Nv5v/GOmTlXnOZ87C79nKv5D1chA=</latexit>

⇠ 1

|E � !|

<latexit sha1_base64="HwiqrWG/70k+r2EGMAC/0SPJDFw=">AAAOLHichZdbbyM1FMdnl9tSCGzhkZcRUQVCUCXVcnlZadvp/Zq2uZR2osqeOIlVz0Uej9kqGr4Cr/Al+DS8IMQrnwN7nHRcn8DOS+zz+x9fzvg/k8EZo7lotf588vStt995971n76988GHjo4+fr37Sz9OCR6QXpSzlVxjlhNGE9AQVjFxlnKAYMzLAd4HmA0l4TtOkK+4zMozRJKFjGiGhQr0Qx8UXt8+brfVWdfmw0Z43mt786tyuNlbDURoVMUlExFCe37RbmRjOEBc0YqRcWQmLnGQoukMTMkNxnt/HuPTXYiSmuct0cBm7KcT4h+GMJlkhSBIpiWLjgvki9fVO/BHlJBLsXjVQxKma2o+miKNIqP0uneXxunCsAmu+PWVVT1XKu/yl4AX52keMVbH8JWYFGc6mamLOyVhlOoNxdEdEubJmBxMkMMV6ljWEMSdyJeQkIT9FaRyjZDQLJYnKWagXEtrhYFNF9YojxGabpUu3LLoFKGKBxQOXby0oxhAG21bqNqA7Ft0BA+/UAwMY7Fqpu4DuWXQP0H2L7gN6YNEDQA8tegjokUWPAD226DGgJxY9AfTUoqegVKd1qQAMzqzUM0A7Fu2AgTv1wAAG51bqOUg9r1MBDC6s1AuQelGnAhhcWqmXgHYt2gW0Z9EeoH2L9gEdWHQA6JVFrwD90bew6rj82sLXj+lX2tVZrgQScdWgLE300+LRAHKzsj30tkQGIAC2DAB+l9gADEBgADC53DYA+FvuGADcK3cNAMaVewYAz8p9A4Bd5YEBwKny0ABgUnlkAPCnPDYAWFOeGABcKU8NAJ6TZwYAu8mOAcBM8twAYBV5YQAwgrw0AHhAdg0Ax1/2DAAnX/YNAIdeDgwA511eGQCOuqyOuiLwlMtrQ64ByOkknh9UPzQdR4JrDeJKJJeqJJ+mi2F0s3Tfj/oOMzIWTp4uMaeTqQDGwkkxnzNULSdtWsEpEssgXiRCEj+MGUNYvSUqGOiDuPaY7iwg8BROYzJZFCg0HUcyQpNJaX4IL52dMn0GWJ9wtzhcA74EqL+BglJa3rSHM1PWKhTeEZ5801rf+Ja8flPUb7Z9U3koemPY3V6S8rhaTKgX68+a7dIPl6w7M8KNoUmZNTfKWy1eMlxmy9patuHKmKVj/ycc1+urZdVTn1dPQnBDGMK50WM6mZh6mU099N21PGTUFTYZVtWWLN/K6bs5SwpIyod1E3eXtEioqDl1Oaf/CdWbTvCadjnAWcrua0FH98AI91mt0B1X0LUF3SUCxNWT5fVck2ZqybGvYj/rYMhoTEXuptBRWcnUr0Mui8yaruq595kmI/31lC62jtXjSx1G9RHVdj+ZYKO/sd7+bv3F+Yvmq63559Qz7zPvc+9Lr+19773y9r2O1/Mij3q/eL96vzV+b/zR+Kvxt5E+fTLP+dR7dDX++Rcuv2gW</latexit>

µ̄0

<latexit sha1_base64="gK6yNjUAoaJnQzdmwrRE6OuhiaE=">AAAOOnichZfLbuM2FIY109s0rdukXXYj1AgwLTqBHUwvmwEmUZxkcrUT20kTuQEp0zYR6gKK4kwgqG/SbfsSfZFuuyu67QOUEu2I4XE72pg83394OeIvWThhNBWt1h+PHr/z7nvvf/Dkw5WPPm588unq2mfDNM54QAZBzGJ+iVFKGI3IQFDByGXCCQoxIxf41iv5hSQ8pXHUF3cJGYVoGtEJDZBQoZvVNd87fSpu8l63U/yUP2sXX92sNlsbrepyYaM9bzSd+dW9WWus+eM4yEISiYChNL1utxIxyhEXNGCkWFnxs5QkKLhFU5KjME3vQly46yESs9RmZXAZu87E5IdRTqMkEyQKlESxScZcEbvlvtwx5SQQ7E41UMCpmtoNZoijQKjdL53l4bpwqALrrjllVV1V2Nv0heAZ+cZFjFWx9AVmGRnlMzUx52SiMq3BOLololhZN4MREpjicpZ1hDEncsXnJCKvgzgMUTTOfUmCIvfLhfhm2NtS0XLFAWL5VmHTbYNuA4qYZ3DP5tsLijGE3o6RugNox6AdMHCnHhhAb9dI3QV0z6B7gO4bdB/QVwZ9BeiBQQ8APTToIaBHBj0C9Nigx4CeGPQElOqkLhWA3qmRegpo16BdMHC3HhhAr2ek9kBqr04F0DszUs9A6lmdCqB3bqSeA9o3aB/QgUEHgA4NOgT0wqAXgF4a9BLQH10Dq47Nrwx89ZB+Xbo6SZVAIq4alMVR+bR4MIDcqmwPvS2RBgiAbQ2A3yXWAAPgaQBMLnc0AP6WHQ2Ae+WuBsC4ck8D4Fm5rwGwq3ylAXCqPNAAmFQeagD8KY80ANaUxxoAV8oTDYDn5KkGwG6yqwEwk+xpAKwizzQARpDnGgAPyL4G4PjLgQbg5MuhBuDQywsNwHmXlxqAoy6ro64IPOXySpMrAFI6DecH1fV1x5LgWoO4EsmlKsln8WKYslnY78fyDjMyEVZeWWJOpzMBjIWjbD6nr1pW2qyCMySWQbxIhCS8HzOEsHpLVNArD+L6Q9pZQOApHIdkuiiQrzuWZIym00L/EF5YO2XlGWBDwu3i8BLwJUD9KRSU0uK6Pcp1WauQf0t49Ky1sfktefO2qNtsu7ryUPTWsL29KOZhtRi/XKybN9uF6y9Zd6KFmyOdkjc3i5tSvGS4xJS1S9mmLWOGjv2fcFKvr5ZVT31ePQnBDWEIp1qP6XSq66U3dd+313KfUVdYZxhVW7J8I2do5ywpICnu103sXdIsoqLm1Oac/idUbzrBa9rnACcxu6sF3bIHRrhLakXZsQV9U9BfIkBcPVnezDVxopYcuir2cxn0GQ2pSO0UOi4qmfq1yHmWGNNVPfs+02hcfkvFi61j9fhSh1F9RLXtTybYGG5utL/beN573ny5Pf+ceuJ84XzpPHXazvfOS2ff6ToDJ3BeO784vzq/NX5v/Nn4q/G3lj5+NM/53HlwNf75F8xYbJw=</latexit>

O(t�1
QPE)

<latexit sha1_base64="gK6yNjUAoaJnQzdmwrRE6OuhiaE=">AAAOOnichZfLbuM2FIY109s0rdukXXYj1AgwLTqBHUwvmwEmUZxkcrUT20kTuQEp0zYR6gKK4kwgqG/SbfsSfZFuuyu67QOUEu2I4XE72pg83394OeIvWThhNBWt1h+PHr/z7nvvf/Dkw5WPPm588unq2mfDNM54QAZBzGJ+iVFKGI3IQFDByGXCCQoxIxf41iv5hSQ8pXHUF3cJGYVoGtEJDZBQoZvVNd87fSpu8l63U/yUP2sXX92sNlsbrepyYaM9bzSd+dW9WWus+eM4yEISiYChNL1utxIxyhEXNGCkWFnxs5QkKLhFU5KjME3vQly46yESs9RmZXAZu87E5IdRTqMkEyQKlESxScZcEbvlvtwx5SQQ7E41UMCpmtoNZoijQKjdL53l4bpwqALrrjllVV1V2Nv0heAZ+cZFjFWx9AVmGRnlMzUx52SiMq3BOLololhZN4MREpjicpZ1hDEncsXnJCKvgzgMUTTOfUmCIvfLhfhm2NtS0XLFAWL5VmHTbYNuA4qYZ3DP5tsLijGE3o6RugNox6AdMHCnHhhAb9dI3QV0z6B7gO4bdB/QVwZ9BeiBQQ8APTToIaBHBj0C9Nigx4CeGPQElOqkLhWA3qmRegpo16BdMHC3HhhAr2ek9kBqr04F0DszUs9A6lmdCqB3bqSeA9o3aB/QgUEHgA4NOgT0wqAXgF4a9BLQH10Dq47Nrwx89ZB+Xbo6SZVAIq4alMVR+bR4MIDcqmwPvS2RBgiAbQ2A3yXWAAPgaQBMLnc0AP6WHQ2Ae+WuBsC4ck8D4Fm5rwGwq3ylAXCqPNAAmFQeagD8KY80ANaUxxoAV8oTDYDn5KkGwG6yqwEwk+xpAKwizzQARpDnGgAPyL4G4PjLgQbg5MuhBuDQywsNwHmXlxqAoy6ro64IPOXySpMrAFI6DecH1fV1x5LgWoO4EsmlKsln8WKYslnY78fyDjMyEVZeWWJOpzMBjIWjbD6nr1pW2qyCMySWQbxIhCS8HzOEsHpLVNArD+L6Q9pZQOApHIdkuiiQrzuWZIym00L/EF5YO2XlGWBDwu3i8BLwJUD9KRSU0uK6Pcp1WauQf0t49Ky1sfktefO2qNtsu7ryUPTWsL29KOZhtRi/XKybN9uF6y9Zd6KFmyOdkjc3i5tSvGS4xJS1S9mmLWOGjv2fcFKvr5ZVT31ePQnBDWEIp1qP6XSq66U3dd+313KfUVdYZxhVW7J8I2do5ywpICnu103sXdIsoqLm1Oac/idUbzrBa9rnACcxu6sF3bIHRrhLakXZsQV9U9BfIkBcPVnezDVxopYcuir2cxn0GQ2pSO0UOi4qmfq1yHmWGNNVPfs+02hcfkvFi61j9fhSh1F9RLXtTybYGG5utL/beN573ny5Pf+ceuJ84XzpPHXazvfOS2ff6ToDJ3BeO784vzq/NX5v/Nn4q/G3lj5+NM/53HlwNf75F8xYbJw=</latexit>

O(t�1
QPE)

<latexit sha1_base64="8nMmsIZisDv1p/hMjDrYYGEU6OM=">AAAOLnichZfZbuM2FIY1022a1u2kveyNUMNAUbSBHUyXmwEmUfbVSbxNIiMgZdomTC2gKHYMQ32H3rYv0acp0Iuit32MUqIdMTxuRzcmz/cfLkf8JQsnjKai2fzzydN33n3v/Q+efbjx0ce1Tz59vvlZL40zHpBuELOYDzBKCaMR6QoqGBkknKAQM9LHM6/gfUl4SuOoI+YJGYZoEtExDZBQob6P45BM0P3zenOrWV4ubLSWjbqzvNr3m7VNfxQHWUgiETCUpnetZiKGC8QFDRjJNzb8LCUJCmZoQhYoTNN5iHO3ESIxTW1WBNexu0yMfxwuaJRkgkSBkig2zpgrYrfYizuinASCzVUDBZyqqd1gijgKhNrx2lkerwuHKtBwzSnLiqpiztKXgmfkGxcxVsbSl5hlZLiYqok5J2OVaQ3G0YyIfKNhBiMkMMXFLA2EMSdyw+ckIj8FcRiiaLTwJQnyhV8sxDfD3o6KFisOEFvs5DbdNeguoIh5BvdsvruiGEPo7Rmpe4DuG3QfDLxfDQygd2CkHgB6aNBDQI8MegTosUGPAT0x6AmgpwY9BfTMoGeAnhv0HNALg16AUl1UpQLQuzRSLwFtG7QNBm5XAwPoXRmpVyD1qkoF0Ls2Uq9B6nWVCqB3Y6TeANoxaAfQrkG7gPYM2gO0b9A+oAODDgB97RpYdWx+a+Dbx/TrwtVJqgQScdWgLI6Kp8WjAeROaXvobYk0QADsagD8LrEGGABPA2ByuacB8Lfc1wC4Vx5oAIwrDzUAnpVHGgC7ymMNgFPliQbApPJUA+BPeaYBsKY81wC4Ul5oADwnLzUAdpNtDYCZ5JUGwCryWgNgBHmjAfCA7GgAjr/sagBOvuxpAA697GsAzrscaACOuiyPuiLwlMtbTW4BSOkkXB5U19cdS4IrDeJKJNeqJJ/Gq2GKZm6/H4s7zMhYWHlFiTmdTAUwFo6y5Zy+allp0xJOkVgH8SoRkvBhzBDC8i1RQq84iI3HdH8Fgaf0X68V1h1LMkKTSa5/CM+tnbLiDLAe4XZxeAH4GqD+CApKaX7XGi50WcuQPyM8+ra5tf0defO2qFtvubryUPTWsL29KOZhuRi/WKy7qLdy11+z7kQLt4c6ZVHfzu8L8ZrhElPWKmTbtowZOvZ/wnG1vkpWPvV5+SQEN4QhnGo9ppOJrpfe1EPfXstDRlVhnWFUbc3yjZyenbOmgCR/WDexd0mziIqKU5tz+p9QvekEr2iHA5zEbF4J2kUPjDBPKkXRsQUdU9BZI0BcPVneLDVxopYcuir2cxH0GQ2pSO0UOspLmfq1yE2WGNOVPfs+02hUfD/Fq61j9fhSh1F9RLXsTybY6G1vtb7fenH1ov5qd/k59cz5wvnS+cppOT84r5wjp+10ncCZOb84vzq/1X6v/VH7q/a3lj59ssz53Hl01f75F1pMaSo=</latexit>

!̄ <latexit sha1_base64="EE7LAL7yPPgH+eeSyfHpvs/i0/I=">AAAOL3ichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerk9iOJ5ERkDJtE6EuoCh2AkN9iG7bl+jTFN0U3fYtSop2xPC4HW1Mnu8/vBzxlyycMZqLVuvPJ0/fefe99z949uHKRx83Pvn0+epn/TwteER6UcpSPsAoJ4wmpCeoYGSQcYJizMgVvgs0v5KE5zRNuuI+I8MYTRI6phESKjQI05hM0G3r9nmztd6qLh822vNG05tfndvVxmo4SqMiJomIGMrzm3YrE8MZ4oJGjJQrK2GRkwxFd2hCZijO8/sYl/5ajMQ0d5kOLmM3hRj/OJzRJCsESSIlUWxcMF+kvt6MP6KcRILdqwaKOFVT+9EUcRQJteWlszxeF45VYM23p6xKqqp5l78UvCDf+IixKpa/xKwgw9lUTcw5GatMZzCO7ogoV9bsYIIEpljPsoYw5kSuhJwk5KcojWOUjGahJFE5C/VCQjscbKqoXnGE2GyzdOmWRbcARSyweODyrQXFGMJg20rdBnTHojtg4J16YACDXSt1F9A9i+4Bum/RfUAPLHoA6KFFDwE9sugRoMcWPQb0xKIngJ5a9BSU6rQuFYDBmZV6BmjHoh0wcKceGMDg3Eo9B6nndSqAwYWVegFSL+pUAINLK/US0K5Fu4D2LNoDtG/RPqBXFr0CdGDRAaCvfQurjsuvLXz9mH6tXZ3lSiARVw3K0kQ/LR4NIDcr20NvS2QAAmDLAOB3iQ3AAAQGAJPLbQOAv+WOAcC9ctcAYFy5ZwDwrNw3ANhVHhgAnCoPDQAmlUcGAH/KYwOANeWJAcCV8tQA4Dl5ZgCwm+wYAMwkzw0AVpEXBgAjyEsDgAdk1wBw/GXPAHDyZd8AcOjllQHgvMuBAeCoy+qoKwJPubw25BqAnE7i+UH1Q9NxJLjWIK5EcqlK8mm6GEY3S/f9qO8wI2Ph5OkSczqZCmAsnBTzOUPVctKmFZwisQziRSIk8cOYMYTVW6KCgT6Ia4/pzgICT+Hqz9cCm44jGaHJpDQ/hJfOTpk+A6xPuFscrgFfAtQ/QUEpLW/aw5kpaxUK7whPvm2tb3xH3rwt6jfbvqk8FL017G4vSXlcLSbUi/VnzXbph0vWnRnhxtCkzJob5a0WLxkus2VtLdtwZczSsf8Tjuv11bLqqc+rJyG4IQzh3OgxnUxMvcymHvruWh4y6gqbDKtqS5Zv5fTdnCUFJOXDuom7S1okVNScupzT/4TqTSd4Tbsc4Cxl97Wgo3tghPusVuiOK+jagu4SAeLqyfJmrkkzteTYV7GfdTBkNKYid1PoqKxk6tchl0VmTVf13PtMk5H+gEoXW8fq8aUOo/qIarufTLDR31hvf7/+4vxF89XW/HPqmfeF96X3ldf2fvBeeftex+t5kce8X7xfvd8avzf+aPzV+NtInz6Z53zuPboa//wL+fFpYQ==</latexit>!0

<latexit sha1_base64="IM9PC3FYWJueGLfA5IAUZsk3R9c=">AAAOM3ichZfZbuM2FIY1022a1u2kveyNUCNA0SWwg+lyM8Akyr46iZc0kRGQMm0ToRZQFDuBoT5Gb9uX6MMUvSt623coKdoRw+N2dGPyfP/hcsRfsnDGaC5arT+ePH3r7Xfefe/Z+ysffNj46OPnq5/087TgEelFKUv5FUY5YTQhPUEFI1cZJyjGjAzwXaD5QBKe0zTpivuMDGM0SeiYRkioUBjiNCYT9FWI4+L2ebO13qouHzba80bTm1+d29XGajhKoyImiYgYyvObdisTwxnigkaMlCsrYZGTDEV3aEJmKM7z+xiX/lqMxDR3mQ4uYzeFGP8wnNEkKwRJIiVRbFwwX6S+3pA/opxEgt2rBoo4VVP70RRxFAm17aWzPF4XjlVgzbenrMqqKnqXvxS8IF/7iLEqlr/ErCDD2VRNzDkZq0xnMI7uiChX1uxgggSmWM+yhjDmRK6EnCTkpyiNY5SMZqEkUTkL9UJCOxxsqqhecYTYbLN06ZZFtwBFLLB44PKtBcUYwmDbSt0GdMeiO2DgnXpgAINdK3UX0D2L7gG6b9F9QA8segDooUUPAT2y6BGgxxY9BvTEoieAnlr0FJTqtC4VgMGZlXoGaMeiHTBwpx4YwODcSj0Hqed1KoDBhZV6AVIv6lQAg0sr9RLQrkW7gPYs2gO0b9E+oAOLDgC9sugVoD/6FlYdl19b+Pox/VK7OsuVQCKuGpSliX5aPBpAbla2h96WyAAEwJYBwO8SG4ABCAwAJpfbBgB/yx0DgHvlrgHAuHLPAOBZuW8AsKs8MAA4VR4aAEwqjwwA/pTHBgBryhMDgCvlqQHAc/LMAGA32TEAmEmeGwCsIi8MAEaQlwYAD8iuAeD4y54B4OTLvgHg0MuBAeC8yysDwFGX1VFXBJ5yeW3INQA5ncTzg+qHpuNIcK1BXInkUpXk03QxjG6W7vtR32FGxsLJ0yXmdDIVwFg4KeZzhqrlpE0rOEViGcSLREjihzFjCKu3RAUDfRDXHtOdBQSeMv+/Fth0HMkITSal+SG8dHbK9BlgfcLd4nAN+BKg/g0KSml50x7OTFmrUHhHePJNa33jW/L6TVG/2fZN5aHojWF3e0nK42oxoV6sP2u2Sz9csu7MCDeGJmXW3ChvtXjJcJkta2vZhitjlo79n3Bcr6+WVU99Xj0JwQ1hCOdGj+lkYuplNvXQd9fykFFX2GRYVVuyfCun7+YsKSApH9ZN3F3SIqGi5tTlnP4nVG86wWva5QBnKbuvBR3dAyPcZ7VCd1xB1xZ0lwgQV0+W13NNmqklx76K/ayDIaMxFbmbQkdlJVO/DrksMmu6qufeZ5qM9EdUutg6Vo8vdRjVR1Tb/WSCjf7Gevu79RfnL5qvtuafU8+8z7zPvS+8tve998rb9zpez4u8zPvF+9X7rfF748/GX42/jfTpk3nOp96jq/HPvxEWayc=</latexit>

!̄ + µ̄

<latexit sha1_base64="EE7LAL7yPPgH+eeSyfHpvs/i0/I=">AAAOL3ichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerk9iOJ5ERkDJtE6EuoCh2AkN9iG7bl+jTFN0U3fYtSop2xPC4HW1Mnu8/vBzxlyycMZqLVuvPJ0/fefe99z949uHKRx83Pvn0+epn/TwteER6UcpSPsAoJ4wmpCeoYGSQcYJizMgVvgs0v5KE5zRNuuI+I8MYTRI6phESKjQI05hM0G3r9nmztd6qLh822vNG05tfndvVxmo4SqMiJomIGMrzm3YrE8MZ4oJGjJQrK2GRkwxFd2hCZijO8/sYl/5ajMQ0d5kOLmM3hRj/OJzRJCsESSIlUWxcMF+kvt6MP6KcRILdqwaKOFVT+9EUcRQJteWlszxeF45VYM23p6xKqqp5l78UvCDf+IixKpa/xKwgw9lUTcw5GatMZzCO7ogoV9bsYIIEpljPsoYw5kSuhJwk5KcojWOUjGahJFE5C/VCQjscbKqoXnGE2GyzdOmWRbcARSyweODyrQXFGMJg20rdBnTHojtg4J16YACDXSt1F9A9i+4Bum/RfUAPLHoA6KFFDwE9sugRoMcWPQb0xKIngJ5a9BSU6rQuFYDBmZV6BmjHoh0wcKceGMDg3Eo9B6nndSqAwYWVegFSL+pUAINLK/US0K5Fu4D2LNoDtG/RPqBXFr0CdGDRAaCvfQurjsuvLXz9mH6tXZ3lSiARVw3K0kQ/LR4NIDcr20NvS2QAAmDLAOB3iQ3AAAQGAJPLbQOAv+WOAcC9ctcAYFy5ZwDwrNw3ANhVHhgAnCoPDQAmlUcGAH/KYwOANeWJAcCV8tQA4Dl5ZgCwm+wYAMwkzw0AVpEXBgAjyEsDgAdk1wBw/GXPAHDyZd8AcOjllQHgvMuBAeCoy+qoKwJPubw25BqAnE7i+UH1Q9NxJLjWIK5EcqlK8mm6GEY3S/f9qO8wI2Ph5OkSczqZCmAsnBTzOUPVctKmFZwisQziRSIk8cOYMYTVW6KCgT6Ia4/pzgICT+Hqz9cCm44jGaHJpDQ/hJfOTpk+A6xPuFscrgFfAtQ/QUEpLW/aw5kpaxUK7whPvm2tb3xH3rwt6jfbvqk8FL017G4vSXlcLSbUi/VnzXbph0vWnRnhxtCkzJob5a0WLxkus2VtLdtwZczSsf8Tjuv11bLqqc+rJyG4IQzh3OgxnUxMvcymHvruWh4y6gqbDKtqS5Zv5fTdnCUFJOXDuom7S1okVNScupzT/4TqTSd4Tbsc4Cxl97Wgo3tghPusVuiOK+jagu4SAeLqyfJmrkkzteTYV7GfdTBkNKYid1PoqKxk6tchl0VmTVf13PtMk5H+gEoXW8fq8aUOo/qIarufTLDR31hvf7/+4vxF89XW/HPqmfeF96X3ldf2fvBeeftex+t5kce8X7xfvd8avzf+aPzV+NtInz6Z53zuPboa//wL+fFpYQ==</latexit>!0

<latexit sha1_base64="qDkQ6YR3fvnY9V483RKwFrRcT0s=">AAAOUnichZfLcts2FIbppJfUjV27XXbDqcYzSaf2SJo06SYzsWn5fpFtSXZtyh6QgiSMwcuAIBoNw75Cn6bb9iW66at0VZCQTBhHbbgRcL7/4HKInxS9mJKE1+t/Lzx5+smnn33+7IvFL58vLX+1svp1L4lS5uOuH9GIXXkowZSEuMsJp/gqZhgFHsWX3r1T8EuBWUKisMMnMe4HaBSSIfERl6G7lZduQgIX32br7mmAR+gFv8vi8SS/bX5wvaiI2OutD7fNl/ndSq2+US8vGzYa00bNml7tu9WlVXcQ+WmAQ+5TlCQ3jXrM+xlinPgU54uLbprgGPn3aIQzFCTJJPByey1AfJyYrAjOYzcpH/7Uz0gYpxyHvpRINkypzSO72K89IAz7nE5kA/mMyKltf4wY8rmsytxZHq/LC2RgzdanLKsuC36fvOUsxT/YiNIylrz1aIr72VhOzBgeykxjMIbuMc8X1/RgiLhHvGKWNeR5DItFl+EQ/+JHQYDCQeYK7OeZWyzE1cPOpowWK/YRzTZzk25pdAtQRB2NOybfmlHPg9DZ1lK3AW1ptAUGblUDA+jsaKk7gO5qdBfQPY3uAbqv0X1ADzR6AOihRg8BPdLoEaDHGj0G9ESjJ6BUJ1WpAHROtdRTQNsabYOB29XAADpnWuoZSD2rUgF0zrXUc5B6XqUC6FxoqReAdjTaAbSr0S6gPY32AL3U6CWgVxq9AvRnW8OyY/JrDV8/pt8Xro4TKRCIyQahUVg8LR4NIDZL20NvC6QAAmBLAeB34SngAeAoAEwuthUA/hYtBYB7xY4CwLhiVwHgWbGnALCr2FcAOFUcKABMKg4VAP4URwoAa4pjBYArxYkCwHPiVAFgN9FWAJhJnCkArCLOFQBGEBcKAA+IjgLg+IuuAuDki54C4NCLSwXAeRdXCoCjLsqjLgk85eJakWsAEjIKpgfVdlXHkHiVBjEpEnNVgo2j2TBFMzffj8UdpnjIjbyixIyMxhwYywvT6ZyubBlp4xKOEZ8HvVkiJMHDmAGE5VuihE5xENce09YMAk+pv2AzrDqGZIBGo1z9YJYbO6XFGaA9zMzisAKwOUD+WeSEkPym0c9UWcuQe49ZuF7faP6I338satcatqo8FH00bG4vjFhQLsYtFmtntUZuu3PWHSths69SslozvyvEc4aLdVmjkDVNGdV09P+Ew2p9lax86rPySQhuCEVeovQeGY1UvdSmHvrmWh4yqgqrDK1qc5av5fTMnDkFxPnDurG5S5KGhFecmJyR/4TyTcdZRTsM4Diik0rQLnpghElcKYqOKejogs4cAWLyyfJ+qoliueTAlrFfi6BLSUB4YqaQQV7K5K9BLtJYm67smfeZhIPiGyuabd2Tjy95GOVHVMP8ZIKNXnOj8Xrj1dmr2rut6efUM+tb6zvrhdWw3ljvrD2rbXUt3/rN+t36w/pz6a+lf5YXlp8q6ZOFac431qNr+fm/uFdz9w==</latexit>

⇠ e�⌦(t2phy|!̄�E|2)

<latexit sha1_base64="8nMmsIZisDv1p/hMjDrYYGEU6OM=">AAAOLnichZfZbuM2FIY1022a1u2kveyNUMNAUbSBHUyXmwEmUfbVSbxNIiMgZdomTC2gKHYMQ32H3rYv0acp0Iuit32MUqIdMTxuRzcmz/cfLkf8JQsnjKai2fzzydN33n3v/Q+efbjx0ce1Tz59vvlZL40zHpBuELOYDzBKCaMR6QoqGBkknKAQM9LHM6/gfUl4SuOoI+YJGYZoEtExDZBQob6P45BM0P3zenOrWV4ubLSWjbqzvNr3m7VNfxQHWUgiETCUpnetZiKGC8QFDRjJNzb8LCUJCmZoQhYoTNN5iHO3ESIxTW1WBNexu0yMfxwuaJRkgkSBkig2zpgrYrfYizuinASCzVUDBZyqqd1gijgKhNrx2lkerwuHKtBwzSnLiqpiztKXgmfkGxcxVsbSl5hlZLiYqok5J2OVaQ3G0YyIfKNhBiMkMMXFLA2EMSdyw+ckIj8FcRiiaLTwJQnyhV8sxDfD3o6KFisOEFvs5DbdNeguoIh5BvdsvruiGEPo7Rmpe4DuG3QfDLxfDQygd2CkHgB6aNBDQI8MegTosUGPAT0x6AmgpwY9BfTMoGeAnhv0HNALg16AUl1UpQLQuzRSLwFtG7QNBm5XAwPoXRmpVyD1qkoF0Ls2Uq9B6nWVCqB3Y6TeANoxaAfQrkG7gPYM2gO0b9A+oAODDgB97RpYdWx+a+Dbx/TrwtVJqgQScdWgLI6Kp8WjAeROaXvobYk0QADsagD8LrEGGABPA2ByuacB8Lfc1wC4Vx5oAIwrDzUAnpVHGgC7ymMNgFPliQbApPJUA+BPeaYBsKY81wC4Ul5oADwnLzUAdpNtDYCZ5JUGwCryWgNgBHmjAfCA7GgAjr/sagBOvuxpAA697GsAzrscaACOuiyPuiLwlMtbTW4BSOkkXB5U19cdS4IrDeJKJNeqJJ/Gq2GKZm6/H4s7zMhYWHlFiTmdTAUwFo6y5Zy+allp0xJOkVgH8SoRkvBhzBDC8i1RQq84iI3HdH8Fgaf0X68V1h1LMkKTSa5/CM+tnbLiDLAe4XZxeAH4GqD+CApKaX7XGi50WcuQPyM8+ra5tf0defO2qFtvubryUPTWsL29KOZhuRi/WKy7qLdy11+z7kQLt4c6ZVHfzu8L8ZrhElPWKmTbtowZOvZ/wnG1vkpWPvV5+SQEN4QhnGo9ppOJrpfe1EPfXstDRlVhnWFUbc3yjZyenbOmgCR/WDexd0mziIqKU5tz+p9QvekEr2iHA5zEbF4J2kUPjDBPKkXRsQUdU9BZI0BcPVneLDVxopYcuir2cxH0GQ2pSO0UOspLmfq1yE2WGNOVPfs+02hUfD/Fq61j9fhSh1F9RLXsTybY6G1vtb7fenH1ov5qd/k59cz5wvnS+cppOT84r5wjp+10ncCZOb84vzq/1X6v/VH7q/a3lj59ssz53Hl01f75F1pMaSo=</latexit>

!̄

<latexit sha1_base64="AN6hNtYVujl45CVaDfDsBabFMaE=">AAAONHichZfLbuM2FIY109s0rdtJu+xGqBGgKDqBHUw7sxlgEsW5X+zEdjyJjICUaZsIdSlFsRMY6mt0275E36VAd0W3fYZSoh3RPG5HG5Pn+w8vR/wlCyeMpqLR+OPR4/fe/+DDj558vPbJp7XPPn+6/kU/jTMekF4Qs5gPMEoJoxHpCSoYGSScoBAzcoXvvIJfScJTGkddcZ+QYYgmER3TAAkVGo5vZz6OQzJBz1r57dN6Y7NRXi5sNOeNujO/2rfrtXV/FAdZSCIRMJSmN81GIoYzxAUNGMnX1vwsJQkK7tCEzFCYpvchzt2NEIlparMiuIrdZGL8cjijUZIJEgVKotg4Y66I3WJH7ohyEgh2rxoo4FRN7QZTxFEg1L5XzrK8LhyqwIZrTlnWVZX0Ln0leEa+cxFjZSx9hVlGhrOpmphzMlaZ1mAc3RGRr22YwQgJTHExywbCmBO55nMSkZ+COAxRNJr5kgS5uhFqIb4Z9rZVtFhxgNhsO7fpjkF3AEXMM7hn850FxRhCb9dI3QW0ZdAWGLhVDQygt2ek7gG6b9B9QA8MegDooUEPAT0y6BGgxwY9BvTEoCeAnhr0FNAzg56BUp1VpQLQOzdSzwFtG7QNBm5XAwPodYzUDkjtVKkAehdG6gVIvahSAfQujdRLQLsG7QLaM2gP0L5B+4BeGfQK0IFBB4C+cQ2sOja/NvD1Mv22cHWSKoFEXDUoi6PiabE0gNwubQ+9LZEGCIAdDYDfJdYAA+BpAEwudzUA/pYtDYB75Z4GwLhyXwPgWXmgAbCrPNQAOFUeaQBMKo81AP6UJxoAa8pTDYAr5ZkGwHPyXANgN9nWAJhJdjQAVpEXGgAjyEsNgAdkVwNw/GVPA3DyZV8DcOjllQbgvMuBBuCoy/KoKwJPubzW5BqAlE7C+UF1fd2xJLjSIK5EcqVK8mm8GKZo5vb7sbjDjIyFlVeUmNPJVABj4Sibz+mrlpU2LeEUiVUQLxIhCR/GDCEs3xIl9IqDuLFMWwsIPKX/fS2w7liSEZpMcv1DeG7tlBVngPUJt4vDC8BXAPV3UFBK85vmcKbLWob8O8KjZ43Nre/J23dF3XrT1ZWHoneG7e1FMQ/LxfjFYt1ZvZm7/op1J1q4NdQps/pWfluIVwyXmLJmIduyZczQsf8Tjqv1VbLyqc/LJyG4IQzhVOsxnUx0vfSmHvr2Wh4yqgrrDKNqK5Zv5PTtnBUFJPnDuom9S5pFVFSc2pzT/4TqTSd4Rbsc4CRm95WgXfTACPdJpSg6tqBrCrorBIirJ8vbuSZO1JJDV8V+LoI+oyEVqZ1CR3kpU78WucwSY7qyZ99nGo2Kr6h4sXWsHl/qMKqPqKb9yQQb/a3N5g+bzzvP66935p9TT5yvnK+db5ym88J57Rw4bafnBM6Pzi/Or85vtd9rf9b+qv2tpY8fzXO+dJau2j//Aqj2a5U=</latexit>

f!̄�E

<latexit sha1_base64="8nMmsIZisDv1p/hMjDrYYGEU6OM=">AAAOLnichZfZbuM2FIY1022a1u2kveyNUMNAUbSBHUyXmwEmUfbVSbxNIiMgZdomTC2gKHYMQ32H3rYv0acp0Iuit32MUqIdMTxuRzcmz/cfLkf8JQsnjKai2fzzydN33n3v/Q+efbjx0ce1Tz59vvlZL40zHpBuELOYDzBKCaMR6QoqGBkknKAQM9LHM6/gfUl4SuOoI+YJGYZoEtExDZBQob6P45BM0P3zenOrWV4ubLSWjbqzvNr3m7VNfxQHWUgiETCUpnetZiKGC8QFDRjJNzb8LCUJCmZoQhYoTNN5iHO3ESIxTW1WBNexu0yMfxwuaJRkgkSBkig2zpgrYrfYizuinASCzVUDBZyqqd1gijgKhNrx2lkerwuHKtBwzSnLiqpiztKXgmfkGxcxVsbSl5hlZLiYqok5J2OVaQ3G0YyIfKNhBiMkMMXFLA2EMSdyw+ckIj8FcRiiaLTwJQnyhV8sxDfD3o6KFisOEFvs5DbdNeguoIh5BvdsvruiGEPo7Rmpe4DuG3QfDLxfDQygd2CkHgB6aNBDQI8MegTosUGPAT0x6AmgpwY9BfTMoGeAnhv0HNALg16AUl1UpQLQuzRSLwFtG7QNBm5XAwPoXRmpVyD1qkoF0Ls2Uq9B6nWVCqB3Y6TeANoxaAfQrkG7gPYM2gO0b9A+oAODDgB97RpYdWx+a+Dbx/TrwtVJqgQScdWgLI6Kp8WjAeROaXvobYk0QADsagD8LrEGGABPA2ByuacB8Lfc1wC4Vx5oAIwrDzUAnpVHGgC7ymMNgFPliQbApPJUA+BPeaYBsKY81wC4Ul5oADwnLzUAdpNtDYCZ5JUGwCryWgNgBHmjAfCA7GgAjr/sagBOvuxpAA697GsAzrscaACOuiyPuiLwlMtbTW4BSOkkXB5U19cdS4IrDeJKJNeqJJ/Gq2GKZm6/H4s7zMhYWHlFiTmdTAUwFo6y5Zy+allp0xJOkVgH8SoRkvBhzBDC8i1RQq84iI3HdH8Fgaf0X68V1h1LMkKTSa5/CM+tnbLiDLAe4XZxeAH4GqD+CApKaX7XGi50WcuQPyM8+ra5tf0defO2qFtvubryUPTWsL29KOZhuRi/WKy7qLdy11+z7kQLt4c6ZVHfzu8L8ZrhElPWKmTbtowZOvZ/wnG1vkpWPvV5+SQEN4QhnGo9ppOJrpfe1EPfXstDRlVhnWFUbc3yjZyenbOmgCR/WDexd0mziIqKU5tz+p9QvekEr2iHA5zEbF4J2kUPjDBPKkXRsQUdU9BZI0BcPVneLDVxopYcuir2cxH0GQ2pSO0UOspLmfq1yE2WGNOVPfs+02hUfD/Fq61j9fhSh1F9RLXsTybY6G1vtb7fenH1ov5qd/k59cz5wvnS+cppOT84r5wjp+10ncCZOb84vzq/1X6v/VH7q/a3lj59ssz53Hl01f75F1pMaSo=</latexit>

!̄
<latexit sha1_base64="JN1tWmp3eokyvRsD817HF0U4ZzM=">AAAOOHichZfLbuM2FIY109s0rTtJu+xGqBGg6CWwg+llM8Akyv3qJLaTSWQEpEzbRKgLKIqdwFBfpNv2Jfom3XVXdNsnKCnaEcPjdrQxeb7/8HLEX7JwxmguWq0/njx959333v/g2YdLH33c+OT58sqn/TwteER6UcpSfoVRThhNSE9QwchVxgmKMSOX+C7Q/FISntM06Yr7jAxiNE7oiEZIqNDt8vMQpzEZI//rEMfFbet2udlaa1WXDxvtWaPpza7O7UpjJRymURGTREQM5flNu5WJwRRxQSNGyqWlsMhJhqI7NCZTFOf5fYxLfzVGYpK7TAcXsZtCjH4cTGmSFYIkkZIoNiqYL1Jf78ofUk4iwe5VA0Wcqqn9aII4ioTa+8JZHq8Lxyqw6ttTVrVVZb3LXwpekG98xFgVy19iVpDBdKIm5pyMVKYzGEd3RJRLq3YwQQJTrGdZRRhzIpdCThLyU5TGMUqG01CSqJyGeiGhHQ42VFSvOEJsulG6dNOim4AiFlg8cPnmnGIMYbBlpW4Bum3RbTDwdj0wgMGOlboD6K5FdwHds+geoPsW3Qf0wKIHgB5a9BDQI4seAXps0WNATyx6Akp1UpcKwODUSj0FtGPRDhi4Uw8MYHBmpZ6B1LM6FcDg3Eo9B6nndSqAwYWVegFo16JdQHsW7QHat2gf0EuLXgJ6ZdErQF/7FlYdl19b+Pox/Uq7OsuVQCKuGpSliX5aPBpAblS2h96WyAAEwKYBwO8SG4ABCAwAJpdbBgB/y20DgHvljgHAuHLXAOBZuWcAsKvcNwA4VR4YAEwqDw0A/pRHBgBrymMDgCvliQHAc/LUAGA32TEAmEmeGQCsIs8NAEaQFwYAD8iuAeD4y54B4OTLvgHg0MtLA8B5l1cGgKMuq6OuCDzl8tqQawByOo5nB9UPTceR4FqDuBLJhSrJJ+l8GN0s3fejvsOMjISTp0vM6XgigLFwUszmDFXLSZtUcILEIojniZDED2PGEFZviQoG+iCuPqbbcwg8Zf6CzbHpOJIhGo9L80N46eyU6TPA+oS7xeEa8AVA/SUUlNLypj2YmrJWofCO8OTb1tr6d+TN26J+s+2bykPRW8Pu9pKUx9ViQr1Yf9psl364YN2ZEa4PTMq0uV7eavGC4TJb1taydVfGLB37P+GoXl8tq576vHoSghvCEM6NHtPx2NTLbOqh767lIaOusMmwqrZg+VZO381ZUEBSPqybuLukRUJFzanLOf1PqN50gte0ywHOUnZfCzq6B0a4z2qF7riCri3oLhAgrp4sb2aaNFNLjn0V+1kHQ0ZjKnI3hQ7LSqZ+HXJRZNZ0Vc+9zzQZ6i+pdL51rB5f6jCqj6i2+8kEG/31tfb3ay/OXjRfbc4+p555n3tfeF96be8H75W353W8nhd5hfeL96v3W+P3xp+Nvxp/G+nTJ7Ocz7xHV+OffwEPGWwl</latexit>

!̄ + µ̄0
<latexit sha1_base64="dtarvXYF+rcQgO8BaY6yywvHBQU=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPBi94q2A9IQtlst+3SzSbsToQS+jO8eFDEq7/Gm//GbZuDtj4YeLw3w8y8KJXCoOt+O6W19Y3NrfJ2ZWd3b/+genjUNkmmGW+xRCa6G1HDpVC8hQIl76aa0ziSvBONb2d+54lrIxL1iJOUhzEdKjEQjKKV/CCiOg9UNu25vWrNrbtzkFXiFaQGBZq96lfQT1gWc4VMUmN8z00xzKlGwSSfVoLM8JSyMR1y31JFY27CfH7ylJxZpU8GibalkMzV3xM5jY2ZxJHtjCmOzLI3E//z/AwHN2EuVJohV2yxaJBJggmZ/U/6QnOGcmIJZVrYWwkbUU0Z2pQqNgRv+eVV0r6oe1f1y4fLWuO+iKMMJ3AK5+DBNTTgDprQAgYJPMMrvDnovDjvzseiteQUM8fwB87nD1FGkU8=</latexit>

⌫̄0

<latexit sha1_base64="YurFt7rSa8O4uVzwv5dCdS/XOME=">AAAOMXichZfLbuM2FIY109s0rdtJu+xGqBFgWrSBbUw7sxlgEsW5X5zEdjKJjICUaZsIdQFFsRMI6lN0275En2Z2Rbd9iVKiHTE8bkcbk+f7Dy9H/CULJ4ymotV69+jxBx9+9PEnTz5d+ezzxhdfPl39apjGGQ/IIIhZzC8xSgmjERkIKhi5TDhBIWbkAt96Jb+QhKc0jvriLiGjEE0jOqEBEip0NXnmY8RzUXx387TZWm9Vlwsb7Xmj6cyv3s1qY9Ufx0EWkkgEDKXpdbuViFGOuKABI8XKip+lJEHBLZqSHIVpehfiwl0LkZilNiuDy9h1JiYvRzmNkkyQKFASxSYZc0Xslttxx5STQLA71UABp2pqN5ghjgKhNr10lofrwqEKrLnmlFVRVT1v01eCZ+QHFzFWxdJXmGVklM/UxJyTicq0BuPolohiZc0MRkhgistZ1hDGnMgVn5OI/BLEYYiice5LEhS5Xy7EN8PehoqWKw4QyzcKm24adBNQxDyDezbfXFCMIfS2jNQtQLsG7YKBu/XAAHrbRuo2oDsG3QF016C7gO4ZdA/QfYPuA3pg0ANADw16COiRQY8APTboMSjVcV0qAL0TI/UE0J5Be2DgXj0wgN6pkXoKUk/rVAC9MyP1DKSe1akAeudG6jmgfYP2AR0YdADo0KBDQC8MegHopUEvAX3jGlh1bH5l4KuH9PvS1UmqBBJx1aAsjsqnxYMB5EZle+htiTRAAGxqAPwusQYYAE8DYHK5pQHwt+xqANwrtzUAxpU7GgDPyl0NgF3lngbAqXJfA2BSeaAB8Kc81ABYUx5pAFwpjzUAnpMnGgC7yZ4GwEzyVANgFXmmATCCPNcAeED2NQDHXw40ACdfDjUAh15eaADOu7zUABx1WR11ReApl1eaXAGQ0mk4P6iurzuWBNca9R/DXaTYA/FZvBimbBb2+7G8w4xMhJVXlpjT6UwAY+Eom8/pq5aVNqvgDIllEC8SIQnvxwwhrN4SFfTKg7j2kHYXEHgKxyGZLgrk644lGaPptNA/hBfWTll5BtiQcLs4vAR8CVD/BQWltLhuj3Jd1irk3xIe/dha7/xE3r4v6jbbrq48FL03bG8vinlYLcYvF+vmzXbh+kvWnWhhZ6RT8manuCnFS4ZLTFm7lHVsGTN07P+Ek3p9tax66vPqSQhuCEM41XpMp1NdL72p+769lvuMusI6w6jakuUbOUM7Z0kBSXG/bmLvkmYRFTWnNuf0P6F60wle0z4HOInZXS3olT0wwl1SK8qOLeibgv4SAeLqyfJ2rokTteTQVbFfy6DPaEhFaqfQcVHJ1K9FzrPEmK7q2feZRuPyEypebB2rx5c6jOojqm1/MsHGsLPe/nn9+enz5uvN+efUE+cb51vnmdN2XjivnV2n5wycwImc35zfnT8afzbeNf5q/K2ljx/Nc752HlyNf/4FtPxqNQ==</latexit>

f(t̄)

<latexit sha1_base64="8nMmsIZisDv1p/hMjDrYYGEU6OM=">AAAOLnichZfZbuM2FIY1022a1u2kveyNUMNAUbSBHUyXmwEmUfbVSbxNIiMgZdomTC2gKHYMQ32H3rYv0acp0Iuit32MUqIdMTxuRzcmz/cfLkf8JQsnjKai2fzzydN33n3v/Q+efbjx0ce1Tz59vvlZL40zHpBuELOYDzBKCaMR6QoqGBkknKAQM9LHM6/gfUl4SuOoI+YJGYZoEtExDZBQob6P45BM0P3zenOrWV4ubLSWjbqzvNr3m7VNfxQHWUgiETCUpnetZiKGC8QFDRjJNzb8LCUJCmZoQhYoTNN5iHO3ESIxTW1WBNexu0yMfxwuaJRkgkSBkig2zpgrYrfYizuinASCzVUDBZyqqd1gijgKhNrx2lkerwuHKtBwzSnLiqpiztKXgmfkGxcxVsbSl5hlZLiYqok5J2OVaQ3G0YyIfKNhBiMkMMXFLA2EMSdyw+ckIj8FcRiiaLTwJQnyhV8sxDfD3o6KFisOEFvs5DbdNeguoIh5BvdsvruiGEPo7Rmpe4DuG3QfDLxfDQygd2CkHgB6aNBDQI8MegTosUGPAT0x6AmgpwY9BfTMoGeAnhv0HNALg16AUl1UpQLQuzRSLwFtG7QNBm5XAwPoXRmpVyD1qkoF0Ls2Uq9B6nWVCqB3Y6TeANoxaAfQrkG7gPYM2gO0b9A+oAODDgB97RpYdWx+a+Dbx/TrwtVJqgQScdWgLI6Kp8WjAeROaXvobYk0QADsagD8LrEGGABPA2ByuacB8Lfc1wC4Vx5oAIwrDzUAnpVHGgC7ymMNgFPliQbApPJUA+BPeaYBsKY81wC4Ul5oADwnLzUAdpNtDYCZ5JUGwCryWgNgBHmjAfCA7GgAjr/sagBOvuxpAA697GsAzrscaACOuiyPuiLwlMtbTW4BSOkkXB5U19cdS4IrDeJKJNeqJJ/Gq2GKZm6/H4s7zMhYWHlFiTmdTAUwFo6y5Zy+allp0xJOkVgH8SoRkvBhzBDC8i1RQq84iI3HdH8Fgaf0X68V1h1LMkKTSa5/CM+tnbLiDLAe4XZxeAH4GqD+CApKaX7XGi50WcuQPyM8+ra5tf0defO2qFtvubryUPTWsL29KOZhuRi/WKy7qLdy11+z7kQLt4c6ZVHfzu8L8ZrhElPWKmTbtowZOvZ/wnG1vkpWPvV5+SQEN4QhnGo9ppOJrpfe1EPfXstDRlVhnWFUbc3yjZyenbOmgCR/WDexd0mziIqKU5tz+p9QvekEr2iHA5zEbF4J2kUPjDBPKkXRsQUdU9BZI0BcPVneLDVxopYcuir2cxH0GQ2pSO0UOspLmfq1yE2WGNOVPfs+02hUfD/Fq61j9fhSh1F9RLXsTybY6G1vtb7fenH1ov5qd/k59cz5wvnS+cppOT84r5wjp+10ncCZOb84vzq/1X6v/VH7q/a3lj59ssz53Hl01f75F1pMaSo=</latexit>

!̄

<latexit sha1_base64="YurFt7rSa8O4uVzwv5dCdS/XOME=">AAAOMXichZfLbuM2FIY109s0rdtJu+xGqBFgWrSBbUw7sxlgEsW5X5zEdjKJjICUaZsIdQFFsRMI6lN0275En2Z2Rbd9iVKiHTE8bkcbk+f7Dy9H/CULJ4ymotV69+jxBx9+9PEnTz5d+ezzxhdfPl39apjGGQ/IIIhZzC8xSgmjERkIKhi5TDhBIWbkAt96Jb+QhKc0jvriLiGjEE0jOqEBEip0NXnmY8RzUXx387TZWm9Vlwsb7Xmj6cyv3s1qY9Ufx0EWkkgEDKXpdbuViFGOuKABI8XKip+lJEHBLZqSHIVpehfiwl0LkZilNiuDy9h1JiYvRzmNkkyQKFASxSYZc0Xslttxx5STQLA71UABp2pqN5ghjgKhNr10lofrwqEKrLnmlFVRVT1v01eCZ+QHFzFWxdJXmGVklM/UxJyTicq0BuPolohiZc0MRkhgistZ1hDGnMgVn5OI/BLEYYiice5LEhS5Xy7EN8PehoqWKw4QyzcKm24adBNQxDyDezbfXFCMIfS2jNQtQLsG7YKBu/XAAHrbRuo2oDsG3QF016C7gO4ZdA/QfYPuA3pg0ANADw16COiRQY8APTboMSjVcV0qAL0TI/UE0J5Be2DgXj0wgN6pkXoKUk/rVAC9MyP1DKSe1akAeudG6jmgfYP2AR0YdADo0KBDQC8MegHopUEvAX3jGlh1bH5l4KuH9PvS1UmqBBJx1aAsjsqnxYMB5EZle+htiTRAAGxqAPwusQYYAE8DYHK5pQHwt+xqANwrtzUAxpU7GgDPyl0NgF3lngbAqXJfA2BSeaAB8Kc81ABYUx5pAFwpjzUAnpMnGgC7yZ4GwEzyVANgFXmmATCCPNcAeED2NQDHXw40ACdfDjUAh15eaADOu7zUABx1WR11ReApl1eaXAGQ0mk4P6iurzuWBNca9R/DXaTYA/FZvBimbBb2+7G8w4xMhJVXlpjT6UwAY+Eom8/pq5aVNqvgDIllEC8SIQnvxwwhrN4SFfTKg7j2kHYXEHgKxyGZLgrk644lGaPptNA/hBfWTll5BtiQcLs4vAR8CVD/BQWltLhuj3Jd1irk3xIe/dha7/xE3r4v6jbbrq48FL03bG8vinlYLcYvF+vmzXbh+kvWnWhhZ6RT8manuCnFS4ZLTFm7lHVsGTN07P+Ek3p9tax66vPqSQhuCEM41XpMp1NdL72p+769lvuMusI6w6jakuUbOUM7Z0kBSXG/bmLvkmYRFTWnNuf0P6F60wle0z4HOInZXS3olT0wwl1SK8qOLeibgv4SAeLqyfJ2rokTteTQVbFfy6DPaEhFaqfQcVHJ1K9FzrPEmK7q2feZRuPyEypebB2rx5c6jOojqm1/MsHGsLPe/nn9+enz5uvN+efUE+cb51vnmdN2XjivnV2n5wycwImc35zfnT8afzbeNf5q/K2ljx/Nc752HlyNf/4FtPxqNQ==</latexit>

f(t̄)

<latexit sha1_base64="J4hS5wfaPO6eO/TG2lgsuopfS8Q=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrUNqaXzQCTKPerk9hOmsgISJm2iVAXUBQ7gaG+QbftS/Rpuht02wcpKdoRw+N2tDF5vv/wcsRfsnDGaC5arTdPnr7z7nvvf/Dsw5WPPm588unz1c8GeVrwiPSjlKX8CqOcMJqQvqCCkauMExRjRi7xXaD5pSQ8p2nSE/cZGcZoktAxjZBQoYved53b583Wequ6fNhozxtNb351b1cbq+EojYqYJCJiKM9v2q1MDGeICxoxUq6shEVOMhTdoQmZoTjP72Nc+msxEtPcZTq4jN0UYvzTcEaTrBAkiZREsXHBfJH6eh/+iHISCXavGijiVE3tR1PEUSTUbpfO8nhdOFaBNd+esqqmKuRd/lLwgnzjI8aqWP4Ss4IMZ1M1MedkrDKdwTi6I6JcWbODCRKYYj3LGsKYE7kScpKQX6I0jlEymoWSROUs1AsJ7XCwoaJ6xRFis43SpZsW3QQUscDigcs3FxRjCIMtK3UL0G2LboOBt+uBAQx2rNQdQHctugvonkX3AN236D6gBxY9APTQooeAHln0CNBjix4DemLRE1Cqk7pUAAanVuopoF2LdsHA3XpgAIMzK/UMpJ7VqQAG51bqOUg9r1MBDC6s1AtAexbtAdq3aB/QgUUHgF5a9BLQK4teAfqzb2HVcfm1ha8f06+1q7NcCSTiqkFZmuinxaMB5EZle+htiQxAAGwaAPwusQEYgMAAYHK5ZQDwt9w2ALhX7hgAjCt3DQCelXsGALvKfQOAU+WBAcCk8tAA4E95ZACwpjw2ALhSnhgAPCdPDQB2k10DgJnkmQHAKvLcAGAEeWEA8IDsGQCOv+wbAE6+HBgADr28NACcd3llADjqsjrqisBTLq8NuQYgp5N4flD90HQcCa41iCuRXKqSfJouhtHN0n0/6jvMyFg4ebrEnE6mAhgLJ8V8zlC1nLRpBadILIN4kQhJ/DBmDGH1lqhgoA/i2mO6vYDAUziNyWRRoNB0HMkITSal+SG8dHbK9BlgA8Ld4nAN+BKg/gQKSml50x7OTFmrUHhHePJta73zPXn9tqjfbPum8lD01rC7vSTlcbWYUC/WnzXbpR8uWXdmhJ2hSZk1O+WtFi8ZLrNlbS3ruDJm6dj/Ccf1+mpZ9dTn1ZMQ3BCGcG70mE4mpl5mUw99dy0PGXWFTYZVtSXLt3IGbs6SApLyYd3E3SUtEipqTl3O6X9C9aYTvKY9DnCWsvta0NU9MMJ9Vit0xxX0bEFviQBx9WR5PdekmVpy7KvYrzoYMhpTkbspdFRWMvXrkIsis6areu59pslIfzuli61j9fhSh1F9RLXdTybYGHTW2z+svzh70Xy1Of+ceuZ94X3pfeW1vR+9V96e1/X6XuRNvN+8370/Gn82/mq8afxtpE+fzHM+9x5djX/+BQy2ZvA=</latexit>

T/2

<latexit sha1_base64="oih6/ecb/Lc1aIPKOrXOBmgPQxY=">AAAOOXichZfLbuM2FIY109vUrdukXXYj1AgwLdrADqaXzQCTKPerk9hOJpERkDJtE6YuoCh2AkF9km7bl+iTdNld0W1foJRoRwyP29HG5Pn+w8sRf8nCCaOpaLf/ePL0nXffe/+DZx82Pvq4+cmnK6ufDdI44wHpBzGL+TVGKWE0In1BBSPXCScoxIxc4ZlX8itJeErjqCfuEzIM0SSiYxogoUJ3Kyu+d/bcH3MU5J0i7xVf3a202uvt6nJhozNvtJz51b1bba76ozjIQhKJgKE0ve20EzHMERc0YKRoNPwsJQkKZmhCchSm6X2IC3ctRGKa2qwMLmO3mRj/OMxplGSCRIGSKDbOmCtit9yWO6KcBILdqwYKOFVTu8EUqW0JtfmlszxeFw5VYM01p6yKq+o6S18KnpFvXMRYFUtfYpaRYT5VE3NOxirTGoyjGRFFY80MRkhgistZ1hDGnMiGz0lEfgriMETRKPclCYrcLxfim2FvU0XLFQeI5ZuFTbcMugUoYp7BPZtvLSjGEHrbRuo2oDsG3QED79QDA+jtGqm7gO4ZdA/QfYPuA3pg0ANADw16COiRQY8APTboMaAnBj0B9NSgp6BUp3WpAPTOjNQzQLsG7YKBu/XAAHrnRuo5SD2vUwH0LozUC5B6UacC6F0aqZeA9gzaA7Rv0D6gA4MOAL0y6BWg1wa9BvS1a2DVsfmNgW8e069LVyepEkjEVYOyOCqfFo8GkJuV7aG3JdIAAbClAfC7xBpgADwNgMnltgbA33JHA+BeuasBMK7c0wB4Vu5rAOwqDzQATpWHGgCTyiMNgD/lsQbAmvJEA+BKeaoB8Jw80wDYTXY1AGaS5xoAq8gLDYAR5KUGwAOypwE4/rKvATj5cqABOPTySgNw3uW1BuCoy+qoKwJPubzR5AaAlE7C+UF1fd2xJLjWIK5EcqlK8mm8GKZsFvb7sbzDjIyFlVeWmNPJVABj4Sibz+mrlpU2reAUiWUQLxIhCR/GDCGs3hIV9MqDuPaY7iwg8BSOQzJZFMjXHUsyQpNJoX8IL6ydsvIMsAHhdnF4CfgSoP4TCkppcdsZ5rqsVcifER59217f+I68eVvUbXVcXXkoemvY3l4U87BajF8u1s1bncL1l6w70cKNoU7JWxvFXSleMlxiyjqlbMOWMUPH/k84rtdXy6qnPq+ehOCGMIRTrcd0MtH10pt66NtrecioK6wzjKotWb6RM7BzlhSQFA/rJvYuaRZRUXNqc07/E6o3neA17XGAk5jd14Ju2QMj3Ce1ouzYgp4p6C0RIK6eLG/mmjhRSw5dFfu5DPqMhlSkdgodFZVM/VrkMkuM6aqefZ9pNCo/peLF1rF6fKnDqD6iOvYnE2wMNtY736+/OH/RerU1/5x65nzhfOk8dzrOD84rZ9/pOn0ncKTzi/Or81vz9+afzb+af2vp0yfznM+dR1fzn38BBHtsmg==</latexit>

O(
1

T
)

<latexit sha1_base64="2icggz2WPJ34ndHusq0JS+7oF10=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerk9iOJ5ERkDJtE6EuoCh2AkN9g27bl+jTdDfotg9SUrQjhsftaGPyfP/h5Yi/ZOGM0Vy0Wm+fPH3v/Q8+/OjZxyuffNr47PPnq1/087TgEelFKUv5AKOcMJqQnqCCkUHGCYoxI1f4LtD8ShKe0zTpivuMDGM0SeiYRkio0KW4bd0+b7bWW9Xlw0Z73mh686tzu9pYDUdpVMQkERFDeX7TbmViOENc0IiRcmUlLHKSoegOTcgMxXl+H+PSX4uRmOYu08Fl7KYQ45+HM5pkhSBJpCSKjQvmi9TX+/BHlJNIsHvVQBGnamo/miKOIqF2u3SWx+vCsQqs+faUVTVVIe/yl4IX5DsfMVbF8peYFWQ4m6qJOSdjlekMxtEdEeXKmh1MkMAU61nWEMacyJWQk4T8EqVxjJLRLJQkKmehXkhoh4NNFdUrjhCbbZYu3bLoFqCIBRYPXL61oBhDGGxbqduA7lh0Bwy8Uw8MYLBrpe4CumfRPUD3LboP6IFFDwA9tOghoEcWPQL02KLHgJ5Y9ATQU4ueglKd1qUCMDizUs8A7Vi0Awbu1AMDGJxbqecg9bxOBTC4sFIvQOpFnQpgcGmlXgLatWgX0J5Fe4D2LdoH9MqiV4AOLDoA9LVvYdVx+bWFrx/Tb7Wrs1wJJOKqQVma6KfFowHkZmV76G2JDEAAbBkA/C6xARiAwABgcrltAPC33DEAuFfuGgCMK/cMAJ6V+wYAu8oDA4BT5aEBwKTyyADgT3lsALCmPDEAuFKeGgA8J88MAHaTHQOAmeS5AcAq8sIAYAR5aQDwgOwaAI6/7BkATr7sGwAOvbwyAJx3OTAAHHVZHXVF4CmX14ZcA5DTSTw/qH5oOo4E1xrElUguVUk+TRfD6Gbpvh/1HWZkLJw8XWJOJ1MBjIWTYj5nqFpO2rSCUySWQbxIhCR+GDOGsHpLVDDQB3HtMd1ZQOApnMZksihQaDqOZIQmk9L8EF46O2X6DLA+4W5xuAZ8CVB/AgWltLxpD2emrFUovCM8+b61vvEDefOuqN9s+6byUPTOsLu9JOVxtZhQL9afNdulHy5Zd2aEG0OTMmtulLdavGS4zJa1tWzDlTFLx/5POK7XV8uqpz6vnoTghjCEc6PHdDIx9TKbeui7a3nIqCtsMqyqLVm+ldN3c5YUkJQP6ybuLmmRUFFz6nJO/xOqN53gNe1ygLOU3deCju6BEe6zWqE7rqBrC7pLBIirJ8ubuSbN1JJjX8V+1cGQ0ZiK3E2ho7KSqV+HXBaZNV3Vc+8zTUb62yldbB2rx5c6jOojqu1+MsFGf2O9/eP6i/MXzVdb88+pZ95X3tfeN17b+8l75e17Ha/nRd7E+8373fuj8Wfjr8bbxt9G+vTJPOdL79HV+OdfPxpnPg==</latexit>

t0

<latexit sha1_base64="J4hS5wfaPO6eO/TG2lgsuopfS8Q=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrUNqaXzQCTKPerk9hOmsgISJm2iVAXUBQ7gaG+QbftS/Rpuht02wcpKdoRw+N2tDF5vv/wcsRfsnDGaC5arTdPnr7z7nvvf/Dsw5WPPm588unz1c8GeVrwiPSjlKX8CqOcMJqQvqCCkauMExRjRi7xXaD5pSQ8p2nSE/cZGcZoktAxjZBQoYved53b583Wequ6fNhozxtNb351b1cbq+EojYqYJCJiKM9v2q1MDGeICxoxUq6shEVOMhTdoQmZoTjP72Nc+msxEtPcZTq4jN0UYvzTcEaTrBAkiZREsXHBfJH6eh/+iHISCXavGijiVE3tR1PEUSTUbpfO8nhdOFaBNd+esqqmKuRd/lLwgnzjI8aqWP4Ss4IMZ1M1MedkrDKdwTi6I6JcWbODCRKYYj3LGsKYE7kScpKQX6I0jlEymoWSROUs1AsJ7XCwoaJ6xRFis43SpZsW3QQUscDigcs3FxRjCIMtK3UL0G2LboOBt+uBAQx2rNQdQHctugvonkX3AN236D6gBxY9APTQooeAHln0CNBjix4DemLRE1Cqk7pUAAanVuopoF2LdsHA3XpgAIMzK/UMpJ7VqQAG51bqOUg9r1MBDC6s1AtAexbtAdq3aB/QgUUHgF5a9BLQK4teAfqzb2HVcfm1ha8f06+1q7NcCSTiqkFZmuinxaMB5EZle+htiQxAAGwaAPwusQEYgMAAYHK5ZQDwt9w2ALhX7hgAjCt3DQCelXsGALvKfQOAU+WBAcCk8tAA4E95ZACwpjw2ALhSnhgAPCdPDQB2k10DgJnkmQHAKvLcAGAEeWEA8IDsGQCOv+wbAE6+HBgADr28NACcd3llADjqsjrqisBTLq8NuQYgp5N4flD90HQcCa41iCuRXKqSfJouhtHN0n0/6jvMyFg4ebrEnE6mAhgLJ8V8zlC1nLRpBadILIN4kQhJ/DBmDGH1lqhgoA/i2mO6vYDAUziNyWRRoNB0HMkITSal+SG8dHbK9BlgA8Ld4nAN+BKg/gQKSml50x7OTFmrUHhHePJta73zPXn9tqjfbPum8lD01rC7vSTlcbWYUC/WnzXbpR8uWXdmhJ2hSZk1O+WtFi8ZLrNlbS3ruDJm6dj/Ccf1+mpZ9dTn1ZMQ3BCGcG70mE4mpl5mUw99dy0PGXWFTYZVtSXLt3IGbs6SApLyYd3E3SUtEipqTl3O6X9C9aYTvKY9DnCWsvta0NU9MMJ9Vit0xxX0bEFviQBx9WR5PdekmVpy7KvYrzoYMhpTkbspdFRWMvXrkIsis6areu59pslIfzuli61j9fhSh1F9RLXdTybYGHTW2z+svzh70Xy1Of+ceuZ94X3pfeW1vR+9V96e1/X6XuRNvN+8370/Gn82/mq8afxtpE+fzHM+9x5djX/+BQy2ZvA=</latexit>

T/2

<latexit sha1_base64="2icggz2WPJ34ndHusq0JS+7oF10=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerk9iOJ5ERkDJtE6EuoCh2AkN9g27bl+jTdDfotg9SUrQjhsftaGPyfP/h5Yi/ZOGM0Vy0Wm+fPH3v/Q8+/OjZxyuffNr47PPnq1/087TgEelFKUv5AKOcMJqQnqCCkUHGCYoxI1f4LtD8ShKe0zTpivuMDGM0SeiYRkio0KW4bd0+b7bWW9Xlw0Z73mh686tzu9pYDUdpVMQkERFDeX7TbmViOENc0IiRcmUlLHKSoegOTcgMxXl+H+PSX4uRmOYu08Fl7KYQ45+HM5pkhSBJpCSKjQvmi9TX+/BHlJNIsHvVQBGnamo/miKOIqF2u3SWx+vCsQqs+faUVTVVIe/yl4IX5DsfMVbF8peYFWQ4m6qJOSdjlekMxtEdEeXKmh1MkMAU61nWEMacyJWQk4T8EqVxjJLRLJQkKmehXkhoh4NNFdUrjhCbbZYu3bLoFqCIBRYPXL61oBhDGGxbqduA7lh0Bwy8Uw8MYLBrpe4CumfRPUD3LboP6IFFDwA9tOghoEcWPQL02KLHgJ5Y9ATQU4ueglKd1qUCMDizUs8A7Vi0Awbu1AMDGJxbqecg9bxOBTC4sFIvQOpFnQpgcGmlXgLatWgX0J5Fe4D2LdoH9MqiV4AOLDoA9LVvYdVx+bWFrx/Tb7Wrs1wJJOKqQVma6KfFowHkZmV76G2JDEAAbBkA/C6xARiAwABgcrltAPC33DEAuFfuGgCMK/cMAJ6V+wYAu8oDA4BT5aEBwKTyyADgT3lsALCmPDEAuFKeGgA8J88MAHaTHQOAmeS5AcAq8sIAYAR5aQDwgOwaAI6/7BkATr7sGwAOvbwyAJx3OTAAHHVZHXVF4CmX14ZcA5DTSTw/qH5oOo4E1xrElUguVUk+TRfD6Gbpvh/1HWZkLJw8XWJOJ1MBjIWTYj5nqFpO2rSCUySWQbxIhCR+GDOGsHpLVDDQB3HtMd1ZQOApnMZksihQaDqOZIQmk9L8EF46O2X6DLA+4W5xuAZ8CVB/AgWltLxpD2emrFUovCM8+b61vvEDefOuqN9s+6byUPTOsLu9JOVxtZhQL9afNdulHy5Zd2aEG0OTMmtulLdavGS4zJa1tWzDlTFLx/5POK7XV8uqpz6vnoTghjCEc6PHdDIx9TKbeui7a3nIqCtsMqyqLVm+ldN3c5YUkJQP6ybuLmmRUFFz6nJO/xOqN53gNe1ygLOU3deCju6BEe6zWqE7rqBrC7pLBIirJ8ubuSbN1JJjX8V+1cGQ0ZiK3E2ho7KSqV+HXBaZNV3Vc+8zTUb62yldbB2rx5c6jOojqu1+MsFGf2O9/eP6i/MXzVdb88+pZ95X3tfeN17b+8l75e17Ha/nRd7E+8373fuj8Wfjr8bbxt9G+vTJPOdL79HV+OdfPxpnPg==</latexit>

t0

<latexit sha1_base64="IM9PC3FYWJueGLfA5IAUZsk3R9c=">AAAOM3ichZfZbuM2FIY1022a1u2kveyNUCNA0SWwg+lyM8Akyr46iZc0kRGQMm0ToRZQFDuBoT5Gb9uX6MMUvSt623coKdoRw+N2dGPyfP/hcsRfsnDGaC5arT+ePH3r7Xfefe/Z+ysffNj46OPnq5/087TgEelFKUv5FUY5YTQhPUEFI1cZJyjGjAzwXaD5QBKe0zTpivuMDGM0SeiYRkioUBjiNCYT9FWI4+L2ebO13qouHzba80bTm1+d29XGajhKoyImiYgYyvObdisTwxnigkaMlCsrYZGTDEV3aEJmKM7z+xiX/lqMxDR3mQ4uYzeFGP8wnNEkKwRJIiVRbFwwX6S+3pA/opxEgt2rBoo4VVP70RRxFAm17aWzPF4XjlVgzbenrMqqKnqXvxS8IF/7iLEqlr/ErCDD2VRNzDkZq0xnMI7uiChX1uxgggSmWM+yhjDmRK6EnCTkpyiNY5SMZqEkUTkL9UJCOxxsqqhecYTYbLN06ZZFtwBFLLB44PKtBcUYwmDbSt0GdMeiO2DgnXpgAINdK3UX0D2L7gG6b9F9QA8segDooUUPAT2y6BGgxxY9BvTEoieAnlr0FJTqtC4VgMGZlXoGaMeiHTBwpx4YwODcSj0Hqed1KoDBhZV6AVIv6lQAg0sr9RLQrkW7gPYs2gO0b9E+oAOLDgC9sugVoD/6FlYdl19b+Pox/VK7OsuVQCKuGpSliX5aPBpAbla2h96WyAAEwJYBwO8SG4ABCAwAJpfbBgB/yx0DgHvlrgHAuHLPAOBZuW8AsKs8MAA4VR4aAEwqjwwA/pTHBgBryhMDgCvlqQHAc/LMAGA32TEAmEmeGwCsIi8MAEaQlwYAD8iuAeD4y54B4OTLvgHg0MuBAeC8yysDwFGX1VFXBJ5yeW3INQA5ncTzg+qHpuNIcK1BXInkUpXk03QxjG6W7vtR32FGxsLJ0yXmdDIVwFg4KeZzhqrlpE0rOEViGcSLREjihzFjCKu3RAUDfRDXHtOdBQSeMv+/Fth0HMkITSal+SG8dHbK9BlgfcLd4nAN+BKg/g0KSml50x7OTFmrUHhHePJNa33jW/L6TVG/2fZN5aHojWF3e0nK42oxoV6sP2u2Sz9csu7MCDeGJmXW3ChvtXjJcJkta2vZhitjlo79n3Bcr6+WVU99Xj0JwQ1hCOdGj+lkYuplNvXQd9fykFFX2GRYVVuyfCun7+YsKSApH9ZN3F3SIqGi5tTlnP4nVG86wWva5QBnKbuvBR3dAyPcZ7VCd1xB1xZ0lwgQV0+W13NNmqklx76K/ayDIaMxFbmbQkdlJVO/DrksMmu6qufeZ5qM9EdUutg6Vo8vdRjVR1Tb/WSCjf7Gevu79RfnL5qvtuafU8+8z7zPvS+8tve998rb9zpez4u8zPvF+9X7rfF748/GX42/jfTpk3nOp96jq/HPvxEWayc=</latexit>

!̄ + µ̄

<latexit sha1_base64="q+5rjnFmNbj9VST23/QMT1xz210=">AAAOKHichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerndhOJpERkDJtE6EuoCh2AkN9gW7bl+jTdFfMtk9SUrQjhsftaGPyfP/h5Yi/ZOGM0Vy0Wm+fPH3v/Q8+/OjZxyuffNr47PPnq18M8rTgEelHKUv5FUY5YTQhfUEFI1cZJyjGjFziu0DzS0l4TtOkJ+4zMozRJKFjGiGhQl1x+7zZWm9Vlw8b7Xmj6c2vzu1qYzUcpVERk0REDOX5TbuVieEMcUEjRsqVlbDISYaiOzQhMxTn+X2MS38tRmKau0wHl7GbQox/Hs5okhWCJJGSKDYumC9SX+/CH1FOIsHuVQNFnKqp/WiKOIqE2uvSWR6vC8cqsObbU1a1VGW8y18KXpDvfMRYFctfYlaQ4WyqJuacjFWmMxhHd0SUK2t2MEECU6xnWUMYcyJXQk4S8kuUxjFKRrNQkqichXohoR0ONlVUrzhCbLZZunTLoluAIhZYPHD51oJiDGGwbaVuA7pj0R0w8E49MIDBrpW6C+ieRfcA3bfoPqAHFj0A9NCih4AeWfQI0GOLHgN6YtETQE8tegpKdVqXCsDgzEo9A7Rj0Q4YuFMPDGDQtVK7ILVbpwIYnFup5yD1vE4FMLiwUi8A7Vm0B2jfon1ABxYdAHpp0UtAryx6Behr38Kq4/JrC18/pt9qV2e5EkjEVYOyNNFPi0cDyM3K9tDbEhmAANgyAPhdYgMwAIEBwORy2wDgb7ljAHCv3DUAGFfuGQA8K/cNAHaVBwYAp8pDA4BJ5ZEBwJ/y2ABgTXliAHClPDUAeE6eGQDsJjsGADPJrgHAKvLcAGAEeWEA8IDsGQCOv+wbAE6+HBgADr28NACcd3llADjqsjrqisBTLq8NuQYgp5N4flD90HQcCa41iCuRXKqSfJouhtHN0n0/6jvMyFg4ebrEnE6mAhgLJ8V8zlC1nLRpBadILIN4kQhJ/DBmDGH1lqhgoA/i2mO6s4DAUziNyWRRoNB0HMkITSal+SG8dHbK9BlgA8Ld4nAN+BKg/gIKSml50x7OTFmrUHhHePJ9a33jB/LmXVG/2fZN5aHonWF3e0nK42oxoV6sP2u2Sz9csu7MCDeGJmXW3ChvtXjJcJkta2vZhitjlo79n3Bcr6+WVU99Xj0JwQ1hCOdGj+lkYuplNvXQd9fykFFX2GRYVVuyfCtn4OYsKSApH9ZN3F3SIqGi5tTlnP4nVG86wWva4wBnKbuvBR3dAyPcZ7VCd1xBzxb0lggQV0+WN3NNmqklx76K/aqDIaMxFbmbQkdlJVO/DrkoMmu6qufeZ5qM9JdTutg6Vo8vdRjVR1Tb/WSCjcHGevvH9RfdF81XW/PPqWfeV97X3jde2/vJe+Xtex2v70Ue8X7zfvf+aPzZ+Kvxd+OtkT59Ms/50nt0Nf75FyqVZps=</latexit>

t

<latexit sha1_base64="q+5rjnFmNbj9VST23/QMT1xz210=">AAAOKHichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerndhOJpERkDJtE6EuoCh2AkN9gW7bl+jTdFfMtk9SUrQjhsftaGPyfP/h5Yi/ZOGM0Vy0Wm+fPH3v/Q8+/OjZxyuffNr47PPnq18M8rTgEelHKUv5FUY5YTQhfUEFI1cZJyjGjFziu0DzS0l4TtOkJ+4zMozRJKFjGiGhQl1x+7zZWm9Vlw8b7Xmj6c2vzu1qYzUcpVERk0REDOX5TbuVieEMcUEjRsqVlbDISYaiOzQhMxTn+X2MS38tRmKau0wHl7GbQox/Hs5okhWCJJGSKDYumC9SX+/CH1FOIsHuVQNFnKqp/WiKOIqE2uvSWR6vC8cqsObbU1a1VGW8y18KXpDvfMRYFctfYlaQ4WyqJuacjFWmMxhHd0SUK2t2MEECU6xnWUMYcyJXQk4S8kuUxjFKRrNQkqichXohoR0ONlVUrzhCbLZZunTLoluAIhZYPHD51oJiDGGwbaVuA7pj0R0w8E49MIDBrpW6C+ieRfcA3bfoPqAHFj0A9NCih4AeWfQI0GOLHgN6YtETQE8tegpKdVqXCsDgzEo9A7Rj0Q4YuFMPDGDQtVK7ILVbpwIYnFup5yD1vE4FMLiwUi8A7Vm0B2jfon1ABxYdAHpp0UtAryx6Behr38Kq4/JrC18/pt9qV2e5EkjEVYOyNNFPi0cDyM3K9tDbEhmAANgyAPhdYgMwAIEBwORy2wDgb7ljAHCv3DUAGFfuGQA8K/cNAHaVBwYAp8pDA4BJ5ZEBwJ/y2ABgTXliAHClPDUAeE6eGQDsJjsGADPJrgHAKvLcAGAEeWEA8IDsGQCOv+wbAE6+HBgADr28NACcd3llADjqsjrqisBTLq8NuQYgp5N4flD90HQcCa41iCuRXKqSfJouhtHN0n0/6jvMyFg4ebrEnE6mAhgLJ8V8zlC1nLRpBadILIN4kQhJ/DBmDGH1lqhgoA/i2mO6s4DAUziNyWRRoNB0HMkITSal+SG8dHbK9BlgA8Ld4nAN+BKg/gIKSml50x7OTFmrUHhHePJ9a33jB/LmXVG/2fZN5aHonWF3e0nK42oxoV6sP2u2Sz9csu7MCDeGJmXW3ChvtXjJcJkta2vZhitjlo79n3Bcr6+WVU99Xj0JwQ1hCOdGj+lkYuplNvXQd9fykFFX2GRYVVuyfCtn4OYsKSApH9ZN3F3SIqGi5tTlnP4nVG86wWva4wBnKbuvBR3dAyPcZ7VCd1xBzxb0lggQV0+WN3NNmqklx76K/aqDIaMxFbmbQkdlJVO/DrkoMmu6qufeZ5qM9JdTutg6Vo8vdRjVR1Tb/WSCjcHGevvH9RfdF81XW/PPqWfeV97X3jde2/vJe+Xtex2v70Ue8X7zfvf+aPzZ+Kvxd+OtkT59Ms/50nt0Nf75FyqVZps=</latexit>

t

<latexit sha1_base64="ivVOOxcOoeGzsE3VCRcrwKvsQNo=">AAAOUnichZfZbuM2FIaVmS7TdJIm7WVvhBoBZoomsI3pcjPAJMq+OomXNJETUDJtE6EWUBQ7gaG+Qp+mt+1L9Kav0quSoh0xPG7HNybP9x8uR/y1BCklGa/X/1549vyjjz/59MVni5+/XFr+YmX1y26W5CzEnTChCbsKUIYpiXGHE07xVcowigKKe8G9p3hPYJaRJG7zhxT3IzSKyZCEiMvQ3cprPyORj28n6/5ZhEfoVfu26VMUZBM/SFRg3Y/z4rb5urhbqdU36uXPhY3GtFFzpr/W3erSqj9IwjzCMQ8pyrKbRj3l/QlinIQUF4uLfp7hFIX3aIQnKMqyhygo3LUI8XFmMxWcx25yPvypPyFxmnMch1Ii2TCnLk9ctV93QBgOOX2QDRQyIqd2wzFiKOSyKnNnebquIJKBNdecsqy6LPh99pazHH/nIkrLWPY2oDnuT8ZyYsbwUGZagzF0j3mxuGYGY8QDEqhZ1lAQMCwWfYZj/EuYRBGKBxNf4LCQl0MuxDfD3qaMqhWHiE42C5tuGXQLUEQ9g3s235rRIIDQ2zZStwHdMegOGHinGhhAb9dI3QV0z6B7gO4bdB/QA4MeAHpo0ENAjwx6BOixQY8BPTHoCaCnBj0FpTqtSgWgd2akngHaMmgLDNyqBgbQOzdSz0HqeZUKoHdhpF6A1IsqFUDv0ki9BLRt0DagHYN2AO0atAtoz6A9QK8MegXoz66BZcfm1wa+fkq/Va5OMykQiMkGoUms7hZPBhCbpe2htwXSAAGwpQHwuwg0CADwNAAmF9saAH+LHQ2Ae8WuBsC4Yk8D4FmxrwGwqzjQADhVHGoATCqONAD+FMcaAGuKEw2AK8WpBsBz4kwDYDfR0gCYSZxrAKwiLjQARhCXGgAPiLYG4PiLjgbg5IuuBuDQi54G4LyLKw3AURflUZcEnnJxrck1ABkZRdOD6vq6Y0mCSoOYFIm5KsHGyWwY1Szs56O6whQPuZWnSszIaMyBsQL5SqPnVC83Vtq4hGPE58FglghJ9DhmBGH5lCihpw7i2lO6M4PAU/odbIZ1x5IM0GhU6D/MCmunVJ0B2sXMLg5TgM0B8mWRE0KKm0Z/ostahvx7zOL1+kbze/z+Q1G31nB15aHog2F7e3HConIxvlqsO6k1Ctefs+5UC5t9nTKpNYs7JZ4zXGrKGkrWtGXU0NH/Ew6r9VWy8q7PyjshuCDq3VrrAzIa6XrpTT327bU8ZlQV1hlG1eYs38jp2jlzCoiLx3Vje5ckjwmvOLE5I/8J5ZOOs4q2GcBpQh8qQUv1wAgPaaVQHVvQNgXtOQLE5J3l/VSTpHLJkStjv6qgT0lEeGankEFRyuS/RS7z1Jiu7NnXmcQD9Y2VzLYeyNuXPIzyI6phfzLBRre50fhh4835m9q7renn1Avna+cb55XTcH503jn7TsvpOKHzm/O784fz59JfS/8sLyw/19JnC9Ocr5wnv+WX/wKNRXQH</latexit>

⇠ e�⌦(T 2|!̄�⌫|2)
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Figure 2.8: Left: the weight as the step function. Right: An illustration for the Fourier
Transformed amplitudes 𝑨𝜔̄ =

∑
𝜈∈𝑆𝜔0

𝑨𝜈 𝑓 (𝜔̄ − 𝜈) =
∑
𝜈∈𝑆𝜔0

𝑨𝜈
ei(𝜈− 𝜔̄)𝑇−e−i(𝜈− 𝜔̄)𝑇

ei(𝜈− 𝜔̄)𝑡0−1
for Bohr frequency 𝜈 given the energy label 𝜔̄. The expression coincides with the
phase estimation profile. It peaks near energy 𝜈 = 𝜔̄ with a width ∼ 𝑇−1 and decays
polynomially. The profile in absolute value oscillates (blue), but we also display the
norm bound to guide the eye (black). The secular approximation truncates the profile
at an energy 𝜇̄ far in the tail 𝜇̄ ≫ 𝑇−1.

energy difference 𝜇 can be achieved by setting 𝑠(𝜔) := 1( |𝜔| < 𝜇) and defining the
following secular-approximated operators as follows:

𝑺̂ 𝑓 ,𝑠 (𝜔) :=
∑︁

𝜈∈𝐵(𝑯)
𝑓 (𝜔 − 𝜈)𝑠(𝜔 − 𝜈)𝑨𝜈 . (2.45)

We will sometimes consider alternative filter functions 𝑠 : R→ C, so we will treat
general 𝑠 throughout our discussion.

The key observation in our analysis is that due to the definition of the operator Fourier
Transform (2.42) we have

𝑺̂ 𝑓 ,𝑠 (𝜔) = 𝑨̂ 𝑓𝑠 (𝜔),

where 𝑓𝑠 = F −1( 𝑓 · 𝑠) is the inverse Fourier Transform of the function 𝑓 (𝜔)𝑠(𝜔).
Furthermore, this also implies that

𝑨̂ 𝑓 (𝜔) − 𝑺̂ 𝑓 ,𝑠 (𝜔) = 𝑨̂ 𝑓− 𝑓𝑠 (𝜔),

where 𝑓 − 𝑓𝑠 = 𝑓1−𝑠 is the inverse Fourier Transform of the function 𝑓 (𝜔) (1− 𝑠(𝜔)).
The significance of this equation is that it enables us to bound the error induced by
the secular approximation via bounding the tail ∥ 𝑓 (𝜔) (1 − 𝑠(𝜔))∥2.

Proposition 2.6.1. If 𝑓 (𝑡) is real and 𝑠(𝑡) is real and even, then 𝑓𝑠 (𝑡) is real.
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Proof. If 𝑓 is real, then 𝑓 has an even real and odd imaginary part, which remains
true for 𝑓 · 𝑠, and therefore F −1( 𝑓 · 𝑠) is real as well.40 ■

Analogously, we define the secular approximation for the discrete Fourier Transform
as

𝑺̂ 𝑓 ,𝑠 (𝜔̄) :=
∑︁

𝜈∈𝐵(𝑯)
F̄

(
𝑓 (𝑡) · ei𝜈𝑡

)
(𝜔̄) · 𝑠(𝜔̄ − 𝜈)𝑨𝜈,

where F̄ denotes the discrete Fourier Transform. In case 𝜈 is an integer multiple of
the base frequency 𝜔0 of F̄ , then F̄

(
𝑓 (𝑡) · e(i𝜈𝑡)

)
(𝜔̄) above simplifies to 𝑓 (𝜔̄ − 𝜈) =

F̄ ( 𝑓 ) (𝜔̄ − 𝜈). Indeed, the discrete Fourier Transform 𝑓 is only defined at points
𝜔̄ ∈ 𝑆𝜔0 , and thus translation by some value 𝜈 which is not an integer multiple of 𝜔0

can cause troubles.

The simple analysis working nicely in the continuous case can be directly translated
to the discrete case if all the Bohr frequencies are multiples of the base frequency
𝜔0 of F̄ , i.e., 𝐵 ⊂ 𝜔0Z. This is the reason why we introduce a slightly rounded
Hamiltonian in the analysis of the secular approximation.

Proposition 2.6.2 (Truncation via modifying weight function). Let 𝑓 : 𝑆𝑡0 → C
and 𝑠 : 𝑆𝜔0 → C and suppose that 𝐵(𝑯) ⊂ 𝜔0Z, then the secular-approximated
operator can be represented as plain operator Fourier Transform corresponding to a
perturbed weight function

𝑺̂ 𝑓 ,𝑠 (𝜔̄) = 𝑨̂ 𝑓𝑠 (𝜔̄),

where 𝑓𝑠 (𝜔̄) is the inverse discrete Fourier Transform of the function 𝑓 (𝜔̄)𝑠(𝜔̄) and
𝑓 (𝜔̄) := 1√

𝑁

∑
𝑡∈𝑆𝑡0 e−i𝜔̄𝑡 𝑓 (𝑡).

40If we work with the discrete Fourier Transform, and 𝑁 is even, then −𝜔0 · 𝑁/2 (or −𝑡0 · 𝑁/2 if
we work in the time domain) should be treated as its own inverse due to reasons of parity and modular
arithmetic. In particular an even function can take arbitrary value on −𝜔0 · 𝑁/2, but an odd function
must be 0, similarly to how such functions must behave on 0.
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Proof.

𝑺̂ 𝑓 ,𝑠 (𝜔̄) =
∑︁

𝜈̄∈𝐵(𝑯)
𝑓 (𝜔̄ − 𝜈̄) · 𝑠(𝜔̄ − 𝜈̄)𝑨𝜈̄

=
∑︁

𝜈̄∈𝐵(𝑯)
𝑓𝑠 (𝜔̄ − 𝜈̄)𝑨𝜈̄

=
∑︁

𝜈̄∈𝐵(𝑯)

1
√
𝑁

∑︁
𝑡∈𝑆𝑡0

e−i(𝜔̄−𝜈)𝑡 𝑓𝑠 (𝑡)𝑨𝜈̄

=
1
√
𝑁

∑︁
𝑡∈𝑆𝑡0

e−i𝜔̄𝑡 𝑓𝑠 (𝑡)𝑨(𝑡).

The last equality recombines the Bohr frequencies
∑
𝜈̄∈𝐵(𝑯) ei𝜈̄𝑡𝑨𝜈̄ = 𝑨(𝑡) analo-

gously to (2.42). ■

To reiterate, the condition 𝐵 ⊆ 𝜔0Z need not hold for the original Hamiltonian 𝑯.
Proceeding with the discretized Hamiltonian 𝑯̄ introduces a small additive error.41
We present error bounds for both the Lindbladian and our discriminant proxy.

Lemma 2.6.1 (Perturbation bounds). Let 𝑓 , 𝑓 ′ ∈ C𝑆𝑡0 , and 𝛾 ∈ C𝑆𝜔0 such that
∥ 𝑓 ∥2, ∥ 𝑓 ′∥2, ∥𝛾∥∞ ≤ 1. If ∥∑𝑎∈𝐴 𝑨𝑎†𝑨𝑎∥ ≤ 1, then for every 𝑇 > 0 and 𝑓𝑇 (𝑡) :=
𝑓 (𝑡)1( |𝑡 | ≤ 𝑇) we have that

∥
∑︁

𝜔̄∈𝑆𝜔0 ,𝑎∈𝐴

√︁
𝛾(𝜔̄) |𝜔̄, 𝑎⟩⟨0̄| ⊗ 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔̄) −

√︁
𝛾(𝜔̄) |𝜔̄, 𝑎⟩⟨0̄| ⊗ 𝑨̂𝑎( 𝑓 ′,𝑯′) (𝜔̄)∥

≤ ∥ 𝑓 − 𝑓𝑇 ∥2 + ∥ 𝑓𝑇 − 𝑓 ′∥2 + 2𝑇 ∥𝑯 − 𝑯′∥.

Proof. This directly follows from the (not necessarily unitary) block-encoding
construction of Figure 2.5-Figure 2.4 and triangle inequalities. Indeed, for any
function 𝑔 ∈ C𝑆𝑡0 let 𝑷𝒓𝒆 𝒑𝑔 := |𝑔⟩⟨0̄| and let 𝑩(𝑔,𝑯) denote the block-encoding given
by Figure 2.4 when setting 𝑷𝒓𝒆 𝒑 ← 𝑷𝒓𝒆 𝒑𝑔, 𝑽 𝑗 𝑝 ←

∑
𝑎 |𝑎⟩ ⊗ 𝑨𝑎, and using the

Hamiltonian 𝑯. Then, we have that

∥𝑩(𝑔,𝑯) − 𝑩( 𝑓𝑇 ,𝑯′) ∥ ≤ ∥𝑩(𝑔,𝑯) − 𝑩( 𝑓𝑇 ,𝑯) ∥ + ∥𝑩( 𝑓𝑇 ,𝑯) − 𝑩( 𝑓𝑇 ,𝑯′) ∥
≤ ∥𝑔 − 𝑓𝑇 ∥2∥𝑽 𝑗 𝑝 ∥ + 2𝑇 ∥𝑯 − 𝑯′∥∥𝑽 𝑗 𝑝 ∥
≤ ∥𝑔 − 𝑓𝑇 ∥2 + 2𝑇 ∥𝑯 − 𝑯′∥.

41This differs from the unphysical rounding assumption [180] where the Hamiltonian needs to
have “large” gaps in the spectrum. Here, 𝜔0 is not related to the resolution of energy estimates but
rather the discretization of the register.
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Using the above inequality twice, we obtain the desired result

∥
∑︁

𝜔̄∈𝑆𝜔0 ,𝑎∈𝐴

√︁
𝛾(𝜔̄) |𝜔̄, 𝑎⟩⟨0̄| ⊗

(
𝑨̂𝑎( 𝑓 ,𝑯) (𝜔̄) − 𝑨̂𝑎( 𝑓 ′,𝑯′) (𝜔̄)

)
∥

= ∥𝑩( 𝑓 ,𝑯) − 𝑩( 𝑓 ′,𝑯′) ∥
≤ ∥𝑩( 𝑓 ,𝑯) − 𝑩( 𝑓𝑇 ,𝑯′) ∥ + ∥𝑩( 𝑓𝑇 ,𝑯′) − 𝑩( 𝑓 ′,𝑯′) ∥
≤ ∥ 𝑓 − 𝑓𝑇 ∥2 + ∥ 𝑓𝑇 − 𝑓 ′∥2 + 2𝑇 ∥𝑯 − 𝑯′∥. ■

Corollary 2.6.1 (Perturbation bounds on Lindbladians and discriminant proxies).
Consider

L̄( 𝑓 ,𝑯) :=
∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

𝛾(𝜔̄)
(
𝑨̂𝑎( 𝑓 ,𝑯) (𝜔̄) [·] 𝑨̂

𝑎
( 𝑓 ,𝑯) (𝜔̄)

† − 1
2
{ 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔̄)

† 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔̄), ·}
)
, and

D̄( 𝑓 ,𝑯) :=
∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄)𝛾(−𝜔̄) 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔̄) ⊗ 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔̄)

∗

− 𝛾(𝜔̄)
2

(
𝑨̂𝑎( 𝑓 ,𝑯) (𝜔̄)

† 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔̄) ⊗ 𝑰 + 𝑰 ⊗ 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔̄)
∗† 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔̄)

∗
)
.

Assuming the conditions and the notation of Lemma 2.6.1 hold, we have

∥L̄( 𝑓 ,𝑯) − L̄( 𝑓 ′,𝑯′) ∥1−1 ≤ 4(∥ 𝑓 − 𝑓𝑇 ∥2 + ∥ 𝑓𝑇 − 𝑓 ′∥2 + 2𝑇 ∥𝑯 − 𝑯′∥).

Further assuming the symmetry and normalization conditions (2.10),(2.11) are
satisfied by 𝑓 , 𝑓 ′ and {𝑨𝑎 : 𝑎 ∈ 𝐴}, we have

∥D̄( 𝑓 ,𝑯) − D̄( 𝑓 ′,𝑯′) ∥ ≤ 4(∥ 𝑓 − 𝑓𝑇 ∥2 + ∥ 𝑓𝑇 − 𝑓 ′∥2 + 2𝑇 ∥𝑯 − 𝑯′∥).

Proof. The superoperator L( 𝑓 ,𝑯) acts as follows:

L̄( 𝑓 ,𝑯) [𝝆]

= Tr𝑎,𝜔̄
©­«

∑︁
𝑎∈𝐴,𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄) |𝜔̄, 𝑎⟩⟨0̄| 𝑨̂𝑎 (𝜔̄)ª®¬|0̄⟩⟨0̄| ⊗ 𝝆

©­«
∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄) |0̄⟩⟨𝜔̄, 𝑎 | 𝑨̂𝑎 (𝜔̄)†ª®¬


− 1

2
Tr0̄

©­«
∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄) |0̄⟩⟨𝜔̄, 𝑎 | 𝑨̂𝑎 (𝜔̄)†ª®¬©­«

∑︁
𝑎∈𝐴,𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄) |𝜔̄, 𝑎⟩⟨0̄| 𝑨̂𝑎 (𝜔̄)ª®¬, |0̄⟩⟨0̄| ⊗ 𝝆

.
The conclusion about ∥L̄( 𝑓 ,𝑯) − L̄( 𝑓 ′,𝑯′) ∥1−1 follows from Lemma 2.6.1 using the
triangle and Hölder inequalities and that taking partial trace contracts trace-distance.
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The proof of Proposition 2.3.5 shows that if 𝑩 is a (nonunitary) block-encoding of
L̄( 𝑓 ,𝑯) , then 𝑩

′†·(𝑹−𝑰)·𝑩′ is a block-encoding of D̄( 𝑓 ,𝑯) . Since ∥ 𝑓 ∥2, ∥ 𝑓 ′∥2, ∥𝛾∥∞ ≤
1 without loss of generality we can assume ∥𝑩′∥ ≤ 1, which together with
∥𝑹 − 𝑰∥ ≤ 2 implies the bound on ∥D̄( 𝑓 ,𝑯) − D̄( 𝑓 ′,𝑯′) ∥ via a triangle inequal-
ity. ■

Note that under the conditions of Theorem 2.8.1, the same bounds also hold in
the continuous case, as can be shown by a limit argument using the results of
Theorem 2.8.1.

Corollary 2.6.2 (Perturbation bounds on continuous Lindbladians and discriminant
proxies). Consider

L( 𝑓 ,𝑯) :=
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝛾(𝜔)

(
𝑨̂𝑎( 𝑓 ,𝑯) (𝜔) [·] 𝑨̂

𝑎
( 𝑓 ,𝑯) (𝜔)

† − 1
2
{ 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔)

† 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔), ·}
)
d𝜔, and

D( 𝑓 ,𝑯) :=
∑︁
𝑎∈𝐴

∫ ∞

−∞

√︁
𝛾(𝜔)𝛾(−𝜔) 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔) ⊗ 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔)

∗

− 𝛾(𝜔)
2

(
𝑨̂𝑎( 𝑓 ,𝑯) (𝜔)

† 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔) ⊗ 𝑰 + 𝑰 ⊗ 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔)
∗† 𝑨̂𝑎( 𝑓 ,𝑯) (𝜔)

∗
)
d𝜔.

If 𝛾 ∈ ℓ∞(R), 𝑓 ∈ ℓ2(R), and 𝛾, 𝑓 are continuous almost everywhere (i.e., the set of
points of discontinuity has measure zero) while 𝑓 is bounded on every finite interval,
then assuming the conditions and the notation of Lemma 2.6.1 hold, we have

L( 𝑓 ,𝑯) − L( 𝑓 ′,𝑯′)

1−1 ≤ 4(∥ 𝑓 − 𝑓𝑇 ∥2 + ∥ 𝑓𝑇 − 𝑓 ′∥2 + 2𝑇 ∥𝑯 − 𝑯′∥).

Further assuming the symmetry and normalization conditions (2.10),(2.11) are
satisfied by 𝑓 , 𝑓 ′ and {𝑨𝑎 : 𝑎 ∈ 𝐴}, we have

∥D( 𝑓 ,𝑯) − D( 𝑓 ′,𝑯′) ∥ ≤ 4(∥ 𝑓 − 𝑓𝑇 ∥2 + ∥ 𝑓𝑇 − 𝑓 ′∥2 + 2𝑇 ∥𝑯 − 𝑯′∥).

Proof. The objectsL( 𝑓 ,𝑯) ,L( 𝑓 ′,𝑯′) ,D( 𝑓 ,𝑯) ,D( 𝑓 ,𝑯) can be obtained as limits of their
respective discretizations L̄( 𝑓 ,𝑯) , L̄( 𝑓 ′,𝑯′) , D̄( 𝑓 ,𝑯) , D̄( 𝑓 ,𝑯) as per Theorem 2.8.1,
for which the discretized versions of these bounds hold due to Corollary 2.6.2.
As shown in the proof of Theorem 2.8.1, if a function 𝑔 ∈ ℓ2(R) is continu-
ous almost everywhere while also bounded on every finite interval, then ∥𝑔∥22 =

lim𝐾→∞ lim𝑁→∞
∑
𝑡∈𝑆⌈𝑁 ⌋𝑡0

|𝑔̄𝐾 (𝑡) |2, where 𝑡0 =
√︁

2𝜋/𝑁 and 𝑔̄𝐾 (𝑡) =
√
𝑡0𝑔(𝑡)1( |𝑡 | ≤

𝐾), therefore the RHS of the discretized bounds also converge to their continuous
counterpart implying the validity of the continuous versions of these bounds. ■
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Lemma 2.6.2 (Secular approximation). Let ∥𝛾∥∞ ≤ 1, and consider the Lindbladian
L𝛽 (2.21) and discriminant D𝛽 (2.26) with 𝑨̂𝑎 (𝜔̄) being the operator Fourier
Transforms of 𝑨𝑎 with 𝑯 and their secular approximations

L𝑠𝑒𝑐 [·] =
∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

𝛾(𝜔̄)
(
𝑺̂𝑎 (𝜔̄) [·] 𝑺̂𝑎 (𝜔̄)† − 1

2
{𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄), ·}

)
,

D𝑠𝑒𝑐 =
∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄)𝛾(−𝜔̄) 𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗

− 𝛾(𝜔̄)
2

(
𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄) ⊗ 𝑰 + 𝑰 ⊗ 𝑺̂𝑎 (𝜔̄)†∗𝑺̂𝑎 (𝜔̄)∗

)
,

with the operators

𝑺̂𝑎 (𝜔̄) :=
∑︁

𝜈̄∈𝐵(𝑯̄)
𝑓𝑠 (𝜔̄ − 𝜈̄)𝑨𝑎𝜈̄ where 𝑓𝑠 (𝜔̄) := 𝑓 (𝜔̄) · 1( |𝜔̄ | < 𝑚𝜔0)

defined by the discretized Hamiltonian 𝑯̄ and cut-off frequency 𝑚𝜔0. If ∥ 𝑓 ∥2 ≤ 1
and ∥∑𝑎∈𝐴 𝑨𝑎†𝑨𝑎∥ ≤ 1, then for every 𝑇 > 0 and 𝑓𝑇 (𝑡) := 𝑓 (𝑡)1( |𝑡 | ≤ 𝑇), we have

L𝛽 − L𝑠𝑒𝑐

1−1 ≤ 4∥ 𝑓 − 𝑓𝑠∥2 + 8∥ 𝑓 − 𝑓𝑇 ∥2 + 4𝑇𝜔0.

Moreover, assuming the symmetry and normalization conditions (2.10),(2.11), we
have D𝑠𝑒𝑐 = D

†
𝑠𝑒𝑐 and

∥D𝛽 − D𝑠𝑒𝑐∥ ≤ 4∥ 𝑓 − 𝑓𝑠∥2 + 8∥ 𝑓 − 𝑓𝑇 ∥2 + 4𝑇𝜔0.

The truncation introduces an error scaling with the tail in the frequency domain,
while the last two error terms arise from discretizing the Hamiltonian spectrum
𝑯 → 𝑯̄ for discrete Fourier Transforms; this is more of a technical artifact and
merely introduces a minor error shrinking with finer Fourier frequency resolution
𝜔0.

Proof. Since the secular approximation amounts to changing the real function and
discretizing the Hamiltonian, i.e., L𝑠𝑒𝑐 = L( 𝑓𝑠 ,𝑯̄) we can apply Corollary 2.6.1. The
final bound follows using the observation that ∥𝑯 − 𝑯̄∥ ≤ 𝜔0/2, and ∥ 𝑓 − 𝑓𝑠∥ =
∥ 𝑓 − 𝑓𝑠∥ since the discrete Fourier Transformation is unitary.

Finally, since D𝑠𝑒𝑐 = D( 𝑓𝑠 ,𝑯̄) we have that D𝑠𝑒𝑐 is self-adjoint due to Proposi-
tion 2.6.1 and Corollary 2.3.2. ■

Taking the continuum limit further simplifies the expression.
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Lemma 2.6.3 (Secular approximation in the continuum). Let ∥𝛾∥∞ ≤ 1, and
consider the Lindbladian L𝛽 (2.21) and discriminant D𝛽 (2.26) with 𝑨̂𝑎 (𝜔) being
the operator Fourier Transforms of 𝑨𝑎 with 𝑯 and their secular approximations

L𝑠𝑒𝑐 [·] =
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝛾(𝜔)

(
𝑺̂𝑎 (𝜔) [·] 𝑺̂𝑎 (𝜔)† − 1

2
{𝑺̂𝑎 (𝜔)†𝑺̂𝑎 (𝜔), ·}

)
d𝜔,

D𝑠𝑒𝑐 =
∑︁
𝑎∈𝐴

∫ ∞

−∞

√︁
𝛾(𝜔)𝛾(−𝜔) 𝑺̂𝑎 (𝜔) ⊗ 𝑺̂𝑎 (𝜔)∗

− 𝛾(𝜔)
2

(
𝑺̂𝑎 (𝜔)†𝑺̂𝑎 (𝜔) ⊗ 𝑰 + 𝑰 ⊗ 𝑺̂𝑎 (𝜔)†∗𝑺̂𝑎 (𝜔)∗

)
d𝜔,

with the operators

𝑺̂𝑎 (𝜔) :=
∑︁

𝜈∈𝐵(𝑯)
𝑓𝑠 (𝜔 − 𝜈)𝑨𝑎𝜈 where 𝑓𝑠 (𝜔) := 𝑓 (𝜔) · 1( |𝜔| < 𝜇).

If ∥ 𝑓 ∥2 ≤ 1 and ∥∑𝑎∈𝐴 𝑨𝑎†𝑨𝑎∥ ≤ 1, then,

L𝛽 − L𝑠𝑒𝑐

1−1 ≤ 4∥ 𝑓 − 𝑓𝑠∥2

Moreover, assuming the symmetry and normalization conditions (2.10),(2.11), we
have D𝑠𝑒𝑐 = D

†
𝑠𝑒𝑐 and

∥D𝛽 − D𝑠𝑒𝑐∥ ≤ 4∥ 𝑓 − 𝑓𝑠∥2.

Let us quickly note that the above argument controls the implementation error
for truncating the Hamiltonian simulation. Indeed, in practice, we will only
implement Hamiltonian simulation up to time 𝑇 , and this is perfectly accounted for
by Lemma 2.6.1,Corollary 2.6.1 by setting 𝑓 ′ = 𝑓𝑇 and 𝑯′ = 𝑯.

Uniform weights
Consider the simplest Fourier Transform with uniform weights

𝑨̂ 𝑓 (𝜔̄) :=
1√︁

2𝑁𝑇/𝑡0

∑︁
−𝑇≤𝑡<𝑇

e−i𝜔̄𝑡𝑨(𝑡).

Proposition 2.6.3 (Preparing uniform weights). Suppose that 𝑇/𝑡0 = 2𝑘 . Then, the
state ∑̄︁

𝑡

𝑓 (𝑡) |𝑡⟩ for 𝑓 (𝑡) = 1√︁
2𝑇/𝑡0

·


1 if − 𝑇 ≤ 𝑡 < 𝑇

0 else.

can be prepared using 𝑘 + 1 Hadamard gates and 𝑛 − 𝑘 − 1 CNOT gates.
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Proof. Prepare with the GHZ state on the first 𝑛 − 𝑘 qubits using 1 Hadamard gate
and 𝑛 − 𝑘 − 1 CNOT gates

1
√

2

(��1𝑛−𝑘〉 + ��0𝑛−𝑘〉)��0𝑘〉
and then apply Hadamard gates on the last 𝑘 qubits. ■

Since the weights are real 𝑓 (𝑡) = 𝑓 ∗(𝑡) and normalized
∑
𝑡∈𝑆𝑡0 | 𝑓 (𝑡) |

2 = 1, the
transformed operator satisfies the properties listed in Proposition 2.5.1.

Gaussian ansatz
Instead of the plain Fourier Transform, consider the Gaussian-weighted Fourier
Transform

𝑨̂ 𝑓 (𝜔̄) :=
1
√
𝑁

∑︁
𝑡∈𝑆𝑡0

e−i𝜔̄𝑡 𝑓 (𝑡)𝑨(𝑡) for 𝑓 (𝑡) :=
1√︂∑

𝑡∈𝑆𝑡0 e
− 𝑡2

2𝜎2
𝑡

∑︁
𝑡∈𝑆𝑡0

e
− 𝑡2

4𝜎2
𝑡 |𝑡⟩.

Again, since the weight is real 𝑓 (𝑡) = 𝑓 ∗(𝑡) and normalized
∫ ∞
−∞ | 𝑓 (𝑡) |

2d𝑡 = 1, the
transformed operator satisfies the symmetry properties listed in Proposition 2.5.1. To
implement the above operator, we just need to prepare the initial state approximately.

Proposition 2.6.4 (Preparing a truncated Gaussian state [127]). Suppose (𝑁𝑡0)2/16𝜎2
𝑡 ≥

log(1/𝜖). Then, the state

1√︂∑
𝑡∈𝑆𝑡0 e

− 𝑡2
2𝜎2

𝑡

∑︁
𝑡∈𝑆𝑡0

e
− 𝑡2

4𝜎2
𝑡 |𝑡⟩

can be prepared using O(𝑛 log(1/𝜖)5/4) gates up to error 𝜖 .

The main advantage of using a Gaussian weight is that its Fourier Transform remains
a Gaussian, which has a rapidly decaying tail. Indeed, for the continuous Gaussian,
we can evaluate the Gaussian integral by completing the square

1√︃
𝜎𝑡
√

2𝜋

∫ ∞

−∞
e−i𝜔𝑡e

− 𝑡2

4𝜎2
𝑡 d𝑡 =

√︃
𝜎𝑡
√

2𝜋e−𝜔
2𝜎2

𝑡 .

The uncertainty in energy is inversely proportional to the uncertainty in time 𝜎−1
𝑡 , as

a manifestation of the energy-time uncertainty principle.
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Discretizing continuous functions via periodic summation
It is not obvious how to carefully derive bounds on the discretization errors that
appear in the Riemann sums of the discrete Fourier Transform, as the Fourier phases
are highly oscillatory. Nevertheless, the discrete Fourier Transform remains Gaussian,
up to a well-controlled error.

Proposition 2.6.5 (DFT of Gaussian). There is a choice of parameter (𝑁𝑡0)2/𝜎2
𝑡 =

Ω(log(1/𝜖)) and (𝑁𝜔0)2𝜎2
𝑡 = Ω(log(1/𝜖)) such that the discrete Fourier Transform

for

𝑓 (𝑡) = 1√︂∑
𝑡∈𝑆𝑡0 e

− 𝑡2
2𝜎2

𝑡

e
− 𝑡2

4𝜎2
𝑡 is approximately

1√︃∑
𝜔̄∈𝑆𝜔0

e−𝜔̄2𝜎2
𝑡

e−𝜔̄
2𝜎2

𝑡

up to error O( 1
𝑁𝑡0𝜎𝑡

e−𝑁2𝑣2
0𝜎

2
𝑡 /2 + 1

𝑁𝑡0/𝜎𝑡 e
−𝑁2𝑡20/16𝜎2

𝑡 ) in 2-norm.

To relate the continuous Fourier Transform to the discrete one, we apply the
discretization to a continuous-variable function after periodic summation. This is
related to the Poisson Summation Formula [190, Chapter II §13], but pushes the idea
one step further to the realm of discrete Fourier Transform. Similar ideas are used,
e.g., in lattice cryptography (c.f., [151]), but we include a self-contained treatment
for completeness.

To state the following general result, we introduce the notation ℓ1(R) for (Lebesque)
integrable R→ C functions.

Fact 2.6.1. Consider the Fourier Transform 𝑓 (𝜔) := 1√
2𝜋

∫ ∞
−∞ e−i𝜔𝑡 𝑓 (𝑡)d𝑡 of a

function 𝑓 ∈ ℓ1(R). Suppose that a “wrapped around” version of 𝑓 can be
defined such that 𝑝(𝑡) =

∑∞
𝑛=−∞ 𝑓 (𝑡 + 𝑛𝑁𝑡0) for almost every 𝑡 ∈ R (i.e., the

set of points where the equality does not hold has Lebesgue measure 0), 𝑝(𝑡) is
continuous at every 𝑡 ∈ 𝑆𝑡0 and Riemann integrable on the interval [−𝑁2 𝑡0,

𝑁
2 𝑡0].

If the sequence 𝑘 · 𝑓 (𝑘𝜔0) : 𝑘 ∈ Z is bounded in absolute value, then the limit
𝑝(𝜔̄) := lim𝐵→∞

∑𝐵
ℓ=−𝐵 𝑓 (𝜔̄ + ℓ𝑁𝜔0) exists for every 𝜔̄ ∈ 𝑆𝜔0 and 𝑝(𝜔̄) is the

discrete Fourier Transform of 𝑝(𝑡), i.e.,

𝑝(𝜔̄) = 𝑡0√
2𝜋

∑︁
𝑡∈𝑆𝑡0

e−i𝜔̄𝑡 𝑝(𝑡).
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Proof. For every 𝜔 ∈ 𝜔0 · Z we have that

𝑓 (𝜔) = 1
√

2𝜋

∫ ∞

−∞
e−i𝜔𝑡 𝑓 (𝑡)d𝑡 (since 𝑓 ∈ ℓ1(R))

=
1
√

2𝜋

∞∑︁
𝑛=−∞

∫ 𝑁
2 𝑡0

− 𝑁
2 𝑡0

e−i𝜔(𝑡+𝑛𝑁𝑡0) 𝑓 (𝑡 + 𝑛𝑁𝑡0)d𝑡

(by Fubini’s theorem since 𝑓 ∈ ℓ1(R))

=
1
√

2𝜋

∞∑︁
𝑛=−∞

∫ 𝑁
2 𝑡0

− 𝑁
2 𝑡0

e−i𝜔𝑡 𝑓 (𝑡 + 𝑛𝑁𝑡0)d𝑡 (since 𝜔 ∈ 𝜔0 · Z and 𝜔0𝑡0 = 2𝜋
𝑁

)

=
1
√

2𝜋

∫ 𝑁
2 𝑡0

− 𝑁
2 𝑡0

∞∑︁
𝑛=−∞

e−i𝜔𝑡 𝑓 (𝑡 + 𝑛𝑁𝑡0)d𝑡

(by Fubini’s theorem since 𝑓 ∈ ℓ1(R))

=
1
√

2𝜋

∫ 𝑁
2 𝑡0

− 𝑁
2 𝑡0

e−i𝜔𝑡 𝑝(𝑡)d𝑡. (since 𝑝(𝑡) = ∑∞
𝑛=−∞ 𝑓 (𝑡 + 𝑛𝑁𝑡0) a.s.)

The above equality means that 𝑐𝑘 :=
√

2𝜋
𝑁𝑡0
· 𝑓 (𝑘 · 𝜔0) is the Fourier series of 𝑝(𝑡).

Since 𝑝 is Riemann integrable on the interval [−𝑁2 𝑡0,
𝑁
2 𝑡0], continuous at every

𝑡 ∈ 𝑆𝑡0 point and 𝑘 · 𝑐𝑘 is bounded by assumption, we have for all 𝑡 ∈ 𝑆𝑡0 that

𝑝(𝑡) = lim
𝐵→∞

𝐵∑︁
𝑘=−𝐵

𝑐𝑘ei𝑡𝑘𝜔0 (due to [105, Theorem 15.3])

= lim
𝐵→∞

𝐵𝑁∑︁
𝑘=−𝐵𝑁

𝑐𝑘ei𝑡𝑘𝜔0

= lim
𝐵→∞

𝐵𝑁+⌊(𝑁−1)/2⌋∑︁
𝑘=−𝐵𝑁−⌈(𝑁−1)/2⌉

𝑐𝑘ei𝑡𝑘𝜔0 (since |𝑐𝑘 | = O
(

1
𝑘

)
)

= lim
𝐵→∞

𝐵∑︁
ℓ=−𝐵

⌊(𝑁−1)/2⌋∑︁
𝑗=−⌈(𝑁−1)/2⌉

𝑐ℓ𝑁+ 𝑗ei𝑡 (ℓ𝑁+ 𝑗)𝜔0 (set 𝑘 = ℓ𝑁 + 𝑗)

= lim
𝐵→∞

𝐵∑︁
ℓ=−𝐵

∑︁
𝜔̄∈𝑆𝜔0

√
2𝜋
𝑁𝑡0

𝑓 (ℓ𝑁𝜔0 + 𝜔̄)ei𝑡𝜔̄.

(set 𝜔̄ = 𝑗𝜔0; use 𝑡 ∈ 𝑡0 · Z and 𝜔0𝑡0 = 2𝜋
𝑁

)
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<latexit sha1_base64="/DQ4XnesXJ9Z1PH/gWZB1p5YDGQ=">AAAOR3ichZfLbuM2FIaV6W3q1tOkXRYohBoBiqITWMH0shlgEsVJJlcnsZ00kRGQMm0ToS6gaHYCQV31abptX6KP0KforuiypOhEtI7b8cbk+f7DyxF/XXDKaCba7T9Xnrzz7nvvf/D0w8ZHHzeffbK69ukgS2Y8JP0wYQm/wigjjMakL6hg5CrlBEWYkUt852t+KQnPaBL3xH1KhhGaxHRMQyRU6Hb1i0aQ0SgYcxTmXpEHDOEs7zwPkohMUFHcrrbaG+3y58KGN2+0nPmve7vWXAtGSTiLSCxChrLsxmunYpgjLmjISNFoBLOMpCi8QxOSoyjL7iNcuOsREtOsznRwGbuZifEPw5zG6UyQOFQSxcYz5orE1Zt0R5STULB71UAhp2pqN5witUehSrF0lsV14UgF1l17yrLUqsp32UvBZ+QbFzFWxrKXmM3IMJ+qiTknY5VZG4yjOyKKxrodjJHAFOtZ1hHGnMhGwElMfgqTKELxKA8kCdXl0AsJ7LC/paJ6xSFi+VZRp9sW3QYUMd/ifp1vP1CMIfR3rNQdQDsW7YCBO9XAAPq7VuouoHsW3QN036L7gL626GtADyx6AOihRQ8BPbLoEaDHFj0G9MSiJ6BUJ1WpAPRPrdRTQLsW7YKBu9XAAPpnVuoZSD2rUgH0z63Uc5B6XqUC6F9YqReA9izaA7Rv0T6gA4sOAL206CWgVxa9AvRH18KqU+fXFr5epF9rV6eZEkjEVYOyJNZ3i4UB5FZpe+htiQxAAGwbAPwusQEYAN8AYHK5YwDwt+wYANwrdw0AxpV7BgDPyn0DgF3lawOAU+WBAcCk8tAA4E95ZACwpjw2ALhSnhgAPCdPDQB2k10DgJnkmQHAKvLcAGAEeWEA8IDsGQCOv+wbAE6+HBgADr28NACcd3llADjqsjzqisBTLq8NuQYgo5NoflDdwHRqElxpEFciuVQl+TR5GEY3i/rzUV9hRsailqdLzOlkKoCxcDybzxmoVi1tWsIpEssgfkiEJHocM4KwfEqU0NcHcX2Rdh4g8BQ2L19zPH8TW5SM0GRSmD/Ci9pOmT4DbEB4vThcA74EqDdEQSktbrxhbspahoI7wuPn7Y3Nb8mbt0XdlueaykPRW8P17cUJj8rFBHqxbt7yCjdYsu7UCDeHJiVvbRa3WrxkuNSWeVq2WZcxS8f+Tziu1lfJyrs+L++E4ILot2qjx3QyMfUym3rs19fymFFV2GRYVVuyfCtnUM9ZUkBSPK6b1HdJZzEVFad1zul/QvWkE7yiPQ5wmrD7StDVPTDCfVopdKcu6NmC3hIB4urO8mauSVK15MhVsZ91MGA0oiKrp9BRUcrUf41czFJrurJXv840HukPq+Rh61jdvrzyI8qrfzLBxmBzw/tu48XZi9ar7fnn1FPnc+dL5yvHc753Xjn7TtfpO6Hzi/Or85vze/OP5l/Nv5v/GOmTlXnOZ87C79nKv5D1chA=</latexit>

⇠ 1

|E � !|

<latexit sha1_base64="HwiqrWG/70k+r2EGMAC/0SPJDFw=">AAAOLHichZdbbyM1FMdnl9tSCGzhkZcRUQVCUCXVcnlZadvp/Zq2uZR2osqeOIlVz0Uej9kqGr4Cr/Al+DS8IMQrnwN7nHRcn8DOS+zz+x9fzvg/k8EZo7lotf588vStt995971n76988GHjo4+fr37Sz9OCR6QXpSzlVxjlhNGE9AQVjFxlnKAYMzLAd4HmA0l4TtOkK+4zMozRJKFjGiGhQr0Qx8UXt8+brfVWdfmw0Z43mt786tyuNlbDURoVMUlExFCe37RbmRjOEBc0YqRcWQmLnGQoukMTMkNxnt/HuPTXYiSmuct0cBm7KcT4h+GMJlkhSBIpiWLjgvki9fVO/BHlJBLsXjVQxKma2o+miKNIqP0uneXxunCsAmu+PWVVT1XKu/yl4AX52keMVbH8JWYFGc6mamLOyVhlOoNxdEdEubJmBxMkMMV6ljWEMSdyJeQkIT9FaRyjZDQLJYnKWagXEtrhYFNF9YojxGabpUu3LLoFKGKBxQOXby0oxhAG21bqNqA7Ft0BA+/UAwMY7Fqpu4DuWXQP0H2L7gN6YNEDQA8tegjokUWPAD226DGgJxY9AfTUoqegVKd1qQAMzqzUM0A7Fu2AgTv1wAAG51bqOUg9r1MBDC6s1AuQelGnAhhcWqmXgHYt2gW0Z9EeoH2L9gEdWHQA6JVFrwD90bew6rj82sLXj+lX2tVZrgQScdWgLE300+LRAHKzsj30tkQGIAC2DAB+l9gADEBgADC53DYA+FvuGADcK3cNAMaVewYAz8p9A4Bd5YEBwKny0ABgUnlkAPCnPDYAWFOeGABcKU8NAJ6TZwYAu8mOAcBM8twAYBV5YQAwgrw0AHhAdg0Ax1/2DAAnX/YNAIdeDgwA511eGQCOuqyOuiLwlMtrQ64ByOkknh9UPzQdR4JrDeJKJJeqJJ+mi2F0s3Tfj/oOMzIWTp4uMaeTqQDGwkkxnzNULSdtWsEpEssgXiRCEj+MGUNYvSUqGOiDuPaY7iwg8BROYzJZFCg0HUcyQpNJaX4IL52dMn0GWJ9wtzhcA74EqL+BglJa3rSHM1PWKhTeEZ5801rf+Ja8flPUb7Z9U3koemPY3V6S8rhaTKgX68+a7dIPl6w7M8KNoUmZNTfKWy1eMlxmy9patuHKmKVj/ycc1+urZdVTn1dPQnBDGMK50WM6mZh6mU099N21PGTUFTYZVtWWLN/K6bs5SwpIyod1E3eXtEioqDl1Oaf/CdWbTvCadjnAWcrua0FH98AI91mt0B1X0LUF3SUCxNWT5fVck2ZqybGvYj/rYMhoTEXuptBRWcnUr0Mui8yaruq595kmI/31lC62jtXjSx1G9RHVdj+ZYKO/sd7+bv3F+Yvmq63559Qz7zPvc+9Lr+19773y9r2O1/Mij3q/eL96vzV+b/zR+Kvxt5E+fTLP+dR7dDX++Rcuv2gW</latexit>

µ̄0

<latexit sha1_base64="gK6yNjUAoaJnQzdmwrRE6OuhiaE=">AAAOOnichZfLbuM2FIY109s0rdukXXYj1AgwLTqBHUwvmwEmUZxkcrUT20kTuQEp0zYR6gKK4kwgqG/SbfsSfZFuuyu67QOUEu2I4XE72pg83394OeIvWThhNBWt1h+PHr/z7nvvf/Dkw5WPPm588unq2mfDNM54QAZBzGJ+iVFKGI3IQFDByGXCCQoxIxf41iv5hSQ8pXHUF3cJGYVoGtEJDZBQoZvVNd87fSpu8l63U/yUP2sXX92sNlsbrepyYaM9bzSd+dW9WWus+eM4yEISiYChNL1utxIxyhEXNGCkWFnxs5QkKLhFU5KjME3vQly46yESs9RmZXAZu87E5IdRTqMkEyQKlESxScZcEbvlvtwx5SQQ7E41UMCpmtoNZoijQKjdL53l4bpwqALrrjllVV1V2Nv0heAZ+cZFjFWx9AVmGRnlMzUx52SiMq3BOLololhZN4MREpjicpZ1hDEncsXnJCKvgzgMUTTOfUmCIvfLhfhm2NtS0XLFAWL5VmHTbYNuA4qYZ3DP5tsLijGE3o6RugNox6AdMHCnHhhAb9dI3QV0z6B7gO4bdB/QVwZ9BeiBQQ8APTToIaBHBj0C9Nigx4CeGPQElOqkLhWA3qmRegpo16BdMHC3HhhAr2ek9kBqr04F0DszUs9A6lmdCqB3bqSeA9o3aB/QgUEHgA4NOgT0wqAXgF4a9BLQH10Dq47Nrwx89ZB+Xbo6SZVAIq4alMVR+bR4MIDcqmwPvS2RBgiAbQ2A3yXWAAPgaQBMLnc0AP6WHQ2Ae+WuBsC4ck8D4Fm5rwGwq3ylAXCqPNAAmFQeagD8KY80ANaUxxoAV8oTDYDn5KkGwG6yqwEwk+xpAKwizzQARpDnGgAPyL4G4PjLgQbg5MuhBuDQywsNwHmXlxqAoy6ro64IPOXySpMrAFI6DecH1fV1x5LgWoO4EsmlKsln8WKYslnY78fyDjMyEVZeWWJOpzMBjIWjbD6nr1pW2qyCMySWQbxIhCS8HzOEsHpLVNArD+L6Q9pZQOApHIdkuiiQrzuWZIym00L/EF5YO2XlGWBDwu3i8BLwJUD9KRSU0uK6Pcp1WauQf0t49Ky1sfktefO2qNtsu7ryUPTWsL29KOZhtRi/XKybN9uF6y9Zd6KFmyOdkjc3i5tSvGS4xJS1S9mmLWOGjv2fcFKvr5ZVT31ePQnBDWEIp1qP6XSq66U3dd+313KfUVdYZxhVW7J8I2do5ywpICnu103sXdIsoqLm1Oac/idUbzrBa9rnACcxu6sF3bIHRrhLakXZsQV9U9BfIkBcPVnezDVxopYcuir2cxn0GQ2pSO0UOi4qmfq1yHmWGNNVPfs+02hcfkvFi61j9fhSh1F9RLXtTybYGG5utL/beN573ny5Pf+ceuJ84XzpPHXazvfOS2ff6ToDJ3BeO784vzq/NX5v/Nn4q/G3lj5+NM/53HlwNf75F8xYbJw=</latexit>

O(t�1
QPE)

<latexit sha1_base64="gK6yNjUAoaJnQzdmwrRE6OuhiaE=">AAAOOnichZfLbuM2FIY109s0rdukXXYj1AgwLTqBHUwvmwEmUZxkcrUT20kTuQEp0zYR6gKK4kwgqG/SbfsSfZFuuyu67QOUEu2I4XE72pg83394OeIvWThhNBWt1h+PHr/z7nvvf/Dkw5WPPm588unq2mfDNM54QAZBzGJ+iVFKGI3IQFDByGXCCQoxIxf41iv5hSQ8pXHUF3cJGYVoGtEJDZBQoZvVNd87fSpu8l63U/yUP2sXX92sNlsbrepyYaM9bzSd+dW9WWus+eM4yEISiYChNL1utxIxyhEXNGCkWFnxs5QkKLhFU5KjME3vQly46yESs9RmZXAZu87E5IdRTqMkEyQKlESxScZcEbvlvtwx5SQQ7E41UMCpmtoNZoijQKjdL53l4bpwqALrrjllVV1V2Nv0heAZ+cZFjFWx9AVmGRnlMzUx52SiMq3BOLololhZN4MREpjicpZ1hDEncsXnJCKvgzgMUTTOfUmCIvfLhfhm2NtS0XLFAWL5VmHTbYNuA4qYZ3DP5tsLijGE3o6RugNox6AdMHCnHhhAb9dI3QV0z6B7gO4bdB/QVwZ9BeiBQQ8APTToIaBHBj0C9Nigx4CeGPQElOqkLhWA3qmRegpo16BdMHC3HhhAr2ek9kBqr04F0DszUs9A6lmdCqB3bqSeA9o3aB/QgUEHgA4NOgT0wqAXgF4a9BLQH10Dq47Nrwx89ZB+Xbo6SZVAIq4alMVR+bR4MIDcqmwPvS2RBgiAbQ2A3yXWAAPgaQBMLnc0AP6WHQ2Ae+WuBsC4ck8D4Fm5rwGwq3ylAXCqPNAAmFQeagD8KY80ANaUxxoAV8oTDYDn5KkGwG6yqwEwk+xpAKwizzQARpDnGgAPyL4G4PjLgQbg5MuhBuDQywsNwHmXlxqAoy6ro64IPOXySpMrAFI6DecH1fV1x5LgWoO4EsmlKsln8WKYslnY78fyDjMyEVZeWWJOpzMBjIWjbD6nr1pW2qyCMySWQbxIhCS8HzOEsHpLVNArD+L6Q9pZQOApHIdkuiiQrzuWZIym00L/EF5YO2XlGWBDwu3i8BLwJUD9KRSU0uK6Pcp1WauQf0t49Ky1sfktefO2qNtsu7ryUPTWsL29KOZhtRi/XKybN9uF6y9Zd6KFmyOdkjc3i5tSvGS4xJS1S9mmLWOGjv2fcFKvr5ZVT31ePQnBDWEIp1qP6XSq66U3dd+313KfUVdYZxhVW7J8I2do5ywpICnu103sXdIsoqLm1Oac/idUbzrBa9rnACcxu6sF3bIHRrhLakXZsQV9U9BfIkBcPVnezDVxopYcuir2cxn0GQ2pSO0UOi4qmfq1yHmWGNNVPfs+02hcfkvFi61j9fhSh1F9RLXtTybYGG5utL/beN573ny5Pf+ceuJ84XzpPHXazvfOS2ff6ToDJ3BeO784vzq/NX5v/Nn4q/G3lj5+NM/53HlwNf75F8xYbJw=</latexit>

O(t�1
QPE)

<latexit sha1_base64="8nMmsIZisDv1p/hMjDrYYGEU6OM=">AAAOLnichZfZbuM2FIY1022a1u2kveyNUMNAUbSBHUyXmwEmUfbVSbxNIiMgZdomTC2gKHYMQ32H3rYv0acp0Iuit32MUqIdMTxuRzcmz/cfLkf8JQsnjKai2fzzydN33n3v/Q+efbjx0ce1Tz59vvlZL40zHpBuELOYDzBKCaMR6QoqGBkknKAQM9LHM6/gfUl4SuOoI+YJGYZoEtExDZBQob6P45BM0P3zenOrWV4ubLSWjbqzvNr3m7VNfxQHWUgiETCUpnetZiKGC8QFDRjJNzb8LCUJCmZoQhYoTNN5iHO3ESIxTW1WBNexu0yMfxwuaJRkgkSBkig2zpgrYrfYizuinASCzVUDBZyqqd1gijgKhNrx2lkerwuHKtBwzSnLiqpiztKXgmfkGxcxVsbSl5hlZLiYqok5J2OVaQ3G0YyIfKNhBiMkMMXFLA2EMSdyw+ckIj8FcRiiaLTwJQnyhV8sxDfD3o6KFisOEFvs5DbdNeguoIh5BvdsvruiGEPo7Rmpe4DuG3QfDLxfDQygd2CkHgB6aNBDQI8MegTosUGPAT0x6AmgpwY9BfTMoGeAnhv0HNALg16AUl1UpQLQuzRSLwFtG7QNBm5XAwPoXRmpVyD1qkoF0Ls2Uq9B6nWVCqB3Y6TeANoxaAfQrkG7gPYM2gO0b9A+oAODDgB97RpYdWx+a+Dbx/TrwtVJqgQScdWgLI6Kp8WjAeROaXvobYk0QADsagD8LrEGGABPA2ByuacB8Lfc1wC4Vx5oAIwrDzUAnpVHGgC7ymMNgFPliQbApPJUA+BPeaYBsKY81wC4Ul5oADwnLzUAdpNtDYCZ5JUGwCryWgNgBHmjAfCA7GgAjr/sagBOvuxpAA697GsAzrscaACOuiyPuiLwlMtbTW4BSOkkXB5U19cdS4IrDeJKJNeqJJ/Gq2GKZm6/H4s7zMhYWHlFiTmdTAUwFo6y5Zy+allp0xJOkVgH8SoRkvBhzBDC8i1RQq84iI3HdH8Fgaf0X68V1h1LMkKTSa5/CM+tnbLiDLAe4XZxeAH4GqD+CApKaX7XGi50WcuQPyM8+ra5tf0defO2qFtvubryUPTWsL29KOZhuRi/WKy7qLdy11+z7kQLt4c6ZVHfzu8L8ZrhElPWKmTbtowZOvZ/wnG1vkpWPvV5+SQEN4QhnGo9ppOJrpfe1EPfXstDRlVhnWFUbc3yjZyenbOmgCR/WDexd0mziIqKU5tz+p9QvekEr2iHA5zEbF4J2kUPjDBPKkXRsQUdU9BZI0BcPVneLDVxopYcuir2cxH0GQ2pSO0UOspLmfq1yE2WGNOVPfs+02hUfD/Fq61j9fhSh1F9RLXsTybY6G1vtb7fenH1ov5qd/k59cz5wvnS+cppOT84r5wjp+10ncCZOb84vzq/1X6v/VH7q/a3lj59ssz53Hl01f75F1pMaSo=</latexit>

!̄ <latexit sha1_base64="EE7LAL7yPPgH+eeSyfHpvs/i0/I=">AAAOL3ichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerk9iOJ5ERkDJtE6EuoCh2AkN9iG7bl+jTFN0U3fYtSop2xPC4HW1Mnu8/vBzxlyycMZqLVuvPJ0/fefe99z949uHKRx83Pvn0+epn/TwteER6UcpSPsAoJ4wmpCeoYGSQcYJizMgVvgs0v5KE5zRNuuI+I8MYTRI6phESKjQI05hM0G3r9nmztd6qLh822vNG05tfndvVxmo4SqMiJomIGMrzm3YrE8MZ4oJGjJQrK2GRkwxFd2hCZijO8/sYl/5ajMQ0d5kOLmM3hRj/OJzRJCsESSIlUWxcMF+kvt6MP6KcRILdqwaKOFVT+9EUcRQJteWlszxeF45VYM23p6xKqqp5l78UvCDf+IixKpa/xKwgw9lUTcw5GatMZzCO7ogoV9bsYIIEpljPsoYw5kSuhJwk5KcojWOUjGahJFE5C/VCQjscbKqoXnGE2GyzdOmWRbcARSyweODyrQXFGMJg20rdBnTHojtg4J16YACDXSt1F9A9i+4Bum/RfUAPLHoA6KFFDwE9sugRoMcWPQb0xKIngJ5a9BSU6rQuFYDBmZV6BmjHoh0wcKceGMDg3Eo9B6nndSqAwYWVegFSL+pUAINLK/US0K5Fu4D2LNoDtG/RPqBXFr0CdGDRAaCvfQurjsuvLXz9mH6tXZ3lSiARVw3K0kQ/LR4NIDcr20NvS2QAAmDLAOB3iQ3AAAQGAJPLbQOAv+WOAcC9ctcAYFy5ZwDwrNw3ANhVHhgAnCoPDQAmlUcGAH/KYwOANeWJAcCV8tQA4Dl5ZgCwm+wYAMwkzw0AVpEXBgAjyEsDgAdk1wBw/GXPAHDyZd8AcOjllQHgvMuBAeCoy+qoKwJPubw25BqAnE7i+UH1Q9NxJLjWIK5EcqlK8mm6GEY3S/f9qO8wI2Ph5OkSczqZCmAsnBTzOUPVctKmFZwisQziRSIk8cOYMYTVW6KCgT6Ia4/pzgICT+Hqz9cCm44jGaHJpDQ/hJfOTpk+A6xPuFscrgFfAtQ/QUEpLW/aw5kpaxUK7whPvm2tb3xH3rwt6jfbvqk8FL017G4vSXlcLSbUi/VnzXbph0vWnRnhxtCkzJob5a0WLxkus2VtLdtwZczSsf8Tjuv11bLqqc+rJyG4IQzh3OgxnUxMvcymHvruWh4y6gqbDKtqS5Zv5fTdnCUFJOXDuom7S1okVNScupzT/4TqTSd4Tbsc4Cxl97Wgo3tghPusVuiOK+jagu4SAeLqyfJmrkkzteTYV7GfdTBkNKYid1PoqKxk6tchl0VmTVf13PtMk5H+gEoXW8fq8aUOo/qIarufTLDR31hvf7/+4vxF89XW/HPqmfeF96X3ldf2fvBeeftex+t5kce8X7xfvd8avzf+aPzV+NtInz6Z53zuPboa//wL+fFpYQ==</latexit>!0

<latexit sha1_base64="IM9PC3FYWJueGLfA5IAUZsk3R9c=">AAAOM3ichZfZbuM2FIY1022a1u2kveyNUCNA0SWwg+lyM8Akyr46iZc0kRGQMm0ToRZQFDuBoT5Gb9uX6MMUvSt623coKdoRw+N2dGPyfP/hcsRfsnDGaC5arT+ePH3r7Xfefe/Z+ysffNj46OPnq5/087TgEelFKUv5FUY5YTQhPUEFI1cZJyjGjAzwXaD5QBKe0zTpivuMDGM0SeiYRkioUBjiNCYT9FWI4+L2ebO13qouHzba80bTm1+d29XGajhKoyImiYgYyvObdisTwxnigkaMlCsrYZGTDEV3aEJmKM7z+xiX/lqMxDR3mQ4uYzeFGP8wnNEkKwRJIiVRbFwwX6S+3pA/opxEgt2rBoo4VVP70RRxFAm17aWzPF4XjlVgzbenrMqqKnqXvxS8IF/7iLEqlr/ErCDD2VRNzDkZq0xnMI7uiChX1uxgggSmWM+yhjDmRK6EnCTkpyiNY5SMZqEkUTkL9UJCOxxsqqhecYTYbLN06ZZFtwBFLLB44PKtBcUYwmDbSt0GdMeiO2DgnXpgAINdK3UX0D2L7gG6b9F9QA8segDooUUPAT2y6BGgxxY9BvTEoieAnlr0FJTqtC4VgMGZlXoGaMeiHTBwpx4YwODcSj0Hqed1KoDBhZV6AVIv6lQAg0sr9RLQrkW7gPYs2gO0b9E+oAOLDgC9sugVoD/6FlYdl19b+Pox/VK7OsuVQCKuGpSliX5aPBpAbla2h96WyAAEwJYBwO8SG4ABCAwAJpfbBgB/yx0DgHvlrgHAuHLPAOBZuW8AsKs8MAA4VR4aAEwqjwwA/pTHBgBryhMDgCvlqQHAc/LMAGA32TEAmEmeGwCsIi8MAEaQlwYAD8iuAeD4y54B4OTLvgHg0MuBAeC8yysDwFGX1VFXBJ5yeW3INQA5ncTzg+qHpuNIcK1BXInkUpXk03QxjG6W7vtR32FGxsLJ0yXmdDIVwFg4KeZzhqrlpE0rOEViGcSLREjihzFjCKu3RAUDfRDXHtOdBQSeMv+/Fth0HMkITSal+SG8dHbK9BlgfcLd4nAN+BKg/g0KSml50x7OTFmrUHhHePJNa33jW/L6TVG/2fZN5aHojWF3e0nK42oxoV6sP2u2Sz9csu7MCDeGJmXW3ChvtXjJcJkta2vZhitjlo79n3Bcr6+WVU99Xj0JwQ1hCOdGj+lkYuplNvXQd9fykFFX2GRYVVuyfCun7+YsKSApH9ZN3F3SIqGi5tTlnP4nVG86wWva5QBnKbuvBR3dAyPcZ7VCd1xB1xZ0lwgQV0+W13NNmqklx76K/ayDIaMxFbmbQkdlJVO/DrksMmu6qufeZ5qM9EdUutg6Vo8vdRjVR1Tb/WSCjf7Gevu79RfnL5qvtuafU8+8z7zPvS+8tve998rb9zpez4u8zPvF+9X7rfF748/GX42/jfTpk3nOp96jq/HPvxEWayc=</latexit>

!̄ + µ̄

<latexit sha1_base64="EE7LAL7yPPgH+eeSyfHpvs/i0/I=">AAAOL3ichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerk9iOJ5ERkDJtE6EuoCh2AkN9iG7bl+jTFN0U3fYtSop2xPC4HW1Mnu8/vBzxlyycMZqLVuvPJ0/fefe99z949uHKRx83Pvn0+epn/TwteER6UcpSPsAoJ4wmpCeoYGSQcYJizMgVvgs0v5KE5zRNuuI+I8MYTRI6phESKjQI05hM0G3r9nmztd6qLh822vNG05tfndvVxmo4SqMiJomIGMrzm3YrE8MZ4oJGjJQrK2GRkwxFd2hCZijO8/sYl/5ajMQ0d5kOLmM3hRj/OJzRJCsESSIlUWxcMF+kvt6MP6KcRILdqwaKOFVT+9EUcRQJteWlszxeF45VYM23p6xKqqp5l78UvCDf+IixKpa/xKwgw9lUTcw5GatMZzCO7ogoV9bsYIIEpljPsoYw5kSuhJwk5KcojWOUjGahJFE5C/VCQjscbKqoXnGE2GyzdOmWRbcARSyweODyrQXFGMJg20rdBnTHojtg4J16YACDXSt1F9A9i+4Bum/RfUAPLHoA6KFFDwE9sugRoMcWPQb0xKIngJ5a9BSU6rQuFYDBmZV6BmjHoh0wcKceGMDg3Eo9B6nndSqAwYWVegFSL+pUAINLK/US0K5Fu4D2LNoDtG/RPqBXFr0CdGDRAaCvfQurjsuvLXz9mH6tXZ3lSiARVw3K0kQ/LR4NIDcr20NvS2QAAmDLAOB3iQ3AAAQGAJPLbQOAv+WOAcC9ctcAYFy5ZwDwrNw3ANhVHhgAnCoPDQAmlUcGAH/KYwOANeWJAcCV8tQA4Dl5ZgCwm+wYAMwkzw0AVpEXBgAjyEsDgAdk1wBw/GXPAHDyZd8AcOjllQHgvMuBAeCoy+qoKwJPubw25BqAnE7i+UH1Q9NxJLjWIK5EcqlK8mm6GEY3S/f9qO8wI2Ph5OkSczqZCmAsnBTzOUPVctKmFZwisQziRSIk8cOYMYTVW6KCgT6Ia4/pzgICT+Hqz9cCm44jGaHJpDQ/hJfOTpk+A6xPuFscrgFfAtQ/QUEpLW/aw5kpaxUK7whPvm2tb3xH3rwt6jfbvqk8FL017G4vSXlcLSbUi/VnzXbph0vWnRnhxtCkzJob5a0WLxkus2VtLdtwZczSsf8Tjuv11bLqqc+rJyG4IQzh3OgxnUxMvcymHvruWh4y6gqbDKtqS5Zv5fTdnCUFJOXDuom7S1okVNScupzT/4TqTSd4Tbsc4Cxl97Wgo3tghPusVuiOK+jagu4SAeLqyfJmrkkzteTYV7GfdTBkNKYid1PoqKxk6tchl0VmTVf13PtMk5H+gEoXW8fq8aUOo/qIarufTLDR31hvf7/+4vxF89XW/HPqmfeF96X3ldf2fvBeeftex+t5kce8X7xfvd8avzf+aPzV+NtInz6Z53zuPboa//wL+fFpYQ==</latexit>!0

<latexit sha1_base64="qDkQ6YR3fvnY9V483RKwFrRcT0s=">AAAOUnichZfLcts2FIbppJfUjV27XXbDqcYzSaf2SJo06SYzsWn5fpFtSXZtyh6QgiSMwcuAIBoNw75Cn6bb9iW66at0VZCQTBhHbbgRcL7/4HKInxS9mJKE1+t/Lzx5+smnn33+7IvFL58vLX+1svp1L4lS5uOuH9GIXXkowZSEuMsJp/gqZhgFHsWX3r1T8EuBWUKisMMnMe4HaBSSIfERl6G7lZduQgIX32br7mmAR+gFv8vi8SS/bX5wvaiI2OutD7fNl/ndSq2+US8vGzYa00bNml7tu9WlVXcQ+WmAQ+5TlCQ3jXrM+xlinPgU54uLbprgGPn3aIQzFCTJJPByey1AfJyYrAjOYzcpH/7Uz0gYpxyHvpRINkypzSO72K89IAz7nE5kA/mMyKltf4wY8rmsytxZHq/LC2RgzdanLKsuC36fvOUsxT/YiNIylrz1aIr72VhOzBgeykxjMIbuMc8X1/RgiLhHvGKWNeR5DItFl+EQ/+JHQYDCQeYK7OeZWyzE1cPOpowWK/YRzTZzk25pdAtQRB2NOybfmlHPg9DZ1lK3AW1ptAUGblUDA+jsaKk7gO5qdBfQPY3uAbqv0X1ADzR6AOihRg8BPdLoEaDHGj0G9ESjJ6BUJ1WpAHROtdRTQNsabYOB29XAADpnWuoZSD2rUgF0zrXUc5B6XqUC6FxoqReAdjTaAbSr0S6gPY32AL3U6CWgVxq9AvRnW8OyY/JrDV8/pt8Xro4TKRCIyQahUVg8LR4NIDZL20NvC6QAAmBLAeB34SngAeAoAEwuthUA/hYtBYB7xY4CwLhiVwHgWbGnALCr2FcAOFUcKABMKg4VAP4URwoAa4pjBYArxYkCwHPiVAFgN9FWAJhJnCkArCLOFQBGEBcKAA+IjgLg+IuuAuDki54C4NCLSwXAeRdXCoCjLsqjLgk85eJakWsAEjIKpgfVdlXHkHiVBjEpEnNVgo2j2TBFMzffj8UdpnjIjbyixIyMxhwYywvT6ZyubBlp4xKOEZ8HvVkiJMHDmAGE5VuihE5xENce09YMAk+pv2AzrDqGZIBGo1z9YJYbO6XFGaA9zMzisAKwOUD+WeSEkPym0c9UWcuQe49ZuF7faP6I338satcatqo8FH00bG4vjFhQLsYtFmtntUZuu3PWHSths69SslozvyvEc4aLdVmjkDVNGdV09P+Ew2p9lax86rPySQhuCEVeovQeGY1UvdSmHvrmWh4yqgqrDK1qc5av5fTMnDkFxPnDurG5S5KGhFecmJyR/4TyTcdZRTsM4Diik0rQLnpghElcKYqOKejogs4cAWLyyfJ+qoliueTAlrFfi6BLSUB4YqaQQV7K5K9BLtJYm67smfeZhIPiGyuabd2Tjy95GOVHVMP8ZIKNXnOj8Xrj1dmr2rut6efUM+tb6zvrhdWw3ljvrD2rbXUt3/rN+t36w/pz6a+lf5YXlp8q6ZOFac431qNr+fm/uFdz9w==</latexit>

⇠ e�⌦(t2phy|!̄�E|2)

<latexit sha1_base64="8nMmsIZisDv1p/hMjDrYYGEU6OM=">AAAOLnichZfZbuM2FIY1022a1u2kveyNUMNAUbSBHUyXmwEmUfbVSbxNIiMgZdomTC2gKHYMQ32H3rYv0acp0Iuit32MUqIdMTxuRzcmz/cfLkf8JQsnjKai2fzzydN33n3v/Q+efbjx0ce1Tz59vvlZL40zHpBuELOYDzBKCaMR6QoqGBkknKAQM9LHM6/gfUl4SuOoI+YJGYZoEtExDZBQob6P45BM0P3zenOrWV4ubLSWjbqzvNr3m7VNfxQHWUgiETCUpnetZiKGC8QFDRjJNzb8LCUJCmZoQhYoTNN5iHO3ESIxTW1WBNexu0yMfxwuaJRkgkSBkig2zpgrYrfYizuinASCzVUDBZyqqd1gijgKhNrx2lkerwuHKtBwzSnLiqpiztKXgmfkGxcxVsbSl5hlZLiYqok5J2OVaQ3G0YyIfKNhBiMkMMXFLA2EMSdyw+ckIj8FcRiiaLTwJQnyhV8sxDfD3o6KFisOEFvs5DbdNeguoIh5BvdsvruiGEPo7Rmpe4DuG3QfDLxfDQygd2CkHgB6aNBDQI8MegTosUGPAT0x6AmgpwY9BfTMoGeAnhv0HNALg16AUl1UpQLQuzRSLwFtG7QNBm5XAwPoXRmpVyD1qkoF0Ls2Uq9B6nWVCqB3Y6TeANoxaAfQrkG7gPYM2gO0b9A+oAODDgB97RpYdWx+a+Dbx/TrwtVJqgQScdWgLI6Kp8WjAeROaXvobYk0QADsagD8LrEGGABPA2ByuacB8Lfc1wC4Vx5oAIwrDzUAnpVHGgC7ymMNgFPliQbApPJUA+BPeaYBsKY81wC4Ul5oADwnLzUAdpNtDYCZ5JUGwCryWgNgBHmjAfCA7GgAjr/sagBOvuxpAA697GsAzrscaACOuiyPuiLwlMtbTW4BSOkkXB5U19cdS4IrDeJKJNeqJJ/Gq2GKZm6/H4s7zMhYWHlFiTmdTAUwFo6y5Zy+allp0xJOkVgH8SoRkvBhzBDC8i1RQq84iI3HdH8Fgaf0X68V1h1LMkKTSa5/CM+tnbLiDLAe4XZxeAH4GqD+CApKaX7XGi50WcuQPyM8+ra5tf0defO2qFtvubryUPTWsL29KOZhuRi/WKy7qLdy11+z7kQLt4c6ZVHfzu8L8ZrhElPWKmTbtowZOvZ/wnG1vkpWPvV5+SQEN4QhnGo9ppOJrpfe1EPfXstDRlVhnWFUbc3yjZyenbOmgCR/WDexd0mziIqKU5tz+p9QvekEr2iHA5zEbF4J2kUPjDBPKkXRsQUdU9BZI0BcPVneLDVxopYcuir2cxH0GQ2pSO0UOspLmfq1yE2WGNOVPfs+02hUfD/Fq61j9fhSh1F9RLXsTybY6G1vtb7fenH1ov5qd/k59cz5wvnS+cppOT84r5wjp+10ncCZOb84vzq/1X6v/VH7q/a3lj59ssz53Hl01f75F1pMaSo=</latexit>

!̄

<latexit sha1_base64="AN6hNtYVujl45CVaDfDsBabFMaE=">AAAONHichZfLbuM2FIY109s0rdtJu+xGqBGgKDqBHUw7sxlgEsW5X+zEdjyJjICUaZsIdSlFsRMY6mt0275E36VAd0W3fYZSoh3RPG5HG5Pn+w8vR/wlCyeMpqLR+OPR4/fe/+DDj558vPbJp7XPPn+6/kU/jTMekF4Qs5gPMEoJoxHpCSoYGSScoBAzcoXvvIJfScJTGkddcZ+QYYgmER3TAAkVGo5vZz6OQzJBz1r57dN6Y7NRXi5sNOeNujO/2rfrtXV/FAdZSCIRMJSmN81GIoYzxAUNGMnX1vwsJQkK7tCEzFCYpvchzt2NEIlparMiuIrdZGL8cjijUZIJEgVKotg4Y66I3WJH7ohyEgh2rxoo4FRN7QZTxFEg1L5XzrK8LhyqwIZrTlnWVZX0Ln0leEa+cxFjZSx9hVlGhrOpmphzMlaZ1mAc3RGRr22YwQgJTHExywbCmBO55nMSkZ+COAxRNJr5kgS5uhFqIb4Z9rZVtFhxgNhsO7fpjkF3AEXMM7hn850FxRhCb9dI3QW0ZdAWGLhVDQygt2ek7gG6b9B9QA8MegDooUEPAT0y6BGgxwY9BvTEoCeAnhr0FNAzg56BUp1VpQLQOzdSzwFtG7QNBm5XAwPodYzUDkjtVKkAehdG6gVIvahSAfQujdRLQLsG7QLaM2gP0L5B+4BeGfQK0IFBB4C+cQ2sOja/NvD1Mv22cHWSKoFEXDUoi6PiabE0gNwubQ+9LZEGCIAdDYDfJdYAA+BpAEwudzUA/pYtDYB75Z4GwLhyXwPgWXmgAbCrPNQAOFUeaQBMKo81AP6UJxoAa8pTDYAr5ZkGwHPyXANgN9nWAJhJdjQAVpEXGgAjyEsNgAdkVwNw/GVPA3DyZV8DcOjllQbgvMuBBuCoy/KoKwJPubzW5BqAlE7C+UF1fd2xJLjSIK5EcqVK8mm8GKZo5vb7sbjDjIyFlVeUmNPJVABj4Sibz+mrlpU2LeEUiVUQLxIhCR/GDCEs3xIl9IqDuLFMWwsIPKX/fS2w7liSEZpMcv1DeG7tlBVngPUJt4vDC8BXAPV3UFBK85vmcKbLWob8O8KjZ43Nre/J23dF3XrT1ZWHoneG7e1FMQ/LxfjFYt1ZvZm7/op1J1q4NdQps/pWfluIVwyXmLJmIduyZczQsf8Tjqv1VbLyqc/LJyG4IQzhVOsxnUx0vfSmHvr2Wh4yqgrrDKNqK5Zv5PTtnBUFJPnDuom9S5pFVFSc2pzT/4TqTSd4Rbsc4CRm95WgXfTACPdJpSg6tqBrCrorBIirJ8vbuSZO1JJDV8V+LoI+oyEVqZ1CR3kpU78WucwSY7qyZ99nGo2Kr6h4sXWsHl/qMKqPqKb9yQQb/a3N5g+bzzvP66935p9TT5yvnK+db5ym88J57Rw4bafnBM6Pzi/Or85vtd9rf9b+qv2tpY8fzXO+dJau2j//Aqj2a5U=</latexit>

f!̄�E

<latexit sha1_base64="8nMmsIZisDv1p/hMjDrYYGEU6OM=">AAAOLnichZfZbuM2FIY1022a1u2kveyNUMNAUbSBHUyXmwEmUfbVSbxNIiMgZdomTC2gKHYMQ32H3rYv0acp0Iuit32MUqIdMTxuRzcmz/cfLkf8JQsnjKai2fzzydN33n3v/Q+efbjx0ce1Tz59vvlZL40zHpBuELOYDzBKCaMR6QoqGBkknKAQM9LHM6/gfUl4SuOoI+YJGYZoEtExDZBQob6P45BM0P3zenOrWV4ubLSWjbqzvNr3m7VNfxQHWUgiETCUpnetZiKGC8QFDRjJNzb8LCUJCmZoQhYoTNN5iHO3ESIxTW1WBNexu0yMfxwuaJRkgkSBkig2zpgrYrfYizuinASCzVUDBZyqqd1gijgKhNrx2lkerwuHKtBwzSnLiqpiztKXgmfkGxcxVsbSl5hlZLiYqok5J2OVaQ3G0YyIfKNhBiMkMMXFLA2EMSdyw+ckIj8FcRiiaLTwJQnyhV8sxDfD3o6KFisOEFvs5DbdNeguoIh5BvdsvruiGEPo7Rmpe4DuG3QfDLxfDQygd2CkHgB6aNBDQI8MegTosUGPAT0x6AmgpwY9BfTMoGeAnhv0HNALg16AUl1UpQLQuzRSLwFtG7QNBm5XAwPoXRmpVyD1qkoF0Ls2Uq9B6nWVCqB3Y6TeANoxaAfQrkG7gPYM2gO0b9A+oAODDgB97RpYdWx+a+Dbx/TrwtVJqgQScdWgLI6Kp8WjAeROaXvobYk0QADsagD8LrEGGABPA2ByuacB8Lfc1wC4Vx5oAIwrDzUAnpVHGgC7ymMNgFPliQbApPJUA+BPeaYBsKY81wC4Ul5oADwnLzUAdpNtDYCZ5JUGwCryWgNgBHmjAfCA7GgAjr/sagBOvuxpAA697GsAzrscaACOuiyPuiLwlMtbTW4BSOkkXB5U19cdS4IrDeJKJNeqJJ/Gq2GKZm6/H4s7zMhYWHlFiTmdTAUwFo6y5Zy+allp0xJOkVgH8SoRkvBhzBDC8i1RQq84iI3HdH8Fgaf0X68V1h1LMkKTSa5/CM+tnbLiDLAe4XZxeAH4GqD+CApKaX7XGi50WcuQPyM8+ra5tf0defO2qFtvubryUPTWsL29KOZhuRi/WKy7qLdy11+z7kQLt4c6ZVHfzu8L8ZrhElPWKmTbtowZOvZ/wnG1vkpWPvV5+SQEN4QhnGo9ppOJrpfe1EPfXstDRlVhnWFUbc3yjZyenbOmgCR/WDexd0mziIqKU5tz+p9QvekEr2iHA5zEbF4J2kUPjDBPKkXRsQUdU9BZI0BcPVneLDVxopYcuir2cxH0GQ2pSO0UOspLmfq1yE2WGNOVPfs+02hUfD/Fq61j9fhSh1F9RLXsTybY6G1vtb7fenH1ov5qd/k59cz5wvnS+cppOT84r5wjp+10ncCZOb84vzq/1X6v/VH7q/a3lj59ssz53Hl01f75F1pMaSo=</latexit>

!̄
<latexit sha1_base64="JN1tWmp3eokyvRsD817HF0U4ZzM=">AAAOOHichZfLbuM2FIY109s0rTtJu+xGqBGg6CWwg+llM8Akyv3qJLaTSWQEpEzbRKgLKIqdwFBfpNv2Jfom3XVXdNsnKCnaEcPjdrQxeb7/8HLEX7JwxmguWq0/njx959333v/g2YdLH33c+OT58sqn/TwteER6UcpSfoVRThhNSE9QwchVxgmKMSOX+C7Q/FISntM06Yr7jAxiNE7oiEZIqNDt8vMQpzEZI//rEMfFbet2udlaa1WXDxvtWaPpza7O7UpjJRymURGTREQM5flNu5WJwRRxQSNGyqWlsMhJhqI7NCZTFOf5fYxLfzVGYpK7TAcXsZtCjH4cTGmSFYIkkZIoNiqYL1Jf78ofUk4iwe5VA0Wcqqn9aII4ioTa+8JZHq8Lxyqw6ttTVrVVZb3LXwpekG98xFgVy19iVpDBdKIm5pyMVKYzGEd3RJRLq3YwQQJTrGdZRRhzIpdCThLyU5TGMUqG01CSqJyGeiGhHQ42VFSvOEJsulG6dNOim4AiFlg8cPnmnGIMYbBlpW4Bum3RbTDwdj0wgMGOlboD6K5FdwHds+geoPsW3Qf0wKIHgB5a9BDQI4seAXps0WNATyx6Akp1UpcKwODUSj0FtGPRDhi4Uw8MYHBmpZ6B1LM6FcDg3Eo9B6nndSqAwYWVegFo16JdQHsW7QHat2gf0EuLXgJ6ZdErQF/7FlYdl19b+Pox/Uq7OsuVQCKuGpSliX5aPBpAblS2h96WyAAEwKYBwO8SG4ABCAwAJpdbBgB/y20DgHvljgHAuHLXAOBZuWcAsKvcNwA4VR4YAEwqDw0A/pRHBgBrymMDgCvliQHAc/LUAGA32TEAmEmeGQCsIs8NAEaQFwYAD8iuAeD4y54B4OTLvgHg0MtLA8B5l1cGgKMuq6OuCDzl8tqQawByOo5nB9UPTceR4FqDuBLJhSrJJ+l8GN0s3fejvsOMjISTp0vM6XgigLFwUszmDFXLSZtUcILEIojniZDED2PGEFZviQoG+iCuPqbbcwg8Zf6CzbHpOJIhGo9L80N46eyU6TPA+oS7xeEa8AVA/SUUlNLypj2YmrJWofCO8OTb1tr6d+TN26J+s+2bykPRW8Pu9pKUx9ViQr1Yf9psl364YN2ZEa4PTMq0uV7eavGC4TJb1taydVfGLB37P+GoXl8tq576vHoSghvCEM6NHtPx2NTLbOqh767lIaOusMmwqrZg+VZO381ZUEBSPqybuLukRUJFzanLOf1PqN50gte0ywHOUnZfCzq6B0a4z2qF7riCri3oLhAgrp4sb2aaNFNLjn0V+1kHQ0ZjKnI3hQ7LSqZ+HXJRZNZ0Vc+9zzQZ6i+pdL51rB5f6jCqj6i2+8kEG/31tfb3ay/OXjRfbc4+p555n3tfeF96be8H75W353W8nhd5hfeL96v3W+P3xp+Nvxp/G+nTJ7Ocz7xHV+OffwEPGWwl</latexit>

!̄ + µ̄0
<latexit sha1_base64="dtarvXYF+rcQgO8BaY6yywvHBQU=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPBi94q2A9IQtlst+3SzSbsToQS+jO8eFDEq7/Gm//GbZuDtj4YeLw3w8y8KJXCoOt+O6W19Y3NrfJ2ZWd3b/+genjUNkmmGW+xRCa6G1HDpVC8hQIl76aa0ziSvBONb2d+54lrIxL1iJOUhzEdKjEQjKKV/CCiOg9UNu25vWrNrbtzkFXiFaQGBZq96lfQT1gWc4VMUmN8z00xzKlGwSSfVoLM8JSyMR1y31JFY27CfH7ylJxZpU8GibalkMzV3xM5jY2ZxJHtjCmOzLI3E//z/AwHN2EuVJohV2yxaJBJggmZ/U/6QnOGcmIJZVrYWwkbUU0Z2pQqNgRv+eVV0r6oe1f1y4fLWuO+iKMMJ3AK5+DBNTTgDprQAgYJPMMrvDnovDjvzseiteQUM8fwB87nD1FGkU8=</latexit>

⌫̄0

<latexit sha1_base64="YurFt7rSa8O4uVzwv5dCdS/XOME=">AAAOMXichZfLbuM2FIY109s0rdtJu+xGqBFgWrSBbUw7sxlgEsW5X5zEdjKJjICUaZsIdQFFsRMI6lN0275En2Z2Rbd9iVKiHTE8bkcbk+f7Dy9H/CULJ4ymotV69+jxBx9+9PEnTz5d+ezzxhdfPl39apjGGQ/IIIhZzC8xSgmjERkIKhi5TDhBIWbkAt96Jb+QhKc0jvriLiGjEE0jOqEBEip0NXnmY8RzUXx387TZWm9Vlwsb7Xmj6cyv3s1qY9Ufx0EWkkgEDKXpdbuViFGOuKABI8XKip+lJEHBLZqSHIVpehfiwl0LkZilNiuDy9h1JiYvRzmNkkyQKFASxSYZc0Xslttxx5STQLA71UABp2pqN5ghjgKhNr10lofrwqEKrLnmlFVRVT1v01eCZ+QHFzFWxdJXmGVklM/UxJyTicq0BuPolohiZc0MRkhgistZ1hDGnMgVn5OI/BLEYYiice5LEhS5Xy7EN8PehoqWKw4QyzcKm24adBNQxDyDezbfXFCMIfS2jNQtQLsG7YKBu/XAAHrbRuo2oDsG3QF016C7gO4ZdA/QfYPuA3pg0ANADw16COiRQY8APTboMSjVcV0qAL0TI/UE0J5Be2DgXj0wgN6pkXoKUk/rVAC9MyP1DKSe1akAeudG6jmgfYP2AR0YdADo0KBDQC8MegHopUEvAX3jGlh1bH5l4KuH9PvS1UmqBBJx1aAsjsqnxYMB5EZle+htiTRAAGxqAPwusQYYAE8DYHK5pQHwt+xqANwrtzUAxpU7GgDPyl0NgF3lngbAqXJfA2BSeaAB8Kc81ABYUx5pAFwpjzUAnpMnGgC7yZ4GwEzyVANgFXmmATCCPNcAeED2NQDHXw40ACdfDjUAh15eaADOu7zUABx1WR11ReApl1eaXAGQ0mk4P6iurzuWBNca9R/DXaTYA/FZvBimbBb2+7G8w4xMhJVXlpjT6UwAY+Eom8/pq5aVNqvgDIllEC8SIQnvxwwhrN4SFfTKg7j2kHYXEHgKxyGZLgrk644lGaPptNA/hBfWTll5BtiQcLs4vAR8CVD/BQWltLhuj3Jd1irk3xIe/dha7/xE3r4v6jbbrq48FL03bG8vinlYLcYvF+vmzXbh+kvWnWhhZ6RT8manuCnFS4ZLTFm7lHVsGTN07P+Ek3p9tax66vPqSQhuCEM41XpMp1NdL72p+769lvuMusI6w6jakuUbOUM7Z0kBSXG/bmLvkmYRFTWnNuf0P6F60wle0z4HOInZXS3olT0wwl1SK8qOLeibgv4SAeLqyfJ2rokTteTQVbFfy6DPaEhFaqfQcVHJ1K9FzrPEmK7q2feZRuPyEypebB2rx5c6jOojqm1/MsHGsLPe/nn9+enz5uvN+efUE+cb51vnmdN2XjivnV2n5wycwImc35zfnT8afzbeNf5q/K2ljx/Nc752HlyNf/4FtPxqNQ==</latexit>

f(t̄)

<latexit sha1_base64="8nMmsIZisDv1p/hMjDrYYGEU6OM=">AAAOLnichZfZbuM2FIY1022a1u2kveyNUMNAUbSBHUyXmwEmUfbVSbxNIiMgZdomTC2gKHYMQ32H3rYv0acp0Iuit32MUqIdMTxuRzcmz/cfLkf8JQsnjKai2fzzydN33n3v/Q+efbjx0ce1Tz59vvlZL40zHpBuELOYDzBKCaMR6QoqGBkknKAQM9LHM6/gfUl4SuOoI+YJGYZoEtExDZBQob6P45BM0P3zenOrWV4ubLSWjbqzvNr3m7VNfxQHWUgiETCUpnetZiKGC8QFDRjJNzb8LCUJCmZoQhYoTNN5iHO3ESIxTW1WBNexu0yMfxwuaJRkgkSBkig2zpgrYrfYizuinASCzVUDBZyqqd1gijgKhNrx2lkerwuHKtBwzSnLiqpiztKXgmfkGxcxVsbSl5hlZLiYqok5J2OVaQ3G0YyIfKNhBiMkMMXFLA2EMSdyw+ckIj8FcRiiaLTwJQnyhV8sxDfD3o6KFisOEFvs5DbdNeguoIh5BvdsvruiGEPo7Rmpe4DuG3QfDLxfDQygd2CkHgB6aNBDQI8MegTosUGPAT0x6AmgpwY9BfTMoGeAnhv0HNALg16AUl1UpQLQuzRSLwFtG7QNBm5XAwPoXRmpVyD1qkoF0Ls2Uq9B6nWVCqB3Y6TeANoxaAfQrkG7gPYM2gO0b9A+oAODDgB97RpYdWx+a+Dbx/TrwtVJqgQScdWgLI6Kp8WjAeROaXvobYk0QADsagD8LrEGGABPA2ByuacB8Lfc1wC4Vx5oAIwrDzUAnpVHGgC7ymMNgFPliQbApPJUA+BPeaYBsKY81wC4Ul5oADwnLzUAdpNtDYCZ5JUGwCryWgNgBHmjAfCA7GgAjr/sagBOvuxpAA697GsAzrscaACOuiyPuiLwlMtbTW4BSOkkXB5U19cdS4IrDeJKJNeqJJ/Gq2GKZm6/H4s7zMhYWHlFiTmdTAUwFo6y5Zy+allp0xJOkVgH8SoRkvBhzBDC8i1RQq84iI3HdH8Fgaf0X68V1h1LMkKTSa5/CM+tnbLiDLAe4XZxeAH4GqD+CApKaX7XGi50WcuQPyM8+ra5tf0defO2qFtvubryUPTWsL29KOZhuRi/WKy7qLdy11+z7kQLt4c6ZVHfzu8L8ZrhElPWKmTbtowZOvZ/wnG1vkpWPvV5+SQEN4QhnGo9ppOJrpfe1EPfXstDRlVhnWFUbc3yjZyenbOmgCR/WDexd0mziIqKU5tz+p9QvekEr2iHA5zEbF4J2kUPjDBPKkXRsQUdU9BZI0BcPVneLDVxopYcuir2cxH0GQ2pSO0UOspLmfq1yE2WGNOVPfs+02hUfD/Fq61j9fhSh1F9RLXsTybY6G1vtb7fenH1ov5qd/k59cz5wvnS+cppOT84r5wjp+10ncCZOb84vzq/1X6v/VH7q/a3lj59ssz53Hl01f75F1pMaSo=</latexit>

!̄

<latexit sha1_base64="YurFt7rSa8O4uVzwv5dCdS/XOME=">AAAOMXichZfLbuM2FIY109s0rdtJu+xGqBFgWrSBbUw7sxlgEsW5X5zEdjKJjICUaZsIdQFFsRMI6lN0275En2Z2Rbd9iVKiHTE8bkcbk+f7Dy9H/CULJ4ymotV69+jxBx9+9PEnTz5d+ezzxhdfPl39apjGGQ/IIIhZzC8xSgmjERkIKhi5TDhBIWbkAt96Jb+QhKc0jvriLiGjEE0jOqEBEip0NXnmY8RzUXx387TZWm9Vlwsb7Xmj6cyv3s1qY9Ufx0EWkkgEDKXpdbuViFGOuKABI8XKip+lJEHBLZqSHIVpehfiwl0LkZilNiuDy9h1JiYvRzmNkkyQKFASxSYZc0Xslttxx5STQLA71UABp2pqN5ghjgKhNr10lofrwqEKrLnmlFVRVT1v01eCZ+QHFzFWxdJXmGVklM/UxJyTicq0BuPolohiZc0MRkhgistZ1hDGnMgVn5OI/BLEYYiice5LEhS5Xy7EN8PehoqWKw4QyzcKm24adBNQxDyDezbfXFCMIfS2jNQtQLsG7YKBu/XAAHrbRuo2oDsG3QF016C7gO4ZdA/QfYPuA3pg0ANADw16COiRQY8APTboMSjVcV0qAL0TI/UE0J5Be2DgXj0wgN6pkXoKUk/rVAC9MyP1DKSe1akAeudG6jmgfYP2AR0YdADo0KBDQC8MegHopUEvAX3jGlh1bH5l4KuH9PvS1UmqBBJx1aAsjsqnxYMB5EZle+htiTRAAGxqAPwusQYYAE8DYHK5pQHwt+xqANwrtzUAxpU7GgDPyl0NgF3lngbAqXJfA2BSeaAB8Kc81ABYUx5pAFwpjzUAnpMnGgC7yZ4GwEzyVANgFXmmATCCPNcAeED2NQDHXw40ACdfDjUAh15eaADOu7zUABx1WR11ReApl1eaXAGQ0mk4P6iurzuWBNca9R/DXaTYA/FZvBimbBb2+7G8w4xMhJVXlpjT6UwAY+Eom8/pq5aVNqvgDIllEC8SIQnvxwwhrN4SFfTKg7j2kHYXEHgKxyGZLgrk644lGaPptNA/hBfWTll5BtiQcLs4vAR8CVD/BQWltLhuj3Jd1irk3xIe/dha7/xE3r4v6jbbrq48FL03bG8vinlYLcYvF+vmzXbh+kvWnWhhZ6RT8manuCnFS4ZLTFm7lHVsGTN07P+Ek3p9tax66vPqSQhuCEM41XpMp1NdL72p+769lvuMusI6w6jakuUbOUM7Z0kBSXG/bmLvkmYRFTWnNuf0P6F60wle0z4HOInZXS3olT0wwl1SK8qOLeibgv4SAeLqyfJ2rokTteTQVbFfy6DPaEhFaqfQcVHJ1K9FzrPEmK7q2feZRuPyEypebB2rx5c6jOojqm1/MsHGsLPe/nn9+enz5uvN+efUE+cb51vnmdN2XjivnV2n5wycwImc35zfnT8afzbeNf5q/K2ljx/Nc752HlyNf/4FtPxqNQ==</latexit>

f(t̄)

<latexit sha1_base64="J4hS5wfaPO6eO/TG2lgsuopfS8Q=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrUNqaXzQCTKPerk9hOmsgISJm2iVAXUBQ7gaG+QbftS/Rpuht02wcpKdoRw+N2tDF5vv/wcsRfsnDGaC5arTdPnr7z7nvvf/Dsw5WPPm588unz1c8GeVrwiPSjlKX8CqOcMJqQvqCCkauMExRjRi7xXaD5pSQ8p2nSE/cZGcZoktAxjZBQoYved53b583Wequ6fNhozxtNb351b1cbq+EojYqYJCJiKM9v2q1MDGeICxoxUq6shEVOMhTdoQmZoTjP72Nc+msxEtPcZTq4jN0UYvzTcEaTrBAkiZREsXHBfJH6eh/+iHISCXavGijiVE3tR1PEUSTUbpfO8nhdOFaBNd+esqqmKuRd/lLwgnzjI8aqWP4Ss4IMZ1M1MedkrDKdwTi6I6JcWbODCRKYYj3LGsKYE7kScpKQX6I0jlEymoWSROUs1AsJ7XCwoaJ6xRFis43SpZsW3QQUscDigcs3FxRjCIMtK3UL0G2LboOBt+uBAQx2rNQdQHctugvonkX3AN236D6gBxY9APTQooeAHln0CNBjix4DemLRE1Cqk7pUAAanVuopoF2LdsHA3XpgAIMzK/UMpJ7VqQAG51bqOUg9r1MBDC6s1AtAexbtAdq3aB/QgUUHgF5a9BLQK4teAfqzb2HVcfm1ha8f06+1q7NcCSTiqkFZmuinxaMB5EZle+htiQxAAGwaAPwusQEYgMAAYHK5ZQDwt9w2ALhX7hgAjCt3DQCelXsGALvKfQOAU+WBAcCk8tAA4E95ZACwpjw2ALhSnhgAPCdPDQB2k10DgJnkmQHAKvLcAGAEeWEA8IDsGQCOv+wbAE6+HBgADr28NACcd3llADjqsjrqisBTLq8NuQYgp5N4flD90HQcCa41iCuRXKqSfJouhtHN0n0/6jvMyFg4ebrEnE6mAhgLJ8V8zlC1nLRpBadILIN4kQhJ/DBmDGH1lqhgoA/i2mO6vYDAUziNyWRRoNB0HMkITSal+SG8dHbK9BlgA8Ld4nAN+BKg/gQKSml50x7OTFmrUHhHePJta73zPXn9tqjfbPum8lD01rC7vSTlcbWYUC/WnzXbpR8uWXdmhJ2hSZk1O+WtFi8ZLrNlbS3ruDJm6dj/Ccf1+mpZ9dTn1ZMQ3BCGcG70mE4mpl5mUw99dy0PGXWFTYZVtSXLt3IGbs6SApLyYd3E3SUtEipqTl3O6X9C9aYTvKY9DnCWsvta0NU9MMJ9Vit0xxX0bEFviQBx9WR5PdekmVpy7KvYrzoYMhpTkbspdFRWMvXrkIsis6areu59pslIfzuli61j9fhSh1F9RLXdTybYGHTW2z+svzh70Xy1Of+ceuZ94X3pfeW1vR+9V96e1/X6XuRNvN+8370/Gn82/mq8afxtpE+fzHM+9x5djX/+BQy2ZvA=</latexit>

T/2

<latexit sha1_base64="oih6/ecb/Lc1aIPKOrXOBmgPQxY=">AAAOOXichZfLbuM2FIY109vUrdukXXYj1AgwLdrADqaXzQCTKPerk9hOJpERkDJtE6YuoCh2AkF9km7bl+iTdNld0W1foJRoRwyP29HG5Pn+w8sRf8nCCaOpaLf/ePL0nXffe/+DZx82Pvq4+cmnK6ufDdI44wHpBzGL+TVGKWE0In1BBSPXCScoxIxc4ZlX8itJeErjqCfuEzIM0SSiYxogoUJ3Kyu+d/bcH3MU5J0i7xVf3a202uvt6nJhozNvtJz51b1bba76ozjIQhKJgKE0ve20EzHMERc0YKRoNPwsJQkKZmhCchSm6X2IC3ctRGKa2qwMLmO3mRj/OMxplGSCRIGSKDbOmCtit9yWO6KcBILdqwYKOFVTu8EUqW0JtfmlszxeFw5VYM01p6yKq+o6S18KnpFvXMRYFUtfYpaRYT5VE3NOxirTGoyjGRFFY80MRkhgistZ1hDGnMiGz0lEfgriMETRKPclCYrcLxfim2FvU0XLFQeI5ZuFTbcMugUoYp7BPZtvLSjGEHrbRuo2oDsG3QED79QDA+jtGqm7gO4ZdA/QfYPuA3pg0ANADw16COiRQY8APTboMaAnBj0B9NSgp6BUp3WpAPTOjNQzQLsG7YKBu/XAAHrnRuo5SD2vUwH0LozUC5B6UacC6F0aqZeA9gzaA7Rv0D6gA4MOAL0y6BWg1wa9BvS1a2DVsfmNgW8e069LVyepEkjEVYOyOCqfFo8GkJuV7aG3JdIAAbClAfC7xBpgADwNgMnltgbA33JHA+BeuasBMK7c0wB4Vu5rAOwqDzQATpWHGgCTyiMNgD/lsQbAmvJEA+BKeaoB8Jw80wDYTXY1AGaS5xoAq8gLDYAR5KUGwAOypwE4/rKvATj5cqABOPTySgNw3uW1BuCoy+qoKwJPubzR5AaAlE7C+UF1fd2xJLjWIK5EcqlK8mm8GKZsFvb7sbzDjIyFlVeWmNPJVABj4Sibz+mrlpU2reAUiWUQLxIhCR/GDCGs3hIV9MqDuPaY7iwg8BSOQzJZFMjXHUsyQpNJoX8IL6ydsvIMsAHhdnF4CfgSoP4TCkppcdsZ5rqsVcifER59217f+I68eVvUbXVcXXkoemvY3l4U87BajF8u1s1bncL1l6w70cKNoU7JWxvFXSleMlxiyjqlbMOWMUPH/k84rtdXy6qnPq+ehOCGMIRTrcd0MtH10pt66NtrecioK6wzjKotWb6RM7BzlhSQFA/rJvYuaRZRUXNqc07/E6o3neA17XGAk5jd14Ju2QMj3Ce1ouzYgp4p6C0RIK6eLG/mmjhRSw5dFfu5DPqMhlSkdgodFZVM/VrkMkuM6aqefZ9pNCo/peLF1rF6fKnDqD6iOvYnE2wMNtY736+/OH/RerU1/5x65nzhfOk8dzrOD84rZ9/pOn0ncKTzi/Or81vz9+afzb+af2vp0yfznM+dR1fzn38BBHtsmg==</latexit>

O(
1

T
)

<latexit sha1_base64="2icggz2WPJ34ndHusq0JS+7oF10=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerk9iOJ5ERkDJtE6EuoCh2AkN9g27bl+jTdDfotg9SUrQjhsftaGPyfP/h5Yi/ZOGM0Vy0Wm+fPH3v/Q8+/OjZxyuffNr47PPnq1/087TgEelFKUv5AKOcMJqQnqCCkUHGCYoxI1f4LtD8ShKe0zTpivuMDGM0SeiYRkio0KW4bd0+b7bWW9Xlw0Z73mh686tzu9pYDUdpVMQkERFDeX7TbmViOENc0IiRcmUlLHKSoegOTcgMxXl+H+PSX4uRmOYu08Fl7KYQ45+HM5pkhSBJpCSKjQvmi9TX+/BHlJNIsHvVQBGnamo/miKOIqF2u3SWx+vCsQqs+faUVTVVIe/yl4IX5DsfMVbF8peYFWQ4m6qJOSdjlekMxtEdEeXKmh1MkMAU61nWEMacyJWQk4T8EqVxjJLRLJQkKmehXkhoh4NNFdUrjhCbbZYu3bLoFqCIBRYPXL61oBhDGGxbqduA7lh0Bwy8Uw8MYLBrpe4CumfRPUD3LboP6IFFDwA9tOghoEcWPQL02KLHgJ5Y9ATQU4ueglKd1qUCMDizUs8A7Vi0Awbu1AMDGJxbqecg9bxOBTC4sFIvQOpFnQpgcGmlXgLatWgX0J5Fe4D2LdoH9MqiV4AOLDoA9LVvYdVx+bWFrx/Tb7Wrs1wJJOKqQVma6KfFowHkZmV76G2JDEAAbBkA/C6xARiAwABgcrltAPC33DEAuFfuGgCMK/cMAJ6V+wYAu8oDA4BT5aEBwKTyyADgT3lsALCmPDEAuFKeGgA8J88MAHaTHQOAmeS5AcAq8sIAYAR5aQDwgOwaAI6/7BkATr7sGwAOvbwyAJx3OTAAHHVZHXVF4CmX14ZcA5DTSTw/qH5oOo4E1xrElUguVUk+TRfD6Gbpvh/1HWZkLJw8XWJOJ1MBjIWTYj5nqFpO2rSCUySWQbxIhCR+GDOGsHpLVDDQB3HtMd1ZQOApnMZksihQaDqOZIQmk9L8EF46O2X6DLA+4W5xuAZ8CVB/AgWltLxpD2emrFUovCM8+b61vvEDefOuqN9s+6byUPTOsLu9JOVxtZhQL9afNdulHy5Zd2aEG0OTMmtulLdavGS4zJa1tWzDlTFLx/5POK7XV8uqpz6vnoTghjCEc6PHdDIx9TKbeui7a3nIqCtsMqyqLVm+ldN3c5YUkJQP6ybuLmmRUFFz6nJO/xOqN53gNe1ygLOU3deCju6BEe6zWqE7rqBrC7pLBIirJ8ubuSbN1JJjX8V+1cGQ0ZiK3E2ho7KSqV+HXBaZNV3Vc+8zTUb62yldbB2rx5c6jOojqu1+MsFGf2O9/eP6i/MXzVdb88+pZ95X3tfeN17b+8l75e17Ha/nRd7E+8373fuj8Wfjr8bbxt9G+vTJPOdL79HV+OdfPxpnPg==</latexit>

t0

<latexit sha1_base64="J4hS5wfaPO6eO/TG2lgsuopfS8Q=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrUNqaXzQCTKPerk9hOmsgISJm2iVAXUBQ7gaG+QbftS/Rpuht02wcpKdoRw+N2tDF5vv/wcsRfsnDGaC5arTdPnr7z7nvvf/Dsw5WPPm588unz1c8GeVrwiPSjlKX8CqOcMJqQvqCCkauMExRjRi7xXaD5pSQ8p2nSE/cZGcZoktAxjZBQoYved53b583Wequ6fNhozxtNb351b1cbq+EojYqYJCJiKM9v2q1MDGeICxoxUq6shEVOMhTdoQmZoTjP72Nc+msxEtPcZTq4jN0UYvzTcEaTrBAkiZREsXHBfJH6eh/+iHISCXavGijiVE3tR1PEUSTUbpfO8nhdOFaBNd+esqqmKuRd/lLwgnzjI8aqWP4Ss4IMZ1M1MedkrDKdwTi6I6JcWbODCRKYYj3LGsKYE7kScpKQX6I0jlEymoWSROUs1AsJ7XCwoaJ6xRFis43SpZsW3QQUscDigcs3FxRjCIMtK3UL0G2LboOBt+uBAQx2rNQdQHctugvonkX3AN236D6gBxY9APTQooeAHln0CNBjix4DemLRE1Cqk7pUAAanVuopoF2LdsHA3XpgAIMzK/UMpJ7VqQAG51bqOUg9r1MBDC6s1AtAexbtAdq3aB/QgUUHgF5a9BLQK4teAfqzb2HVcfm1ha8f06+1q7NcCSTiqkFZmuinxaMB5EZle+htiQxAAGwaAPwusQEYgMAAYHK5ZQDwt9w2ALhX7hgAjCt3DQCelXsGALvKfQOAU+WBAcCk8tAA4E95ZACwpjw2ALhSnhgAPCdPDQB2k10DgJnkmQHAKvLcAGAEeWEA8IDsGQCOv+wbAE6+HBgADr28NACcd3llADjqsjrqisBTLq8NuQYgp5N4flD90HQcCa41iCuRXKqSfJouhtHN0n0/6jvMyFg4ebrEnE6mAhgLJ8V8zlC1nLRpBadILIN4kQhJ/DBmDGH1lqhgoA/i2mO6vYDAUziNyWRRoNB0HMkITSal+SG8dHbK9BlgA8Ld4nAN+BKg/gQKSml50x7OTFmrUHhHePJta73zPXn9tqjfbPum8lD01rC7vSTlcbWYUC/WnzXbpR8uWXdmhJ2hSZk1O+WtFi8ZLrNlbS3ruDJm6dj/Ccf1+mpZ9dTn1ZMQ3BCGcG70mE4mpl5mUw99dy0PGXWFTYZVtSXLt3IGbs6SApLyYd3E3SUtEipqTl3O6X9C9aYTvKY9DnCWsvta0NU9MMJ9Vit0xxX0bEFviQBx9WR5PdekmVpy7KvYrzoYMhpTkbspdFRWMvXrkIsis6areu59pslIfzuli61j9fhSh1F9RLXdTybYGHTW2z+svzh70Xy1Of+ceuZ94X3pfeW1vR+9V96e1/X6XuRNvN+8370/Gn82/mq8afxtpE+fzHM+9x5djX/+BQy2ZvA=</latexit>

T/2

<latexit sha1_base64="2icggz2WPJ34ndHusq0JS+7oF10=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerk9iOJ5ERkDJtE6EuoCh2AkN9g27bl+jTdDfotg9SUrQjhsftaGPyfP/h5Yi/ZOGM0Vy0Wm+fPH3v/Q8+/OjZxyuffNr47PPnq1/087TgEelFKUv5AKOcMJqQnqCCkUHGCYoxI1f4LtD8ShKe0zTpivuMDGM0SeiYRkio0KW4bd0+b7bWW9Xlw0Z73mh686tzu9pYDUdpVMQkERFDeX7TbmViOENc0IiRcmUlLHKSoegOTcgMxXl+H+PSX4uRmOYu08Fl7KYQ45+HM5pkhSBJpCSKjQvmi9TX+/BHlJNIsHvVQBGnamo/miKOIqF2u3SWx+vCsQqs+faUVTVVIe/yl4IX5DsfMVbF8peYFWQ4m6qJOSdjlekMxtEdEeXKmh1MkMAU61nWEMacyJWQk4T8EqVxjJLRLJQkKmehXkhoh4NNFdUrjhCbbZYu3bLoFqCIBRYPXL61oBhDGGxbqduA7lh0Bwy8Uw8MYLBrpe4CumfRPUD3LboP6IFFDwA9tOghoEcWPQL02KLHgJ5Y9ATQU4ueglKd1qUCMDizUs8A7Vi0Awbu1AMDGJxbqecg9bxOBTC4sFIvQOpFnQpgcGmlXgLatWgX0J5Fe4D2LdoH9MqiV4AOLDoA9LVvYdVx+bWFrx/Tb7Wrs1wJJOKqQVma6KfFowHkZmV76G2JDEAAbBkA/C6xARiAwABgcrltAPC33DEAuFfuGgCMK/cMAJ6V+wYAu8oDA4BT5aEBwKTyyADgT3lsALCmPDEAuFKeGgA8J88MAHaTHQOAmeS5AcAq8sIAYAR5aQDwgOwaAI6/7BkATr7sGwAOvbwyAJx3OTAAHHVZHXVF4CmX14ZcA5DTSTw/qH5oOo4E1xrElUguVUk+TRfD6Gbpvh/1HWZkLJw8XWJOJ1MBjIWTYj5nqFpO2rSCUySWQbxIhCR+GDOGsHpLVDDQB3HtMd1ZQOApnMZksihQaDqOZIQmk9L8EF46O2X6DLA+4W5xuAZ8CVB/AgWltLxpD2emrFUovCM8+b61vvEDefOuqN9s+6byUPTOsLu9JOVxtZhQL9afNdulHy5Zd2aEG0OTMmtulLdavGS4zJa1tWzDlTFLx/5POK7XV8uqpz6vnoTghjCEc6PHdDIx9TKbeui7a3nIqCtsMqyqLVm+ldN3c5YUkJQP6ybuLmmRUFFz6nJO/xOqN53gNe1ygLOU3deCju6BEe6zWqE7rqBrC7pLBIirJ8ubuSbN1JJjX8V+1cGQ0ZiK3E2ho7KSqV+HXBaZNV3Vc+8zTUb62yldbB2rx5c6jOojqu1+MsFGf2O9/eP6i/MXzVdb88+pZ95X3tfeN17b+8l75e17Ha/nRd7E+8373fuj8Wfjr8bbxt9G+vTJPOdL79HV+OdfPxpnPg==</latexit>

t0

<latexit sha1_base64="IM9PC3FYWJueGLfA5IAUZsk3R9c=">AAAOM3ichZfZbuM2FIY1022a1u2kveyNUCNA0SWwg+lyM8Akyr46iZc0kRGQMm0ToRZQFDuBoT5Gb9uX6MMUvSt623coKdoRw+N2dGPyfP/hcsRfsnDGaC5arT+ePH3r7Xfefe/Z+ysffNj46OPnq5/087TgEelFKUv5FUY5YTQhPUEFI1cZJyjGjAzwXaD5QBKe0zTpivuMDGM0SeiYRkioUBjiNCYT9FWI4+L2ebO13qouHzba80bTm1+d29XGajhKoyImiYgYyvObdisTwxnigkaMlCsrYZGTDEV3aEJmKM7z+xiX/lqMxDR3mQ4uYzeFGP8wnNEkKwRJIiVRbFwwX6S+3pA/opxEgt2rBoo4VVP70RRxFAm17aWzPF4XjlVgzbenrMqqKnqXvxS8IF/7iLEqlr/ErCDD2VRNzDkZq0xnMI7uiChX1uxgggSmWM+yhjDmRK6EnCTkpyiNY5SMZqEkUTkL9UJCOxxsqqhecYTYbLN06ZZFtwBFLLB44PKtBcUYwmDbSt0GdMeiO2DgnXpgAINdK3UX0D2L7gG6b9F9QA8segDooUUPAT2y6BGgxxY9BvTEoieAnlr0FJTqtC4VgMGZlXoGaMeiHTBwpx4YwODcSj0Hqed1KoDBhZV6AVIv6lQAg0sr9RLQrkW7gPYs2gO0b9E+oAOLDgC9sugVoD/6FlYdl19b+Pox/VK7OsuVQCKuGpSliX5aPBpAbla2h96WyAAEwJYBwO8SG4ABCAwAJpfbBgB/yx0DgHvlrgHAuHLPAOBZuW8AsKs8MAA4VR4aAEwqjwwA/pTHBgBryhMDgCvlqQHAc/LMAGA32TEAmEmeGwCsIi8MAEaQlwYAD8iuAeD4y54B4OTLvgHg0MuBAeC8yysDwFGX1VFXBJ5yeW3INQA5ncTzg+qHpuNIcK1BXInkUpXk03QxjG6W7vtR32FGxsLJ0yXmdDIVwFg4KeZzhqrlpE0rOEViGcSLREjihzFjCKu3RAUDfRDXHtOdBQSeMv+/Fth0HMkITSal+SG8dHbK9BlgfcLd4nAN+BKg/g0KSml50x7OTFmrUHhHePJNa33jW/L6TVG/2fZN5aHojWF3e0nK42oxoV6sP2u2Sz9csu7MCDeGJmXW3ChvtXjJcJkta2vZhitjlo79n3Bcr6+WVU99Xj0JwQ1hCOdGj+lkYuplNvXQd9fykFFX2GRYVVuyfCun7+YsKSApH9ZN3F3SIqGi5tTlnP4nVG86wWva5QBnKbuvBR3dAyPcZ7VCd1xB1xZ0lwgQV0+W13NNmqklx76K/ayDIaMxFbmbQkdlJVO/DrksMmu6qufeZ5qM9EdUutg6Vo8vdRjVR1Tb/WSCjf7Gevu79RfnL5qvtuafU8+8z7zPvS+8tve998rb9zpez4u8zPvF+9X7rfF748/GX42/jfTpk3nOp96jq/HPvxEWayc=</latexit>

!̄ + µ̄

<latexit sha1_base64="q+5rjnFmNbj9VST23/QMT1xz210=">AAAOKHichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerndhOJpERkDJtE6EuoCh2AkN9gW7bl+jTdFfMtk9SUrQjhsftaGPyfP/h5Yi/ZOGM0Vy0Wm+fPH3v/Q8+/OjZxyuffNr47PPnq18M8rTgEelHKUv5FUY5YTQhfUEFI1cZJyjGjFziu0DzS0l4TtOkJ+4zMozRJKFjGiGhQl1x+7zZWm9Vlw8b7Xmj6c2vzu1qYzUcpVERk0REDOX5TbuVieEMcUEjRsqVlbDISYaiOzQhMxTn+X2MS38tRmKau0wHl7GbQox/Hs5okhWCJJGSKDYumC9SX+/CH1FOIsHuVQNFnKqp/WiKOIqE2uvSWR6vC8cqsObbU1a1VGW8y18KXpDvfMRYFctfYlaQ4WyqJuacjFWmMxhHd0SUK2t2MEECU6xnWUMYcyJXQk4S8kuUxjFKRrNQkqichXohoR0ONlVUrzhCbLZZunTLoluAIhZYPHD51oJiDGGwbaVuA7pj0R0w8E49MIDBrpW6C+ieRfcA3bfoPqAHFj0A9NCih4AeWfQI0GOLHgN6YtETQE8tegpKdVqXCsDgzEo9A7Rj0Q4YuFMPDGDQtVK7ILVbpwIYnFup5yD1vE4FMLiwUi8A7Vm0B2jfon1ABxYdAHpp0UtAryx6Behr38Kq4/JrC18/pt9qV2e5EkjEVYOyNNFPi0cDyM3K9tDbEhmAANgyAPhdYgMwAIEBwORy2wDgb7ljAHCv3DUAGFfuGQA8K/cNAHaVBwYAp8pDA4BJ5ZEBwJ/y2ABgTXliAHClPDUAeE6eGQDsJjsGADPJrgHAKvLcAGAEeWEA8IDsGQCOv+wbAE6+HBgADr28NACcd3llADjqsjrqisBTLq8NuQYgp5N4flD90HQcCa41iCuRXKqSfJouhtHN0n0/6jvMyFg4ebrEnE6mAhgLJ8V8zlC1nLRpBadILIN4kQhJ/DBmDGH1lqhgoA/i2mO6s4DAUziNyWRRoNB0HMkITSal+SG8dHbK9BlgA8Ld4nAN+BKg/gIKSml50x7OTFmrUHhHePJ9a33jB/LmXVG/2fZN5aHonWF3e0nK42oxoV6sP2u2Sz9csu7MCDeGJmXW3ChvtXjJcJkta2vZhitjlo79n3Bcr6+WVU99Xj0JwQ1hCOdGj+lkYuplNvXQd9fykFFX2GRYVVuyfCtn4OYsKSApH9ZN3F3SIqGi5tTlnP4nVG86wWva4wBnKbuvBR3dAyPcZ7VCd1xBzxb0lggQV0+WN3NNmqklx76K/aqDIaMxFbmbQkdlJVO/DrkoMmu6qufeZ5qM9JdTutg6Vo8vdRjVR1Tb/WSCjcHGevvH9RfdF81XW/PPqWfeV97X3jde2/vJe+Xtex2v70Ue8X7zfvf+aPzZ+Kvxd+OtkT59Ms/50nt0Nf75FyqVZps=</latexit>

t

<latexit sha1_base64="q+5rjnFmNbj9VST23/QMT1xz210=">AAAOKHichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerndhOJpERkDJtE6EuoCh2AkN9gW7bl+jTdFfMtk9SUrQjhsftaGPyfP/h5Yi/ZOGM0Vy0Wm+fPH3v/Q8+/OjZxyuffNr47PPnq18M8rTgEelHKUv5FUY5YTQhfUEFI1cZJyjGjFziu0DzS0l4TtOkJ+4zMozRJKFjGiGhQl1x+7zZWm9Vlw8b7Xmj6c2vzu1qYzUcpVERk0REDOX5TbuVieEMcUEjRsqVlbDISYaiOzQhMxTn+X2MS38tRmKau0wHl7GbQox/Hs5okhWCJJGSKDYumC9SX+/CH1FOIsHuVQNFnKqp/WiKOIqE2uvSWR6vC8cqsObbU1a1VGW8y18KXpDvfMRYFctfYlaQ4WyqJuacjFWmMxhHd0SUK2t2MEECU6xnWUMYcyJXQk4S8kuUxjFKRrNQkqichXohoR0ONlVUrzhCbLZZunTLoluAIhZYPHD51oJiDGGwbaVuA7pj0R0w8E49MIDBrpW6C+ieRfcA3bfoPqAHFj0A9NCih4AeWfQI0GOLHgN6YtETQE8tegpKdVqXCsDgzEo9A7Rj0Q4YuFMPDGDQtVK7ILVbpwIYnFup5yD1vE4FMLiwUi8A7Vm0B2jfon1ABxYdAHpp0UtAryx6Behr38Kq4/JrC18/pt9qV2e5EkjEVYOyNNFPi0cDyM3K9tDbEhmAANgyAPhdYgMwAIEBwORy2wDgb7ljAHCv3DUAGFfuGQA8K/cNAHaVBwYAp8pDA4BJ5ZEBwJ/y2ABgTXliAHClPDUAeE6eGQDsJjsGADPJrgHAKvLcAGAEeWEA8IDsGQCOv+wbAE6+HBgADr28NACcd3llADjqsjrqisBTLq8NuQYgp5N4flD90HQcCa41iCuRXKqSfJouhtHN0n0/6jvMyFg4ebrEnE6mAhgLJ8V8zlC1nLRpBadILIN4kQhJ/DBmDGH1lqhgoA/i2mO6s4DAUziNyWRRoNB0HMkITSal+SG8dHbK9BlgA8Ld4nAN+BKg/gIKSml50x7OTFmrUHhHePJ9a33jB/LmXVG/2fZN5aHonWF3e0nK42oxoV6sP2u2Sz9csu7MCDeGJmXW3ChvtXjJcJkta2vZhitjlo79n3Bcr6+WVU99Xj0JwQ1hCOdGj+lkYuplNvXQd9fykFFX2GRYVVuyfCtn4OYsKSApH9ZN3F3SIqGi5tTlnP4nVG86wWva4wBnKbuvBR3dAyPcZ7VCd1xBzxb0lggQV0+WN3NNmqklx76K/aqDIaMxFbmbQkdlJVO/DrkoMmu6qufeZ5qM9JdTutg6Vo8vdRjVR1Tb/WSCjcHGevvH9RfdF81XW/PPqWfeV97X3jde2/vJe+Xtex2v70Ue8X7zfvf+aPzZ+Kvxd+OtkT59Ms/50nt0Nf75FyqVZps=</latexit>

t

<latexit sha1_base64="ivVOOxcOoeGzsE3VCRcrwKvsQNo=">AAAOUnichZfZbuM2FIaVmS7TdJIm7WVvhBoBZoomsI3pcjPAJMq+OomXNJETUDJtE6EWUBQ7gaG+Qp+mt+1L9Kav0quSoh0xPG7HNybP9x8uR/y1BCklGa/X/1549vyjjz/59MVni5+/XFr+YmX1y26W5CzEnTChCbsKUIYpiXGHE07xVcowigKKe8G9p3hPYJaRJG7zhxT3IzSKyZCEiMvQ3cprPyORj28n6/5ZhEfoVfu26VMUZBM/SFRg3Y/z4rb5urhbqdU36uXPhY3GtFFzpr/W3erSqj9IwjzCMQ8pyrKbRj3l/QlinIQUF4uLfp7hFIX3aIQnKMqyhygo3LUI8XFmMxWcx25yPvypPyFxmnMch1Ii2TCnLk9ctV93QBgOOX2QDRQyIqd2wzFiKOSyKnNnebquIJKBNdecsqy6LPh99pazHH/nIkrLWPY2oDnuT8ZyYsbwUGZagzF0j3mxuGYGY8QDEqhZ1lAQMCwWfYZj/EuYRBGKBxNf4LCQl0MuxDfD3qaMqhWHiE42C5tuGXQLUEQ9g3s235rRIIDQ2zZStwHdMegOGHinGhhAb9dI3QV0z6B7gO4bdB/QA4MeAHpo0ENAjwx6BOixQY8BPTHoCaCnBj0FpTqtSgWgd2akngHaMmgLDNyqBgbQOzdSz0HqeZUKoHdhpF6A1IsqFUDv0ki9BLRt0DagHYN2AO0atAtoz6A9QK8MegXoz66BZcfm1wa+fkq/Va5OMykQiMkGoUms7hZPBhCbpe2htwXSAAGwpQHwuwg0CADwNAAmF9saAH+LHQ2Ae8WuBsC4Yk8D4FmxrwGwqzjQADhVHGoATCqONAD+FMcaAGuKEw2AK8WpBsBz4kwDYDfR0gCYSZxrAKwiLjQARhCXGgAPiLYG4PiLjgbg5IuuBuDQi54G4LyLKw3AURflUZcEnnJxrck1ABkZRdOD6vq6Y0mCSoOYFIm5KsHGyWwY1Szs56O6whQPuZWnSszIaMyBsQL5SqPnVC83Vtq4hGPE58FglghJ9DhmBGH5lCihpw7i2lO6M4PAU/odbIZ1x5IM0GhU6D/MCmunVJ0B2sXMLg5TgM0B8mWRE0KKm0Z/ostahvx7zOL1+kbze/z+Q1G31nB15aHog2F7e3HConIxvlqsO6k1Ctefs+5UC5t9nTKpNYs7JZ4zXGrKGkrWtGXU0NH/Ew6r9VWy8q7PyjshuCDq3VrrAzIa6XrpTT327bU8ZlQV1hlG1eYs38jp2jlzCoiLx3Vje5ckjwmvOLE5I/8J5ZOOs4q2GcBpQh8qQUv1wAgPaaVQHVvQNgXtOQLE5J3l/VSTpHLJkStjv6qgT0lEeGankEFRyuS/RS7z1Jiu7NnXmcQD9Y2VzLYeyNuXPIzyI6phfzLBRre50fhh4835m9q7renn1Avna+cb55XTcH503jn7TsvpOKHzm/O784fz59JfS/8sLyw/19JnC9Ocr5wnv+WX/wKNRXQH</latexit>

⇠ e�⌦(T 2|!̄�⌫|2)

<latexit sha1_base64="rlS27gFwpbYGVT7p1Jn6nby4d5U=">AAAOPXichZfLciM1FIZ7htsQMCTAjk0XrlQNFJOyU8NlM1WTdK6Tm5PYTkjalZLasq2K+lJqtZjgap6FLbwEz8EDsKPYskVq2WlFxzC9sXS+/+hyrL8vOGM0F63WH48ev/X2O+++9+T9pQ8+bHz08fLKJ/08LXhEelHKUn6JUU4YTUhPUMHIZcYJijEjF/g20PxCEp7TNOmKu4wMYjRO6IhGSKjQzfJn4QSJ6ah8GuI0JmP0LEyKL2+Wm621VnX5sNGeNZre7OrcrDRWwmEaFTFJRMRQnl+3W5kYTBEXNGKkXFoKi5xkKLpFYzJFcZ7fxbj0V2MkJrnLdHARuy7E6PvBlCZZIUgSKYlio4L5IvX11vwh5SQS7E41UMSpmtqPJoijSKgCLJzl4bpwrAKrvj1lVWBV29v8heAF+dpHjFWx/AVmBRlMJ2pizslIZTqDcXRLRLm0agcTJDDFepZVhDEncinkJCE/Rmkco2Q4DSWJymmoFxLa4WBDRfWKI8SmG6VLNy26CShigcUDl2/OKcYQBltW6hag2xbdBgNv1wMDGOxYqTuA7lp0F9A9i+4Bum/RfUBfWfQVoAcWPQD00KKHgB5Z9AjQY4seg1Id16UCMDixUk8A7Vi0Awbu1AMDGJxaqacg9bROBTA4s1LPQOpZnQpgcG6lngPatWgX0J5Fe4D2LdoH9MKiF4BeWvQS0B98C6uOy68sfPWQfqVdneVKIBFXDcrSRN8tHgwgNyrbQ29LZAACYNMA4HeJDcAABAYAk8stA4C/5bYBwL1yxwBgXLlrAPCs3DMA2FXuGwCcKl8ZAEwqDwwA/pSHBgBryiMDgCvlsQHAc/LEAGA32TEAmEmeGgCsIs8MAEaQ5wYAD8iuAeD4y54B4OTLvgHg0MsLA8B5l5cGgKMuq6OuCDzl8sqQKwByOo5nB9UPTceR4FqDuBLJhSrJJ+l8GN0s3eej/ocZGQknT5eY0/FEAGPhpJjNqV5s3OkmFdQvQAsgnidCEt+PGUNYPSUqGOiDuPqQbs8h8JR5/5pj03EkQzQel+aH8NLZKdNngPUJd4vDNeALgHovFJTS8ro9mJqyVqHwlvDkWWtt/Rvy+k1Rv9n2TeWh6I1hd3tJyuNqMaFerD9ttks/XLDuzAjXByZl2lwvb7R4wXCZLWtr2borY5aO/Z9wVK+vllV3fV7dCcEfwhDOjR7T8djUy2zqvu+u5T6jrrDJsKq2YPlWTt/NWVBAUt6vm7i7pEVCRc2pyzn9T6iedILXtMsBzlJ2Vws6ugdGuMtqhe64gq4t6C4QIK7uLK9nmjRTS459FftZB0NGYypyN4UOy0qmfh1yXmTWdFXP/Z9pMtSfU+l861jdvtRhVB9RbfeTCTb662vtb9eenz5vvtycfU498T73vvCeem3vO++lt+d1vJ4XeT95v3i/er81fm/82fir8beRPn40y/nUe3A1/vkX0hZukQ==</latexit>
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Figure 2.9: Left: the weight function as (approximately) the Gaussian distribution
but truncated at 𝑇 . Right: An illustration for the Fourier Transformed amplitudes,
which is also (approximately) Gaussian. It peaks near energy 𝜈 = 𝜔̄ with a width
∼ 𝑇−1 and decays exponentially. The secular approximation truncates the profile at
an energy 𝜇̄ in the tail 𝜇̄ ∼ 𝑇−1.

Finally, for all 𝜔̄′ ∈ 𝑆𝜔0 we have

𝑡0√
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1
𝑁
𝑓 (𝜔̄ + ℓ𝑁𝜔0)ei𝑡𝜔̄
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𝐵→∞

𝐵∑︁
ℓ=−𝐵
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𝜔̄∈𝑆𝜔0

1
𝑁
𝑓 (𝜔̄ + ℓ𝑁𝜔0)

∑︁
𝑡∈𝑆𝑡0

e−i𝑡𝜔̄′ei𝑡𝜔̄

= lim
𝐵→∞

𝐵∑︁
ℓ=−𝐵

𝑓 (𝜔̄′ + ℓ𝑁𝜔0)(
since

∑
𝑡∈𝑆𝑡0 ei𝑡 (𝜔̄−𝜔̄′) = 𝑁 · 𝛿𝜔̄,𝜔̄′

)
= 𝑝(𝜔̄′). ■

Using the above, we prove Proposition 2.6.5.

Proof of Proposition 2.6.5. Apply Fact 2.6.1 for the Gaussian 𝑓 (𝑡) =
√︁
𝑔𝜎 (𝑡) =

1√
𝜎𝑡
√

2𝜋
e
− 𝑡2

4𝜎2
𝑡 . The problem reduces to implementing the periodic sum 𝑝(𝑡) (Fig-

ure 2.9) approximately. Up to a small error from the Gaussian tail, we may only
keep the centered Gaussian (𝑛 = 0) as long as the Gaussian is largely confined
in the window for both the time domain (𝑁𝑡0)2 ≫ 𝜎2

𝑡 and frequency domain
(𝑁𝜔0)2 ≫ 𝜎2

𝑡 . ■

Tail bounds
We evaluate the tail bounds that appear in the analysis of the secular approximation.
First, we consider the case of the uniform weights whose Fourier Transform has a
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heavy tail impacting the accuracy.

Proposition 2.6.6 (Tail bound for uniform weights). Let 𝑓 (𝑡) := 1(−𝑇≤𝑡<𝑇)√
2𝑇/𝑡0

ei𝜈𝑡 . Then,

its discrete Fourier Transform is
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Proof. The Fourier Transform gives a geometric series with ratio ei(𝜈−𝜔̄)𝑡
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.

This function scales inversely with 𝜔̄∑︁
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��ei𝑥 − 1
�� ≥ 2

𝜋
|𝑥 | for 𝑥 ∈ [−𝜋, 𝜋])

≤ 𝜋2

𝑁𝑇𝑡0𝜔
2
0

∞∑︁
𝑛=𝑚+1

1
𝑛2

≤ 𝜋

2𝑇𝜔0

∞∑︁
𝑛=𝑚+1

1
𝑛(𝑛 − 1) (since 𝜔0𝑡0 = 2𝜋

𝑁
)

=
𝜋

2𝑚𝜔0𝑇
. ■

In retrospect, it is very important that we consider the 2-norm of the tail here; the
1-norm would be divergent.

Now, we consider Gaussians, which have a rapidly decaying tail, greatly improving
the accuracy.

Proposition 2.6.7 (Tail bound for Gaussian weights). For the function 𝑓 (𝑡) =

(∑𝑡∈𝑆𝑡0 e
− 𝑡2

2𝜎2
𝑡 )−1/2e

− 𝑡2
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Proof. By Proposition 2.6.5, the discrete Fourier Transform 𝑓 (𝜔̄) is approximately
1∑

𝜔̄∈𝑆𝜔0
e− 𝜔̄2𝜎2

𝑡

e−2𝜔̄2𝜎2
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𝑡 ). We

then control the tail bound
1∑

𝜔̄∈𝑆𝜔0
e−𝜔̄2𝜎2

𝑡

∑︁
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𝑡 ). ■

2.7 Appendix:Proving approximate detailed balance
In this section, we prove approximate detailed balance (or discriminant proxy) for the
constructed discriminant. It amounts to controlling the error arising from Boltzmann
factors due to the finite resolution of the operator Fourier Transform.

A simpler but weaker bound
We begin with a simpler but weaker bound. This will be enough for the Gaussian-
damped discriminant due to its rapidly decaying tail. We can bootstrap this weaker
bound using a more careful truncation scheme for the special case of uniform weight
(which has a heavy tail) as shown in section 2.7. To prove our error bound, we
introduce two useful technical lemmas.

Lemma 2.7.1 (Norm bound on block-band matrices). Let 𝑉𝑖 ⊆ H and𝑊𝑖 ⊆ H ′ be
systems of mutually orthogonal subspaces ofH andH ′ respectively. If 𝑴 =

⊕
𝑖 𝑩𝑖

where 𝑩𝑖 : 𝑉𝑖 → 𝑊𝑖, then ∥𝑴∥ = max𝑖 ∥𝑩𝑖∥.

Proof. We can get a singular value decomposition of 𝑴 by taking singular value
decompositions of each 𝑩𝑖 and then merging them. Since ∥𝑴∥ is the largest singular
value, we get the claimed equality. ■

Lemma 2.7.2 (Norm bounds on sums of tensor products of matrices). Let |𝐼 | ≤ ∞
and 𝑨𝑖 ∈ C𝑛×𝑚, 𝑩𝑖 ∈ C𝑛

′×𝑚′ for each 𝑖 ∈ 𝐼, then

∥
∑︁
𝑖∈𝐼

𝑨𝑖 [·]𝑩†𝑖 ∥2−2 = ∥
∑︁
𝑖∈𝐼

𝑨𝑖 ⊗ 𝑩∗∥ ≤
√︄
∥
∑︁
𝑖∈𝐼

𝑨𝑖𝑨
†
𝑖
∥∥

∑︁
𝑖∈𝐼

𝑩†
𝑖
𝑩𝑖∥.

Proof. Define the maps

𝑽 :=
∑︁
𝑖∈𝐼

𝑨𝑖 ⊗ 𝑰 ⊗ ⟨𝑖 | and 𝑼 :=
∑︁
𝑖∈𝐼

𝑰 ⊗ 𝑩∗ ⊗ |𝑖⟩, then

∥
∑︁
𝑖∈𝐼

𝑨𝑖 ⊗ 𝑩∗∥ = ∥𝑽𝑼∥ ≤ ∥𝑽∥∥𝑼∥ ≤ ∥
∑︁
𝑖∈𝐼

𝑨𝑖𝑨
†
𝑖
∥1/2∥

∑︁
𝑖∈𝐼

𝑩∗†𝑩∗∥1/2.

Take complex conjugate to conclude the proof. ■
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Lemma 2.7.3 (Secular approximation gives discriminant proxy). Consider the
following discriminant proxy and a closely related Lindbladian

D𝑠𝑒𝑐 :=
∑︁
𝑎∈𝐴

∑︁
𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄)𝛾(−𝜔̄) 𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗

− 𝛾(𝜔̄)
2

(
𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄) ⊗ 𝑰 + 𝑰 ⊗ 𝑺̂𝑎 (𝜔̄)†∗𝑺̂𝑎 (𝜔̄)∗

)
,

L𝑠𝑒𝑐 =
∑︁
𝑎∈𝐴

∑︁
𝜔̄∈𝑆𝜔0

𝛾(𝜔̄) 𝑺̂𝑎 (𝜔̄) [·] 𝑺̂𝑎 (𝜔̄)† − 𝛾(𝜔̄)
2
{𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄), ·},

such that the nonnegative weights satisfy42

𝛾(𝜔̄)/𝛾(−𝜔̄) = e−𝛽𝜔̄ or 𝛾(𝜔̄) = 𝛾(−𝜔̄) = 0 for each 𝜔̄ ∈ 𝑆𝜔0 . (2.46)

Suppose the operators satisfy that

⟨𝜓𝑖 |𝑺̂𝑎 (𝜔̄)
��𝜓 𝑗 〉 = 0 whenever

��(𝐸𝑖 − 𝐸 𝑗 ) − 𝜔̄�� > 𝜇̄ (2.47)

for the eigenvalue decomposition of 𝑯 =
∑
𝑗 𝐸 𝑗 |𝜓 𝑗 ⟩⟨𝜓 𝑗 |. Then, for any 𝛽, 𝜇̄ > 0

such that 𝛽𝜇̄ ≤ 1 and the Gibbs state 𝝆 = e−𝛽𝑯/Tr[e−𝛽𝑯],

∥D𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)∥

≤ 𝛽𝜇̄
√︄
∥

∑︁
𝑎∈𝐴,𝜔̄∈𝑆𝜔0

𝛾(𝜔̄) 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)∥

©­«7
√︄
∥

∑︁
𝑎∈𝐴,𝜔̄∈𝑆𝜔0

𝛾(𝜔̄) 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)∥ + 125
√︄
∥

∑︁
𝑎∈𝐴,𝜔̄∈𝑆𝜔0

𝛾(−𝜔̄) 𝑺̂𝑎 (𝜔̄) 𝑺̂𝑎 (𝜔̄)†∥ª®¬,
where D(𝝆,L𝑠𝑒𝑐) is the vectorization of D(𝝆,L𝑠𝑒𝑐). Finally, if there is a permuta-
tion 𝑷 : 𝑎 → 𝑎′ such that42

√︁
𝛾(−𝜔̄) 𝑺̂𝑎 (𝜔̄)† =

√︁
𝛾(−𝜔̄) 𝑺̂𝑎′ (−𝜔̄) for each 𝑎 and 𝜔̄,

then we have that D𝑠𝑒𝑐 = D†𝑠𝑒𝑐 and that

∥D𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)†∥ = ∥D𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)∥ ≤ 132𝛽𝜇̄∥
∑︁
𝑎∈𝐴

∑︁
𝜔̄∈𝑆𝜔0

𝛾(𝜔̄) 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)∥.

42Potentially allowing zero values of 𝛾(𝜔̄) = 𝛾(−𝜔̄) = 0 might be needed for dealing with the
case when 𝑁 is even and therefore the smallest label in 𝑆𝜔0 would be its own inverse (due to parity
and the modulo arithmetic of 𝑆𝜔0). Also note that if 𝑺̂𝑎 (𝜔̄) = 𝑺𝑎

− 𝜔̄ = 0 for all 𝑎 ∈ 𝐴, then we can
assume without loss of generality that the corresponding weight is 𝛾(𝜔̄) = 𝛾(−𝜔̄) = 0.
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This also quickly leads to approximate detailed balance for Lindbladians (Lemma 2.2.2)
by a triangle inequality

D(𝝆,L𝑠𝑒𝑐) − D(𝝆,L𝑠𝑒𝑐)†

2−2 ≤ ∥D(𝝆,L𝑠𝑒𝑐) − D𝑠𝑒𝑐∥2−2 + ∥D𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)†∥2−2

= ∥D(𝝆,L𝑠𝑒𝑐) − D𝑠𝑒𝑐∥ + ∥D𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)†∥.

Note that the term ∥∑𝑎,𝜔̄ 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)∥ can be thought of as the “strength” of the
interaction, and in our case can be simply bounded by 1 due to Proposition 2.5.1 as
follows:

∥
∑︁
𝑎,𝜔̄

𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)∥ = ∥
∑︁
𝑎,𝜔̄

(
𝑨𝑎𝑓𝑠𝑒𝑐 (𝜔̄)

)†
𝑨𝑎𝑓𝑠𝑒𝑐 (𝜔̄)∥ = ∥

∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥ · ∥ | 𝑓𝑠𝑒𝑐⟩∥2 ≤ 1.

Proof of Lemma 2.7.3. Our proof adapts from the strategy of [38] for dealing with
approximate detailed balance. First, let us define projectors that partition the spectrum
per truncation frequency 𝜇̄ as follows:

𝑷𝑖 :=
∑︁

𝑗 :
𝐸𝑗

𝜇̄
∈[(𝑖− 1

2 ),(𝑖+
1
2 ))

|𝜓 𝑗 ⟩⟨𝜓 𝑗 | for each 𝑖 ∈ Z such that
∑︁
𝑖

𝑷𝑖 = 𝑰 and 𝑷𝑖𝑯 = 𝑯𝑷𝑖 .

In other words, these projectors provide a resolution of the identity, and moreover,
they commute with 𝑯. We proceed by decomposing the difference of the operators
D𝑠𝑒𝑐 − D′ as follows:

D𝑠𝑒𝑐 − D
′ =

𝛿A:=︷                                                                                                       ︸︸                                                                                                       ︷∑︁
𝑎,𝜔̄

√︁
𝛾(𝜔̄)𝛾(−𝜔̄) 𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗ − 𝛾(𝜔̄)𝝆−1/4𝑺̂𝑎 (𝜔̄)𝝆1/4 ⊗ 𝝆∗−1/4𝑺̂𝑎 (𝜔̄)∗𝝆∗1/4

+
∑︁
𝑎,𝜔̄

𝛾(𝜔̄)
2

(
𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄) ⊗ 𝑰 − 𝝆−1/4𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)𝝆1/4 ⊗ 𝑰

)
︸                                                                           ︷︷                                                                           ︸

1
2 𝛿R⊗𝑰:=

+
∑︁
𝑎,𝜔̄

𝛾(𝜔̄)
2

(
𝑰 ⊗ 𝑺̂𝑎 (𝜔̄)†∗𝑺̂𝑎 (𝜔̄)∗ − 𝑰 ⊗ 𝝆∗−1/4𝑺̂𝑎 (𝜔̄)∗†𝑺̂𝑎 (𝜔̄)∗𝝆∗1/4

)
︸                                                                                   ︷︷                                                                                   ︸

1
2 𝑰⊗𝛿R

∗=

.

(2.48)
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By the triangle inequality we have that ∥D𝑠𝑒𝑐 − D′∥ ≤ ∥𝛿A∥ + 1
2 ∥𝛿R ⊗ 𝑰∥ +

1
2 ∥𝑰 ⊗ 𝛿R

∗∥ = ∥𝛿A∥ + ∥𝛿R∥. Now, we bound the above two terms individually,
starting from the term ∥𝛿R∥. Our proof crucially relies on the fact that the frequency
label of 𝑺̂𝑎 (𝜔̄) closely approximates the true Bohr frequency, up to the truncation
frequency 𝜇̄ as expressed by (2.47). This implies that 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄) roughly preserves
energy that

⟨𝜓𝑖 |𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)
��𝜓 𝑗 〉 = 0 whenever

��𝐸𝑖 − 𝐸 𝑗 �� > 2𝜇̄.

Indeed,

⟨𝜓𝑖 |𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)
��𝜓 𝑗 〉 = ∑︁

𝑘

⟨𝜓𝑖 |𝑺̂𝑎 (𝜔̄)† |𝜓𝑘⟩⟨𝜓𝑘 |𝑺̂𝑎 (𝜔̄)
��𝜓 𝑗 〉

=
∑︁

𝑘 : | (𝐸𝑘−𝐸𝑖)−𝜔̄|≤𝜇̄&
| (𝐸𝑘−𝐸 𝑗 )−𝜔̄|≤𝜇̄

⟨𝜓𝑖 |𝑺̂𝑎 (𝜔̄)† |𝜓𝑘⟩⟨𝜓𝑘 |𝑺̂𝑎 (𝜔̄)
��𝜓 𝑗 〉,

(due to (2.47))

since
��𝐸𝑖 − 𝐸 𝑗 �� = ��(𝐸𝑘 − 𝐸 𝑗 ) − 𝜔̄ − ((𝐸𝑘 − 𝐸𝑖) − 𝜔̄)�� ≤ ��(𝐸𝑘 − 𝐸 𝑗 ) − 𝜔̄��+|(𝐸𝑘 − 𝐸𝑖) − 𝜔̄|,

meaning that the above summands can only be nonzero when
��𝐸𝑖 − 𝐸 𝑗 �� ≤ 2𝜇̄. This

observation enables us to introduce the following decomposition

𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄) =
∑︁
𝑖, 𝑗

𝑷𝑖 𝑺̂
𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)𝑷 𝑗 =

2∑︁
ℓ=−2

∑︁
𝑖

𝑷𝑖 𝑺̂
𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)𝑷𝑖+ℓ .(2.49)

Let us define 𝛿𝑯 𝑗 := 𝛽

4 (𝑷 𝑗𝑯𝑷 𝑗 − 𝑗 𝜇̄𝑷 𝑗 ) and 𝛿𝑯 :=
∑
𝑗 𝛿𝑯 𝑗 . Since 𝑯 and 𝑷 𝑗

commute and 𝑷 𝑗 = 𝑷2
𝑗

we have

𝝆∓
1
4 𝑷 𝑗 = 𝑷 𝑗 𝝆

∓ 1
4 = (Tr(e−𝛽𝑯))± 1

4 · e±
𝛽𝜇̄

4 𝑗𝑷 𝑗e±𝛿𝑯 . (2.50)

We use (2.49)-(2.50) to exploit the “approximate energy preservation” of the operator
𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄) as follows:

𝝆−1/4𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)𝝆1/4 =

2∑︁
ℓ=−2

∑︁
𝑖

𝝆−1/4𝑷𝑖+ℓ 𝑺̂
𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)𝑷𝑖𝝆1/4

=

2∑︁
ℓ=−2

∑︁
𝑖

e
𝛽𝜇̄

4 ℓ𝑷𝑖+ℓe𝛿𝑯 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)e−𝛿𝑯𝑷𝑖 . (2.51)
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Let us define 𝑺′ :=
∑
𝑎,𝜔̄ 𝛾(𝜔̄) 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄), then we get the following bound on

∥𝛿R∥:

∥𝛿R∥ =





∑︁
𝑎,𝜔̄

𝛾(𝜔̄)
(
𝝆−1/4𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)𝝆1/4 − 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)

)




 (by (2.48))

=






∑︁
𝑎,𝜔̄

𝛾(𝜔̄)
( 2∑︁
ℓ=−2

∑︁
𝑖

e
𝛽𝜇̄

4 ℓ𝑷𝑖+ℓe𝛿𝑯 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)e−𝛿𝑯𝑷𝑖 − 𝑷𝑖+ℓ 𝑺̂
𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)𝑷𝑖

)





(by (2.49)-(2.51))

≤
2∑︁

ℓ=−2






∑︁
𝑖

𝑷𝑖+ℓ
∑︁
𝑎,𝜔̄

𝛾(𝜔̄)
(
e

𝛽𝜇̄

4 ℓe𝛿𝑯 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)e−𝛿𝑯 − 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)
)
𝑷𝑖







(by triangle inequality)

=

2∑︁
ℓ=−2

max
𝑖






𝑷𝑖+ℓ ∑︁
𝑎,𝜔̄

𝛾(𝜔̄)
(
e

𝛽𝜇̄

4 ℓe𝛿𝑯 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)e−𝛿𝑯 − 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)
)
𝑷𝑖






.
(by Lemma 2.7.1)

We may now drop the project 𝑷𝑖 and 𝑷𝑖+ℓ and simplify via elementary bounds.

(𝑐𝑜𝑛𝑡′𝑑) ≤
2∑︁

ℓ=−2




e(𝛿𝑯−
𝛽𝜇̄

4 ℓ𝑰)𝑺′e−𝛿𝑯 − 𝑺′





≤
2∑︁

ℓ=−2




e(𝛿𝑯−
𝛽𝜇̄

4 ℓ𝑰)𝑺′e−𝛿𝑯 − 𝑺′e−𝛿𝑯



 + 

𝑺′e−𝛿𝑯 − 𝑺′




≤

2∑︁
ℓ=−2
∥e(𝛿𝑯−

𝛽𝜇̄

4 ℓ𝑰) − 𝑰∥∥𝑺′∥∥e−𝛿𝑯∥ + ∥𝑺′∥


e−𝛿𝑯 − 𝑰




≤ ∥𝑺′∥

2∑︁
ℓ=−2
∥2𝛿𝑯 − 𝛽𝜇̄

2
ℓ𝑰∥(1 + ∥2𝛿𝑯∥) + ∥2𝛿𝑯∥

(since |e𝑥 − 1| ≤ 2|𝑥 | for |𝑥 | ≤ 5
4 )

≤ ∥𝑺′∥
2∑︁

ℓ=−2
𝛽𝜇̄

(
1
4
+ |ℓ |

2

) (
1 + 𝛽𝜇̄

4

)
+ 𝛽𝜇̄

4

(since ∥𝛿𝑯∥ ≤ 𝛽𝜇̄

8 and 𝛽𝜇̄ ≤ 1)

≤ 7𝛽𝜇̄∥𝑺′∥.

Next, we bound 𝛿A in a similar fashion. The expression will be more cumbersome



82

because of the double Hilbert spaces. Decompose 𝛿A =
∑
𝑎∈𝐴 𝛿A

𝑎, where

𝛿A𝑎 :=
∑︁
𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄)𝛾(−𝜔̄)︸           ︷︷           ︸
𝛾̊(𝜔̄):=

𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗ −
∑︁
𝜔̄∈𝑆𝜔0

𝛾(𝜔̄)𝝆−1/4𝑺̂𝑎 (𝜔̄)𝝆1/4 ⊗ 𝝆∗−1/4𝑺̂𝑎 (𝜔̄)∗𝝆∗1/4

(by (2.46))
=

∑︁
𝜔̄∈𝑆𝜔0

𝛾̊(𝜔̄) 𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗ − 𝛾̊(𝜔̄)e−
𝛽

2 𝜔̄𝝆−1/4𝑺̂𝑎 (𝜔̄)𝝆1/4 ⊗ 𝝆∗−1/4𝑺̂𝑎 (𝜔̄)∗𝝆∗1/4.

(2.52)

Let ⌊𝜔̄⌉ denote the rounding of 𝜔̄
𝜇̄

to the closest integer, and suppose that 𝑷𝑖 𝑺̂𝑎 (𝜔̄)𝑷 𝑗 ≠
0. Then, there must exist some |𝜓𝑖⟩,

��𝜓 𝑗 〉 eigenvectors in the images of 𝑷𝑖, 𝑷 𝑗

respectively such that ⟨𝜓𝑖 |𝑺̂𝑎 (𝜔̄)
��𝜓 𝑗 〉 ≠ 0. Due to (2.47) we have that |𝐸𝑖−𝐸 𝑗−𝜔̄ | ≤ 𝜇̄.

Then |𝑖− 𝑗 − ⌊𝜔̄⌉ | ≤ |𝑖− 𝐸𝑖

𝜇̄
| + | 𝐸 𝑗

𝜇̄
− 𝑗 | + | 𝜔̄

𝜇̄
− ⌊𝜔̄⌉ | + | 𝐸𝑖

𝜇̄
− 𝐸 𝑗

𝜇̄
− 𝜔̄
𝜇̄
| ≤ 1

2 +
1
2 +

1
2 +1 < 3,

thus we can define a bisection analogously to (2.49) as follows:

𝑺̂𝑎 (𝜔̄) =
∑︁
𝑖, 𝑗

𝑷𝑖 𝑺̂
𝑎 (𝜔̄)𝑷 𝑗 =

∑︁
𝑖, 𝑗 : |𝑖− 𝑗−⌊𝜔̄⌉ |<3

𝑷𝑖 𝑺̂
𝑎 (𝜔̄)𝑷 𝑗 =

2∑︁
ℓ=−2

∑︁
𝑖

𝑷𝑖 𝑺̂
𝑎 (𝜔̄)𝑷𝑖−⌊𝜔̄⌉+ℓ,

which leads to the following “tensor-slicing” assuming that 𝑷𝑛 and 𝑴𝑚 commute:

𝑴1𝑺̂
𝑎 (𝜔̄)𝑴2 ⊗ 𝑴∗3 𝑺̂

𝑎 (𝜔̄)∗𝑴∗4

=

2∑︁
ℓ,ℓ′=−2

∑︁
𝑖, 𝑗

(𝑷 𝑗 ⊗ 𝑷∗𝑗+𝑖)
(
𝑴1𝑺̂

𝑎 (𝜔̄)𝑴2 ⊗ 𝑴∗3 𝑺̂
𝑎 (𝜔̄)∗𝑴∗4

)
(𝑷 𝑗−⌊𝜔̄⌉+ℓ ⊗ 𝑷∗

𝑗+𝑖−⌊𝜔̄⌉+ℓ′).

Using this we get the following decomposition analogously to (2.51) by expressing
𝝆−1/4𝑺̂𝑎 (𝜔̄)𝝆1/4 via (2.52) and (2.50)

𝛿A𝑎 =

2∑︁
ℓ,ℓ′=−2

∑︁
𝑖

𝛿A𝑎
𝑖,ℓ,ℓ′ =

2∑︁
ℓ,ℓ′=−2

∑︁
𝑖∑︁

𝑗 ,𝜔̄

𝛾̊(𝜔̄) (𝑷 𝑗 ⊗ 𝑷∗𝑗+𝑖)
(
𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗ − e

𝛽𝜇̄

2 (⌊𝜔̄⌉−
𝜔̄
𝜇̄
− ℓ+ℓ′

2 )e𝛿𝑯 𝑺̂𝑎 (𝜔̄)e−𝛿𝑯⊗e𝛿𝑯
∗
𝑺̂𝑎 (𝜔̄)∗e−𝛿𝑯∗

)
· (𝑷 𝑗−⌊𝜔̄⌉+ℓ ⊗ 𝑷∗

𝑗+𝑖−⌊𝜔̄⌉+ℓ′).

Since | 𝜔̄
𝜇̄
− ⌊𝜔̄⌉ | ≤ 1

2 and |ℓ |, |ℓ′| ≤ 2, we have that | ⌊𝜔̄⌉ − 𝜔̄
𝜇̄
− ℓ+ℓ′

2 | ≤
5
2 and therefore

the above factor is close to 1:

|e
𝛽𝜇̄

2 (⌊𝜔̄⌉−
𝜔̄
𝜇̄
− ℓ+ℓ′

2 ) − 1| ≤ 𝛽𝜇̄
����⌊𝜔̄⌉ − 𝜔̄𝜇̄ − ℓ + ℓ′2

���� ≤ 5
2
𝛽𝜇̄. (2.53)
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At this point, it seems intuitively clear that the error coming from the Boltzmann
factor is small. However, we need to argue how the sum over 𝑗 does not blow up the
error. We proceed by using the triangle inequality over ℓ, ℓ′ and then Lemma 2.7.1
over 𝑖 to get that

∥𝛿A∥ = ∥
∑︁
𝑎∈𝐴

𝛿A𝑎∥ ≤ 52 max
𝑖,ℓ,ℓ′






∑︁
𝑎

𝛿A𝑎
𝑖,ℓ,ℓ′︸       ︷︷       ︸

𝛿A𝑖,ℓ,ℓ′ :=






.

The key for bounding the norm of 𝛿A𝑖,ℓ,ℓ′ is applying Lemma 2.7.2 to estimate the
following for some weights 𝛼(𝜔̄):

∥
∑︁
𝑗 ,𝑎,𝜔̄

𝛼(𝜔̄)𝛾̊(𝜔̄) (𝑷 𝑗 ⊗ 𝑷∗𝑗+𝑖)
(
𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗

)
(𝑷 𝑗−⌊𝜔̄⌉+ℓ ⊗ 𝑷∗

𝑗+𝑖−⌊𝜔̄⌉+ℓ′)∥
2

= ∥
∑︁
𝑗 ,𝑎,𝜔̄

𝛼(𝜔̄)𝑷 𝑗
√︁
𝛾(−𝜔̄) 𝑺̂𝑎 (𝜔̄)𝑷 𝑗−⌊𝜔̄⌉+ℓ ⊗ 𝑷∗𝑗+𝑖

√︁
𝛾(𝜔̄) 𝑺̂𝑎 (𝜔̄)∗𝑷∗

𝑗+𝑖−⌊𝜔̄⌉+ℓ′ ∥
2

≤ ∥
∑︁
𝑗 ,𝑎,𝜔̄

|𝛼(𝜔̄) |2𝛾(−𝜔̄)𝑷 𝑗 𝑺̂𝑎 (𝜔̄)𝑷 𝑗−⌊𝜔̄⌉+ℓ 𝑺̂𝑎 (𝜔̄)†︸                       ︷︷                       ︸
⪯∑𝑘 𝑺̂

𝑎 (𝜔̄)𝑷𝑘 𝑺̂𝑎 (𝜔̄)†=𝑺̂𝑎 (𝜔̄) 𝑺̂𝑎 (𝜔̄)†

𝑷 𝑗 ∥

· ∥
∑︁
𝑗 ,𝑎,𝜔̄

𝛾(𝜔̄)𝑷 𝑗+𝑖−⌊𝜔̄⌉+ℓ′ 𝑺̂𝑎 (𝜔̄)†𝑷 𝑗+𝑖 𝑺̂𝑎 (𝜔̄)︸                 ︷︷                 ︸
⪯𝑺̂𝑎 (𝜔̄)† 𝑺̂𝑎 (𝜔̄)

𝑷 𝑗+𝑖−⌊𝜔̄⌉+ℓ′ ∥ (by Lemma 2.7.2)

≤ ∥𝛼∥2∞






∑︁
𝑗

𝑷 𝑗
∑︁
𝑎,𝜔̄

𝛾(−𝜔̄) 𝑺̂𝑎 (𝜔̄) 𝑺̂𝑎 (𝜔̄)†︸                          ︷︷                          ︸
𝑺′′:=

𝑷 𝑗












∑︁

𝑗

𝑷 𝑗
∑︁
𝑎,𝜔̄

𝛾(𝜔̄) 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄)︸                       ︷︷                       ︸
=𝑺′

𝑷 𝑗







since 0 ⪯ 𝑨 ⪯ 𝑩⇒ ∥𝑨∥ ≤ ∥𝑩∥

= ∥𝛼∥2∞max
𝑗 ′′




𝑷 𝑗 ′′𝑺′′𝑷 𝑗 ′′


 ·max
𝑗 ′




𝑷 𝑗 ′𝑺′𝑷 𝑗 ′


︸                                        ︷︷                                        ︸
due to Lemma 2.7.1

≤ ∥𝛼∥2∞∥𝑺′∥∥𝑺′′∥. (2.54)

Let us introduce a telescoping sum 𝛿A𝑖,ℓ,ℓ′ =
∑3
𝑠=1 𝛿A

(𝑠)
𝑖,ℓ,ℓ′ , where 𝛾̊ℓ,ℓ′ (𝜔̄) :=

e
𝛽𝜇̄

2 (⌊𝜔̄⌉−
𝜔̄
𝜇̄
− ℓ+ℓ′

2 ) 𝛾̊(𝜔̄) and

𝛿A
(1)
𝑖,ℓ,ℓ′

:=
∑︁
𝑗 ,𝑎,𝜔̄

𝛾̊(𝜔̄) (𝑷 𝑗 ⊗ 𝑷∗𝑗+𝑖)
(
𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗ − e

𝛽𝜇̄

2 (⌊𝜔̄⌉−
𝜔̄
𝜇̄
− ℓ+ℓ′

2 ) 𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗
)
(𝑷∗

𝑗−⌊𝜔̄⌉+ℓ ⊗ 𝑷∗
𝑗+𝑖−⌊𝜔̄⌉+ℓ′),
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𝛿A
(2)
𝑖,ℓ,ℓ′

:=
∑︁
𝑗 ,𝑎,𝜔̄

𝛾̊ℓ,ℓ′ (𝜔̄) (𝑷 𝑗 ⊗ 𝑷∗𝑗+𝑖)
(
𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗ − e−𝛿𝑯 𝑺̂𝑎 (𝜔̄) ⊗ e−𝛿𝑯

∗
𝑺̂𝑎 (𝜔̄)∗

)
(𝑷∗

𝑗−⌊𝜔̄⌉+ℓ ⊗ 𝑷∗
𝑗+𝑖−⌊𝜔̄⌉+ℓ′),

𝛿A
(3)
𝑖,ℓ,ℓ′ :=

∑︁
𝑗 ,𝑎,𝜔̄

𝛾̊ℓ,ℓ′ (𝜔̄) (𝑷 𝑗 ⊗ 𝑷∗𝑗+𝑖)
(
e−𝛿𝑯 𝑺̂𝑎 (𝜔̄) ⊗ e−𝛿𝑯

∗
𝑺̂𝑎 (𝜔̄)∗ − e−𝛿𝑯 𝑺̂𝑎 (𝜔̄)e𝛿𝑯 ⊗ e−𝛿𝑯

∗
𝑺̂𝑎 (𝜔̄)∗e𝛿𝑯∗

)
(𝑷∗

𝑗−⌊𝜔̄⌉+ℓ ⊗ 𝑷∗
𝑗+𝑖−⌊𝜔̄⌉+ℓ′).

Due to (2.53) we can bound ∥𝛿A (1)
𝑖,ℓ,ℓ′ ∥ ≤

5
2 𝛽𝜇̄

√︁
∥𝑺′∥∥𝑺′′∥ via (2.54). For bounding

∥𝛿A (2)
𝑖,ℓ,ℓ′ ∥ observe that

∥𝛿A (2)
𝑖,ℓ,ℓ′ ∥

= ∥
∑︁
𝑗 ,𝑎,𝜔̄

𝛾̊ℓ,ℓ′ (𝜔̄) (𝑷 𝑗 ⊗ 𝑷∗𝑗+𝑖)
(
𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗ − e−𝛿𝑯 𝑺̂𝑎 (𝜔̄) ⊗ e−𝛿𝑯

∗
𝑺̂𝑎 (𝜔̄)∗

)
(𝑷∗

𝑗−⌊𝜔̄⌉+ℓ ⊗ 𝑷∗
𝑗+𝑖−⌊𝜔̄⌉+ℓ′)∥

= ∥(𝑰 ⊗ 𝑰 − e−𝛿𝑯 ⊗ e−𝛿𝑯
∗)

∑︁
𝑗 ,𝜔̄

𝛾̊ℓ,ℓ′ (𝜔̄) (𝑷 𝑗 ⊗ 𝑷∗𝑗+𝑖)
(
𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗

)
(𝑷∗

𝑗−⌊𝜔̄⌉+ℓ ⊗ 𝑷∗
𝑗+𝑖−⌊𝜔̄⌉+ℓ′)∥

≤ ∥𝑰 ⊗ 𝑰 − e−𝛿𝑯 ⊗ e−𝛿𝑯
∗ ∥︸                         ︷︷                         ︸

≤ 2
7 𝛽𝜇̄ since ∥𝛿𝑯∥≤ 𝛽𝜇̄

8

∥
∑︁
𝑗 ,𝜔̄

𝛾̊ℓ,ℓ′ (𝜔̄) (𝑷 𝑗 ⊗ 𝑷∗𝑗+𝑖)
(
𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗

)
(𝑷∗

𝑗−⌊𝜔̄⌉+ℓ ⊗ 𝑷∗
𝑗+𝑖−⌊𝜔̄⌉+ℓ′)∥︸                                                                                        ︷︷                                                                                        ︸

≤(1+ 5
2 𝛽𝜇̄)
√
∥𝑺′∥∥𝑺′′∥ due to (2.53) and (2.54)

≤ 𝛽𝜇̄
√︁
∥𝑺′∥∥𝑺′′∥.
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Analogously we can bound ∥𝛿A (3)
𝑖,ℓ,ℓ′ ∥ as follows:

∥𝛿A (3)
𝑖,ℓ,ℓ′ ∥

= ∥(e−𝛿𝑯 ⊗ e−𝛿𝑯
∗)

∑︁
𝑗 ,𝜔̄

𝛾̊ℓ,ℓ′ (𝜔̄) (𝑷 𝑗 ⊗ 𝑷∗𝑗+𝑖)
(
𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗

)
(𝑷∗

𝑗−⌊𝜔̄⌉+ℓ ⊗ 𝑷∗
𝑗+𝑖−⌊𝜔̄⌉+ℓ′)

(𝑰 ⊗ 𝑰 − e𝛿𝑯 ⊗ e𝛿𝑯
∗)∥

≤ ∥e−𝛿𝑯 ⊗ e−𝛿𝑯
∗ ∥︸              ︷︷              ︸

≤1+ 2
7 𝛽𝜇̄

∥
∑︁
𝑗 ,𝜔̄

𝛾̊ℓ,ℓ′ (𝜔̄) (𝑷 𝑗 ⊗ 𝑷∗𝑗+𝑖)
(
𝑺̂𝑎 (𝜔̄) ⊗ 𝑺̂𝑎 (𝜔̄)∗

)
(𝑷∗

𝑗−⌊𝜔̄⌉+ℓ ⊗ 𝑷∗
𝑗+𝑖−⌊𝜔̄⌉+ℓ′)∥︸                                                                                        ︷︷                                                                                        ︸

≤(1+ 5
2 𝛽𝜇̄)
√
∥𝑺′∥∥𝑺′′∥ due to (2.53) and (2.54)

∥𝑰 ⊗ 𝑰 − e−𝛿𝑯 ⊗ e−𝛿𝑯
∗ ∥︸                         ︷︷                         ︸

≤ 2
7 𝛽𝜇̄ since ∥𝛿𝑯∥≤ 𝛽𝜇̄

8

≤ 3
2
𝛽𝜇̄

√︁
∥𝑺′∥∥𝑺′′∥.

Putting everything together, we get that

∥𝛿A∥ ≤ 25 max
𝑖,ℓ,ℓ′
∥𝛿A𝑖,ℓ,ℓ′ ∥ ≤ 25 max

𝑖,ℓ,ℓ′

(
∥𝛿A (1)

𝑖,ℓ,ℓ′ ∥ + ∥𝛿A
(2)
𝑖,ℓ,ℓ′ ∥ + ∥𝛿A

(3)
𝑖,ℓ,ℓ′ ∥

)
≤ 125𝛽𝜇̄

√︁
∥𝑺′∥∥𝑺′′∥,

which concludes the proof for the first bound.

Finally, if
√︁
𝛾(−𝜔̄) 𝑺̂𝑎 (𝜔̄)† =

√︁
𝛾(−𝜔̄) 𝑺̂𝑎′ (−𝜔̄), then 𝑺′ = 𝑺′′ and D𝑠𝑒𝑐 = D†𝑠𝑒𝑐, so

we easily get the other bound

∥D𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)†∥ = ∥D𝑠𝑒𝑐 − D(𝝆,L†𝑠𝑒𝑐)∥2−2 = ∥D†𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)∥2−2

= ∥D𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)∥2−2 = ∥D𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)∥ ≤ 132𝛽𝜇̄∥𝑺′∥.
■

Bootstrapping the secular approximation
Lemma 2.7.4 (Bootstrapping the secular approximation). Consider the decom-
position 𝑓 =

∑
𝑗∈𝐽 𝑓 𝑗 of the weight function, where 𝑓 𝑗 : 𝑆𝑡0 → C, and let 𝜇 𝑗 :=

min
{
𝜇 ≥ 0: ∥ 𝑓 𝑗 (𝜔) · 1( |𝜔 | > 𝜇)∥ = 0

}
. If the Hamiltonian 𝑯̄ has discretized spec-

trum so that 𝐵 ⊂ 𝜔0Z, 𝛽𝜇 𝑗 ≤ 1, max𝜔̄∈𝐵, 𝑗∈𝐽 𝜔̄ + 𝜇 𝑗 =: 𝜈 ∈ 𝑆𝜔0 , 𝛾 : 𝑆𝜔0 → R+ is
such that 𝛾(𝜔̄)/𝛾(−𝜔̄) = e−𝛽𝜔̄ for all 𝜔̄ ∈ [−𝜈, 𝜈] ∩ 𝑆𝜔0 , and the set of jumps is
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self-adjoint {𝑨𝑎 : 𝑎 ∈ 𝐴} = {𝑨𝑎† : 𝑎 ∈ 𝐴}, then43

∥D 𝑓 − D(𝝆,L 𝑓 )†∥ = ∥D 𝑓 − D(𝝆,L 𝑓 )∥ ≤
∑︁
𝑖∈𝐽
∥ 𝑓𝑖∥𝜇𝑖

∑︁
𝑗∈𝐽
∥ 𝑓 𝑗 ∥∥𝛾∥∞1056𝛽∥

∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥,

where 𝝆 = e−𝛽𝑯/Tr[e−𝛽𝑯],

D 𝑓 := 𝑰[·] 𝑰 +
∑︁

𝑎,𝜔̄∈𝑆𝜔0

√︁
𝛾(𝜔̄)𝛾(−𝜔̄) 𝑨̂𝑎𝑓 (𝜔̄) [·] 𝑨̂

𝑎
𝑓 (𝜔̄)

† − 𝛾(𝜔̄)
2
{ 𝑨̂𝑎𝑓 (𝜔̄)

† 𝑨̂𝑎𝑓 (𝜔̄), ·}, and

L 𝑓 :=
∑︁

𝑎∈𝐴,𝜔̄∈𝑆𝜔0

𝛾(𝜔̄) 𝑨̂𝑎𝑓 (𝜔̄) [·] 𝑨̂
𝑎
𝑓 (𝜔̄)

† − 𝛾(𝜔̄)
2
{ 𝑨̂𝑎𝑓 (𝜔̄)

† 𝑨̂𝑎𝑓 (𝜔̄), ·}.

Proof. The proof builds on the following “polarization” identity: for all 𝑴𝑖 matrices
and 𝑐1, 𝑐2 ∈ R

𝑴1 ★𝑴4 + 𝑴2 ★𝑴3 =
𝑐1𝑐2

2

∑︁
𝑠=±1

𝑠

(
𝑴1
𝑐1
+ 𝑠𝑴2

𝑐2

)
★

(
𝑴3
𝑐1
+ 𝑠𝑴4

𝑐2

)
,

where★ stands for any operation that is distributive with +, e.g., matrix product★ = ·
or tensor product ★ = ⊗.

Due to the linearity of the operator Fourier Transform, we have that 𝑨̂𝑎
𝑓
(𝜔̄) =∑

𝑗∈𝐽 𝑨
𝑎
𝑓 𝑗 ,𝜔̄

and consequently

D 𝑓 =
∑︁
𝑖, 𝑗∈𝐽

(
1 −

𝛿𝑖 𝑗

2

) ∥ 𝑓𝑖∥∥ 𝑓 𝑗 ∥
2

∑︁
𝑠=±1

𝑠D 𝑓𝑖
∥ 𝑓𝑖 ∥
+𝑠

𝑓 𝑗

∥ 𝑓 𝑗 ∥
,

D(𝝆,L 𝑓 ) =
∑︁
𝑖, 𝑗∈𝐽

(
1 −

𝛿𝑖 𝑗

2

) ∥ 𝑓𝑖∥∥ 𝑓 𝑗 ∥
2

∑︁
𝑠=±1

𝑠D(𝝆,L 𝑓𝑖
∥ 𝑓𝑖 ∥
+𝑠

𝑓 𝑗

∥ 𝑓 𝑗 ∥
).

Due to the properties of the operator Fourier Transform (Proposition 2.5.1), we have
that

∥
∑︁
𝑎∈𝐴

∑︁
𝜔̄∈𝑆𝜔0

𝛾(𝜔̄)𝑨𝑎𝑔 (𝜔̄)† 𝑨̂𝑎𝑔 (𝜔̄)∥ ≤ ∥𝛾∥∞∥
∑︁
𝑎∈𝐴

∑︁
𝜔̄∈𝑆𝜔0

𝑨𝑎𝑔 (𝜔̄)† 𝑨̂𝑎𝑔 (𝜔̄)∥

= ∥
∑︁
𝑎∈𝐴

∑︁
𝑡∈𝑆𝑡0

|𝑔(𝑡) |2ei𝑯̄𝑡𝑨𝑎†𝑨𝑎e−i𝑯̄𝑡 ∥ ≤ ∥
∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥∥𝑔∥2,

43Note that here we use notation D 𝑓 , L 𝑓 instead of D𝛽 , L𝛽 to spell out the dependence on 𝑓

instead of 𝛽.
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since ∥ 𝑓𝑖
∥ 𝑓𝑖 ∥ + 𝑠

𝑓 𝑗
∥ 𝑓 𝑗 ∥ ∥ ≤ 2, 𝛽𝜇 𝑗 ≤ 1 for all 𝑗 ∈ 𝐽, and42 𝜈 ∈ 𝑆𝜔0 (i.e., no wrapping

around), by Lemma 2.7.3 we get

∥D 𝑓𝑖
∥ 𝑓𝑖 ∥
+𝑠

𝑓 𝑗

∥ 𝑓 𝑗 ∥
− D(𝝆,L 𝑓𝑖

∥ 𝑓𝑖 ∥
+𝑠

𝑓 𝑗

∥ 𝑓 𝑗 ∥
)∥

≤ max{𝜇𝑖, 𝜇 𝑗 }∥𝛾∥∞4𝛽
√︄
∥
∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥©­«7
√︄
∥
∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥ + 125
√︄
∥
∑︁
𝑎∈𝐴

𝑨𝑎𝑨𝑎†∥ª®¬
≤ max{𝜇𝑖, 𝜇 𝑗 }∥𝛾∥∞528𝛽∥

∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥︸                         ︷︷                         ︸
𝐾:=

.

The second line uses that {𝑨𝑎 : 𝑎 ∈ 𝐴} = {𝑨𝑎† : 𝑎 ∈ 𝐴} thus ∥∑𝑎∈𝐴 𝑨𝑎†𝑨𝑎∥ =
∥∑𝑎∈𝐴 𝑨𝑎𝑨𝑎†∥.

Finally, by the triangle inequality, we get that

∥D 𝑓 − D(𝝆,L 𝑓 )∥ ≤
∑︁
𝑖, 𝑗∈𝐽

(
1 −

𝛿𝑖 𝑗

2

) ∥ 𝑓𝑖∥∥ 𝑓 𝑗 ∥
2

∑︁
𝑠=±1
∥D 𝑓𝑖

∥ 𝑓𝑖 ∥
+𝑠

𝑓 𝑗

∥ 𝑓 𝑗 ∥
− D(𝝆,L 𝑓𝑖

∥ 𝑓𝑖 ∥
+𝑠

𝑓 𝑗

∥ 𝑓 𝑗 ∥
)∥

≤
∑︁
𝑖, 𝑗∈𝐽

(
1 −

𝛿𝑖 𝑗

2

)
∥ 𝑓𝑖∥∥ 𝑓 𝑗 ∥max{𝜇𝑖, 𝜇 𝑗 }𝐾

≤
∑︁
𝑖, 𝑗∈𝐽
∥ 𝑓𝑖∥∥ 𝑓 𝑗 ∥(𝜇𝑖 + 𝜇 𝑗 )𝐾

= 2
∑︁
𝑖∈𝐽
∥ 𝑓𝑖∥𝜇𝑖

∑︁
𝑗∈𝐽
∥ 𝑓 𝑗 ∥𝐾. ■

Corollary 2.7.1 (Improved bounds for uniform weights). In the setting of Lemma 2.7.4,
consider the uniform weight function 𝑓 (𝑡) =

√︃
𝑡0
2𝑇1(−𝑇 ≤ 𝑡 < 𝑇) and the secular

approximation with 𝑠(𝜔̄) = 1( |𝜔̄| ≤ 𝜇) for some 𝜇 ≥ 𝜋/𝑇 , then

∥D𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)†∥ = ∥D𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)∥ = O
(
𝛽∥𝛾∥∞

√︂
𝜇

𝑇
∥
∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎∥
)
.

Proof. Let 𝑓𝑠 := F ∗−1( 𝑓 · 𝑠); by Proposition 2.6.2, we know that D𝑠𝑒𝑐 can be
obtained by utilizing the weight function 𝑓𝑠.

We decompose 𝑠 into exponentially increasing intervals. We set 𝑠0 := 1( |𝜔̄ | ≤ 𝜋/𝑇)
and

𝑠 𝑗 := 1(4 𝑗−1𝜋/𝑇 < |𝜔̄| ≤ min{4 𝑗𝜋/𝑇, 𝜇}) ∀ 𝑗 ∈ Z+.
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Let 𝑓 𝑗 := F ∗−1( 𝑓 · 𝑠 𝑗 ); since 𝑠 =
∑⌈log4 (𝜇𝑇/𝜋)⌉
𝑗=0 𝑠 𝑗 we have 𝑓𝑠 =

∑⌈log4 (𝜇𝑇/𝜋)⌉
𝑗=0 𝑓 𝑗 .

Observe that due to Proposition 2.6.6

∥ 𝑓 𝑗 ∥ = ∥ 𝑓 · 𝑠 𝑗 ∥ ≤ ∥ 𝑓 · 1(4 𝑗−1𝜋/𝑇 < |𝜔̄|) ∥ ≤
√︁

41− 𝑗 = 21− 𝑗 , and thus
∑︁
𝑗

∥ 𝑓 𝑗 ∥ ≤ 4.

The result follows from Lemma 2.7.4 since 𝑓 𝑗 = 𝑓 · 𝑠 𝑗 and by the definition of 𝑠 𝑗 we
have 𝜇 𝑗 ≤ 4 𝑗𝜋/𝑇 and thus

⌈log4 (𝜇𝑇/𝜋)⌉∑︁
𝑗=0

∥ 𝑓 𝑗 ∥𝜇 𝑗 ≤
⌈log4 (𝜇𝑇/𝜋)⌉∑︁

𝑗=0

2𝜋
𝑇

2 𝑗 ≤ 4𝜋
𝑇

2⌈log4 (𝜇𝑇/𝜋)⌉ ≤ 8𝜋
𝑇

2log4 (𝜇𝑇/𝜋)

=
8𝜋
𝑇

√︁
𝜇𝑇/𝜋 = 8

√︂
𝜋𝜇

𝑇
.

■

Fourier Transform with uniform weights
For simpler implementation, we can also work with the Fourier Transform with
uniform weight (which is not smooth), leading to slightly worse bounds than the
Gaussian damped case of Theorem 2.1.3.

Theorem 2.7.1 (Uniform weight for Fourier Transform). Consider the discriminant
proxy D𝜷 (2.26) with the plain Fourier Transform 𝑨̂𝑎 (𝜔̄) :∝ ∑

−𝑇≤𝑡<𝑇 𝑨𝑎 (𝑡)e−i𝜔̄𝑡 .
Let 𝜈 := 1

𝛽
+ max𝜔∈𝐵 𝜔 such that 𝜈 ≤ max𝜔̄∈𝑆𝜔0

, 𝛾 : 𝑆𝜔0 → R+ is such that
𝛾(𝜔̄)/𝛾(−𝜔̄) = e−𝛽𝜔̄ for all 𝜔̄ ∈ [−𝜈, 𝜈] ∩ 𝑆𝜔0 and the set of jumps are self-adjoint
and normalized (2.10), then the (normalized) top eigenvector approximates the
purified Gibbs state

��√𝝆𝛽〉 such that



��𝜆1(D𝛽

〉
) −

��√𝝆𝛽〉

 ≤ O (
1

𝜆𝑔𝑎𝑝 (D𝛽)
(𝜔0𝑇 +

√︂
𝛽

𝑇
)
)
.

The block-encoding for the discriminant proxy can be implemented exactly using
Hamiltonian simulation time O(𝑇) using the construction outlined in section 2.3-
section 2.3.

Even though with a worse asymptotic bound, the plain Fourier Transform is simpler
to implement and closer to thermalization in nature (section 2.9). The proof is even
simpler than the Gaussian case, partly because D = D𝑖𝑚𝑝𝑙 as the uniform weights
can be prepared exactly.
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Proof of Theorem 2.7.1. We can assume without loss of generality that 𝑇/𝛽 ≥ 𝜋,
since otherwise, the bound is vacuous. We bound the eigenvector distance by
the operator norm using Proposition 2.3.3 and recall the secular approximation
(Lemma 2.6.2, Proposition 2.6.6) and the improved bounds on approximate detailed
balance (Corollary 2.7.1):

��𝜆1(D𝛽)

〉
−

��√𝝆〉

 ≤ 6


D𝛽 − D(𝝆,L𝑠𝑒𝑐)†




𝜆𝑔𝑎𝑝 (D𝛽)

≤ 6
𝜆𝑔𝑎𝑝 (D𝛽)

(
∥D𝛽 − D𝑠𝑒𝑐∥ + ∥D𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)†∥

)
≤ O

(
1

𝜆𝑔𝑎𝑝 (D𝛽)
(𝜔0𝑇 +

1
√
𝜇𝑇
+ 𝛽

√︂
𝜇

𝑇
)
)

(now set 𝜇 := 1/𝛽)

≤ O
(

1
𝜆𝑔𝑎𝑝 (D𝛽)

(𝜔0𝑇 +
√︂
𝛽

𝑇
)
)
. ■

Unfortunately, the above result suggests that the Hamiltonian simulation time needs
to scale with the inverse gap squared 𝜆−2

𝑔𝑎𝑝; we do not know if better bounds are
possible.

2.8 Appendix:Discretization error for Lindbladians and discriminant proxies
In this appendix, we bound the discretization error for continuous Lindbladians. We
use the notation established in section 2.5. In addition, for a function 𝑓 : R→ C, by
F̄ ( 𝑓 (𝑡)), we mean the discrete Fourier Transform of the vector obtained by evaluating
𝑓 at the points 𝑡 ∈ 𝑆⌈𝑁⌋𝑡0

. Also, we define the “discretized” version 𝑓 (𝑡) :=
√
𝑡0 𝑓 (𝑡)

with a natural rescaling.

We begin with a seemingly loose bound that will, however, be sufficient.

Lemma 2.8.1. If 𝑓 , 𝑔, ℎ ∈ ℓ2(R) and 𝛾 ∈ ℓ∞(R), then for any norm |||·|||, we have
that�������
�������
�������
∫ ∞

−∞
𝛾(𝜔) 𝑨̂ 𝑓 (𝜔)† ★ 𝑨̂ 𝑓 (𝜔)d𝜔 −

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

𝑔(𝜔̄) 𝑨̂ℎ (𝜔̄)† ★ 𝑨̂ℎ (𝜔̄)

�������
�������
�������

≤
∑︁
𝜈,𝜈′∈𝐵

������(𝑨𝜈)† ★ 𝑨𝜈′
�������������

∫ ∞

−∞
𝛾(𝜔) 𝑓 ∗(𝜔−𝜈) 𝑓 (𝜔−𝜈′)d𝜔 −

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

𝑔(𝜔̄)F̄
(
ℎ(𝑡) · e(i𝜈𝑡)

)∗
(𝜔̄)F̄

(
ℎ(𝑡) · e(i𝜈′𝑡)

)
(𝜔̄)

�������,



90

where ★ stands for any operation that is distributive with +, e.g., matrix product
★ = · or tensor product ★ = ⊗.

Directly applying the above for the original Hamiltonian 𝑯 suffers from the number
of the Bohr frequencies |𝐵(𝑯) |, which can generally scale with the Hilbert space
dimension if the eigenvalue differences are nondegenerate. However, we will see that
the above becomes sufficiently stringent if we consider a rounded Hamiltonian 𝑯̄,
substantially reducing the number of distinct Bohr frequencies

��𝐵(𝑯̄)�� while staying
close to the original Hamiltonian 𝑯.

Proof. We use the defining decomposition of the continuous operator Fourier
Transform from Proposition 2.5.2

𝑨̂ 𝑓 (𝜔) =
∑︁
𝜈∈𝐵

𝑓 (𝜔 − 𝜈)𝑨𝜈,

and its discrete counterpart

𝑨̂ℎ (𝜔̄) =
∑︁
𝜈∈𝐵
F̄

(
ℎ(𝑡) · ei𝜈𝑡

)
(𝜔̄)𝑨𝜈,

where F̄ denotes the discrete Fourier Transform defined via F̄ (ℎ(𝑡)) (𝜔̄) = 1√
𝑁

∑
𝑡∈𝑆⌈𝑁 ⌋𝑡0

ℎ(𝑡)e−i𝜔̄𝑡 ,

where 𝑡0 = 2𝜋
𝑁𝜔0

.

Due to the distributivity of + and ★we have∫ ∞

−∞
𝛾(𝜔) 𝑨̂ 𝑓 (𝜔)† ★ 𝑨̂ 𝑓 (𝜔)d𝜔 −

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

𝑔(𝜔̄) 𝑨̂ℎ (𝜔̄)† ★ 𝑨̂ℎ (𝜔̄)

=
∑︁
𝜈,𝜈′∈𝐵

(𝑨𝜈)† ★ 𝑨𝜈′

©­­«
∫ ∞

−∞
𝛾(𝜔) 𝑓 ∗(𝜔−𝜈) 𝑓 (𝜔−𝜈′)d𝜔 −

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

𝑔(𝜔̄)F̄
(
ℎ(𝑡) · e(i𝜈𝑡)

)∗
(𝜔̄)F̄

(
ℎ(𝑡) · e(i𝜈′𝑡)

)
(𝜔̄)

ª®®¬.
We conclude the proof by using the triangle inequality. ■

We proceed by controlling the discretization error for the scalar integral. To do
so, we also need to regularize the filter function and the transition weight 𝛾(𝜔) by
truncations

𝑓𝑇 (𝑡) := 𝑓 (𝑡) · 1(𝑡 ∈ [−𝑇/2, 𝑇/2))
𝛾𝑊 (𝜔) := 𝛾(𝜔) · 1(𝜔 ∈ [−𝑊/2,𝑊/2)) .
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Lemma 2.8.2 (Discretization error bounds for the integral). Let F̄ denote the discrete
Fourier Transform with parameters 𝑁, 𝜔0, 𝑡0 and consider 𝑓 ∈ ℓ2(R) and 𝛾 ∈ ℓ∞(R)
with truncation parameters 𝑇,𝑊 satisfying 𝑁 ≥ 𝑇/𝑡0 ∈ Z and 𝑁 ≥ 𝑊/𝜔0 ∈ Z.
Then, for each 𝜈, 𝜈′ ∈ [−𝐾, 𝐾],��������
∫ ∞

−∞
𝛾𝑊 (𝜔) 𝑓 ∗(𝜔 − 𝜈) 𝑓 (𝜔 − 𝜈′)︸                             ︷︷                             ︸

𝑔(𝜔):=

d𝜔 −
∑︁

𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

𝛾𝑊 (𝜔̄)F̄
(√
𝑡0 𝑓𝑇 (𝑡) · e(i𝜈𝑡)

)∗
(𝜔̄)F̄

(√
𝑡0 𝑓𝑇 (𝑡) · e(i𝜈

′𝑡)
)
(𝜔̄)

�������� ≤ 𝜖
holds provided the following conditions: 44∑︁

𝑘∈Z
𝜔0∥𝑔(𝜔) − 𝑔(𝑘𝜔0)∥ [𝑘𝜔0,(𝑘+1)𝜔0) ≤

𝜖

2
, (2.55)

and∑︁
𝑡∈𝑆⌈𝑁 ⌋𝑡0

𝑡0∥ 𝑓𝑇 (𝑡) − 𝑓𝑇 (𝑡)∥ [𝑡,𝑡+𝑡0) ≤ 𝛿, 𝑡0∥ 𝑓𝑇 (𝑡)∥∞𝑇 (𝑊 + 𝐾) ≤ 𝛿, ∥ 𝑓 − 𝑓𝑇 ∥1 ≤ (
√

2𝜋 − 2)𝛿,

(2.56)

where 𝛿 = min
(

𝜖
4𝑊 ∥𝛾𝑊 ∥∞ (∥ 𝑓 ∥1+1) , 2

)
.45

Proof. By (2.55) we have that�����∫R 𝑔(𝜔)d𝜔 −∑︁
𝑘∈Z

𝑔(𝑘𝜔0)𝜔0

����� ≤∑︁
𝑘∈Z

�����∫ (𝑘+1)𝜔0

𝑘𝜔0

𝑔(𝜔) − 𝑔(𝑘𝜔0)d𝜔
����� (2.57)

≤
∑︁
𝑘∈Z

𝜔0∥𝑔(𝜔) − 𝑔(𝑘𝜔0)∥ [𝑘𝜔0,(𝑘+1)𝜔0) ≤
𝜖

2
.

44Note that the definition of 𝑔(𝜔) depends on the values 𝜈, 𝜈′, however we do not explicitly indicate
this dependence for ease of notation.

45Note that in case 𝑁 is odd in order to match the spacing of the grid 𝑆⌈𝑁 ⌋ , the intervals
[𝑘𝜔0, (𝑘 + 1)𝜔0) should be changed to [(𝑘 − 1

2 )𝜔0, (𝑘 + 1
2 )𝜔0) and analogously the endpoints of

[𝑡, 𝑡 + 𝑡0) should be shifted to 𝑡 ± 𝑡0/2.
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Also observe that due to (2.56) we have for all 𝜔 ∈ R that∑︁
𝑡∈𝑆⌈𝑁 ⌋𝑡0

𝑡0∥ 𝑓𝑇 (𝑡)e−i𝜔𝑡 − 𝑓𝑇 (𝑡)e−i𝜔𝑡 ∥ [𝑡,𝑡+𝑡0)

≤
∑︁
𝑡∈𝑆⌈𝑁 ⌋𝑡0

𝑡0∥ 𝑓𝑇 (𝑡)e−i𝜔𝑡 − 𝑓𝑇 (𝑡)e−i𝜔𝑡 ∥ [𝑡,𝑡+𝑡0) + 𝑡0∥ 𝑓𝑇 (𝑡)e−i𝜔𝑡 − 𝑓𝑇 (𝑡)e−i𝜔𝑡 ∥ [𝑡,𝑡+𝑡0)

≤
∑︁
𝑡∈𝑆⌈𝑁 ⌋𝑡0

𝑡0∥ 𝑓𝑇 (𝑡) − 𝑓𝑇 (𝑡)∥ [𝑡,𝑡+𝑡0) + 𝑡0 | 𝑓𝑇 (𝑡) |∥e−i𝜔𝑡 − e−i𝜔𝑡 ∥ [𝑡,𝑡+𝑡0)

≤
∑︁
𝑡∈𝑆⌈𝑁 ⌋𝑡0

𝑡0∥ 𝑓𝑇 (𝑡) − 𝑓𝑇 (𝑡)∥ [𝑡,𝑡+𝑡0) + 𝑡0 | 𝑓𝑇 (𝑡) |𝑡0 |𝜔|

≤ 𝛿 + 𝑡0∥ 𝑓𝑇 (𝑡)∥∞𝑇 |𝜔|.

Next we define ˜̂
𝑓𝑇 (𝜔) := 𝑡0√

2𝜋

∑
𝑡∈𝑆𝑡0 𝑓𝑇 (𝑡)e

−i𝜔𝑡 . The above two inequalities imply
similarly to (2.57) that for all 𝜔 satisfying |𝜔 | ≤ 𝑊 + 𝐾 we have

| ˜̂
𝑓𝑇 (𝜔) − 𝑓 (𝜔) | ≤

���� ˜̂
𝑓𝑇 (𝜔) −

1
√

2𝜋

∫
𝑓𝑇 (𝑡)e−i𝜔𝑡d𝑡

���� + ���� 1
√

2𝜋

∫
( 𝑓𝑇 (𝑡) − 𝑓 (𝑡))e−i𝜔𝑡d𝑡

����
≤

∑︁
𝑡∈𝑆𝑡0

����� 𝑡0√2𝜋
𝑓𝑇 (𝑡)e−i𝜔𝑡 − 1

√
2𝜋

∫ 𝑡+𝑡0

𝑡

𝑓𝑇 (𝑡)e−i𝜔𝑡d𝑡

����� + (√2𝜋 − 2) 𝛿
√

2𝜋

=
1
√

2𝜋

∑︁
𝑡∈𝑆𝑡0

�����∫ 𝑡+𝑡0

𝑡

𝑓𝑇 (𝑡)e−i𝜔𝑡 − 𝑓𝑇 (𝑡)e−i𝜔𝑡d𝑡

����� + (√2𝜋 − 2) 𝛿
√

2𝜋

≤ 2𝛿
√

2𝜋
+ (
√

2𝜋 − 2) 𝛿
√

2𝜋

= 𝛿 = min
(

𝜖

4𝑊 ∥𝛾𝑊 ∥∞(∥ 𝑓 ∥1 + 1) , 2
)
. (2.58)

Let 𝑔̃(𝜔) := 𝛾𝑊 (𝜔) ˜̂
𝑓 ∗
𝑇
(𝜔 − 𝜈) ˜̂

𝑓𝑇 (𝜔 − 𝜈′). Considering that |𝜈 |, |𝜈′| ≤ 𝐾 we get that
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for all 𝜔 ∈ R

|𝑔(𝜔) − 𝑔̃(𝜔) |
≤ |𝛾𝑊 (𝜔) |(
| 𝑓 ∗(𝜔 − 𝜈) 𝑓 (𝜔 − 𝜈′) − 𝑓 ∗(𝜔 − 𝜈) ˜̂

𝑓𝑇 (𝜔 − 𝜈′) | + | 𝑓 ∗(𝜔 − 𝜈) ˜̂
𝑓𝑇 (𝜔 − 𝜈′) − ˜̂

𝑓 ∗𝑇 (𝜔 − 𝜈)
˜̂
𝑓𝑇 (𝜔 − 𝜈′) |

)
= |𝛾𝑊 (𝜔) |

(
| 𝑓 ∗(𝜔 − 𝜈) | | 𝑓 (𝜔 − 𝜈′) − ˜̂

𝑓𝑇 (𝜔 − 𝜈′) | + | 𝑓 ∗(𝜔 − 𝜈) − ˜̂
𝑓 ∗𝑇 (𝜔 − 𝜈) | |

˜̂
𝑓𝑇 (𝜔 − 𝜈′) |

)
≤ 𝛿 |𝛾𝑊 (𝜔) |

(
| 𝑓 ∗(𝜔 − 𝜈) | + | ˜̂

𝑓𝑇 (𝜔 − 𝜈′) |
)

(by (2.58))

≤ 𝛿 |𝛾𝑊 (𝜔) |
(
| 𝑓 ∗(𝜔 − 𝜈) | + | 𝑓 (𝜔 − 𝜈′) | + | ˜̂

𝑓𝑇 (𝜔 − 𝜈′) − 𝑓 (𝜔 − 𝜈′) |
)

≤ 𝛿 |𝛾𝑊 (𝜔) | (2∥ 𝑓 ∥1 + 2) (by (2.58))

≤ 𝜖

2𝑊
. (by (2.58))

This implies�����∑︁
𝑘∈Z

𝜔0(𝑔(𝑘𝜔0) − 𝑔̃(𝑘𝜔0))
����� ≤ 𝜔0

∑︁
𝑘∈Z
|𝑔(𝑘𝜔0) − 𝑔̃(𝑘𝜔0) | ≤

∑︁
𝑘∈Z

𝑘𝜔0∈[−𝑊/2,𝑊/2)

𝜖𝜔0
2𝑊
≤ 𝜖

2
,

(2.59)

showing that�����∫R 𝑔(𝜔)d𝜔 −∑︁
𝑘∈Z

𝜔0𝑔̃(𝑘𝜔0)
�����

=

�����∫R 𝛾𝑊 (𝜔) 𝑓 ∗(𝜔 − 𝜈) 𝑓 (𝜔 − 𝜈′)d𝜔 −∑︁
𝑘∈Z

𝜔0𝛾𝑊 (𝑘𝜔0) ˜̂
𝑓 ∗𝑇 (𝑘𝜔0 − 𝜈) ˜̂

𝑓𝑇 (𝑘𝜔0 − 𝜈′)
�����

≤
�����∫R 𝛾𝑊 (𝜔) 𝑓 ∗(𝜔 − 𝜈) 𝑓 (𝜔 − 𝜈′)d𝜔 −∑︁

𝑘∈Z
𝜔0𝛾𝑊 (𝑘𝜔0) 𝑓 ∗(𝑘𝜔0 − 𝜈) 𝑓 (𝑘𝜔0 − 𝜈′)

�����
+

�����𝜔0
∑︁
𝑘∈Z

𝛾𝑊 (𝑘𝜔0) 𝑓 ∗(𝑘𝜔0 − 𝜈) 𝑓 (𝑘𝜔0 − 𝜈′) − 𝛾𝑊 (𝑘𝜔0) ˜̂
𝑓 ∗𝑇 (𝑘𝜔0 − 𝜈) ˜̂

𝑓𝑇 (𝑘𝜔0 − 𝜈′)
�����

≤ 𝜖 . (by (2.57) and (2.59))
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We conclude the proof by observing that due to𝑊 ≤ 𝑁𝜔0, 𝑇 ≤ 𝑁𝑡0, and 𝜔0𝑡0
2𝜋 = 1

𝑁

we have∑︁
𝑘∈Z

𝜔0𝑔̃(𝑘𝜔0) = 𝜔0
∑︁
𝜔̄∈Z𝜔0

𝛾𝑊 (𝜔̄) ˜̂
𝑓 ∗𝑇 (𝜔̄ − 𝜈)

˜̂
𝑓𝑇 (𝜔̄ − 𝜈′)

=
𝜔0𝑡

2
0

2𝜋

∑︁
𝜔̄∈Z𝜔0

𝛾𝑊 (𝜔̄)©­«
∑︁
𝑡∈Z𝑡0

𝑓𝑇 (𝑡)e−i(𝜔̄−𝜈)𝑡ª®¬
∗©­«

∑︁
𝑡∈Z𝑡0

𝑓𝑇 (𝑡)e−i(𝜔̄−𝜈′)𝑡ª®¬
=

1
𝑁

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

𝛾𝑊 (𝜔̄)
©­­«

∑︁
𝑡∈𝑆⌈𝑁 ⌋𝑡0

√
𝑡0 𝑓𝑇 (𝑡)ei𝜈𝑡e−i𝜔̄𝑡ª®®¬

∗©­­«
∑︁
𝑡∈𝑆⌈𝑁 ⌋𝑡0

√
𝑡0 𝑓𝑇 (𝑡)ei𝜈′𝑡e−i𝜔̄𝑡ª®®¬

=
∑︁

𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

𝛾𝑊 (𝜔̄)F̄
(√
𝑡0 𝑓𝑇 (𝑡) · e(i𝜈𝑡)

)∗
(𝜔̄)F̄

(√
𝑡0 𝑓𝑇 (𝑡) · e(i𝜈

′𝑡)
)
(𝜔̄).

■

As a sanity check, the above implies that the discretized Lindbladian convergences to
the continuum in the limit.

Theorem 2.8.1 (Discretizations converge to the continuum). If 𝛾 ∈ ℓ∞(R), 𝑓 ∈ ℓ2(R),
and 𝛾, 𝑓 are continuous almost everywhere (i.e., the set of points of discontinuity
has measure zero) while 𝑓 is bounded on every finite interval, then

lim
𝑊,𝑇→∞

lim
𝑁→∞

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

𝛾𝑊 (𝜔̄)
(
𝑨̂ 𝑓𝑇
(𝜔̄)† [·] 𝑨̂ 𝑓𝑇

(𝜔̄) − 1
2
{ 𝑨̂ 𝑓𝑇

(𝜔̄)† 𝑨̂ 𝑓𝑇
(𝜔̄), ·}

)
=

∫ ∞

−∞
𝛾(𝜔)

(
𝑨̂ 𝑓 (𝜔)† [·] 𝑨̂ 𝑓 (𝜔) −

1
2
{ 𝑨̂ 𝑓 (𝜔)† 𝑨̂ 𝑓 (𝜔), ·}

)
d𝜔,

and if 𝛾 ≥ 0, then also

lim
𝑊,𝑇→∞

lim
𝑁→∞

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

√︁
𝛾𝑊 (𝜔̄)𝛾𝑊 (−𝜔̄) 𝑨̂ 𝑓𝑇

(𝜔̄) ⊗ 𝑨̂ 𝑓𝑇
(𝜔̄)∗

− 𝛾(𝜔̄)
2

(
𝑨̂ 𝑓𝑇
(𝜔̄)† 𝑨̂ 𝑓𝑇

(𝜔̄) ⊗ 𝑰 + 𝑰 ⊗ 𝑨̂ 𝑓𝑇
(𝜔̄)†∗ 𝑨̂ 𝑓𝑇

(𝜔̄)∗
)

=

∫ ∞

−∞

√︁
𝛾(𝜔)𝛾(−𝜔) 𝑨̂ 𝑓 (𝜔) ⊗ 𝑨̂ 𝑓 (𝜔)∗

− 𝛾(𝜔)
2

(
𝑨̂ 𝑓 (𝜔)† 𝑨̂ 𝑓 (𝜔) ⊗ 𝑰 + 𝑰 ⊗ 𝑨̂ 𝑓 (𝜔)†∗ 𝑨̂ 𝑓 (𝜔)∗

)
d𝜔,

where 𝜔0 = 𝑡0 =
√︁

2𝜋/𝑁 and 𝑓𝑇 (𝑡) :=
√
𝑡0 𝑓𝑇 (𝑡).
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Proof. Due to Lemma 2.8.1, it suffices to prove for all 𝜈, 𝜈′ ∈ 𝐵 that

lim
𝑊,𝑇→∞

lim
𝑁→∞

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

𝛾𝑊 (𝜔̄)F̄
(
𝑓𝑇 (𝑡) · e(i𝜈𝑡)

)∗
(𝜔̄)F̄

(
𝑓𝑇 (𝑡) · e(i𝜈

′𝑡)
)
(𝜔̄)

=

∫ ∞

−∞
𝛾(𝜔) 𝑓 ∗(𝜔−𝜈) 𝑓 (𝜔−𝜈′)d𝜔,

lim
𝑊,𝑇→∞

lim
𝑁→∞

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

√︁
𝛾𝑊 (𝜔̄)𝛾𝑊 (−𝜔̄)F̄

(
𝑓𝑇 (𝑡) · e(i𝜈𝑡)

)
(𝜔̄)F̄

(
𝑓𝑇 (𝑡) · e(i𝜈

′𝑡)
)∗
(𝜔̄)

=

∫ ∞

−∞

√︁
𝛾(𝜔)𝛾(−𝜔) 𝑓 (𝜔−𝜈) 𝑓 ∗(𝜔−𝜈′)d𝜔. (2.60)

Since 𝑓 ∈ ℓ2(R), we have 𝑓 ∈ ℓ2(R) and therefore by Hölder’s inequality we get that
𝛾(𝜔) 𝑓 ∗(𝜔 − 𝜈) 𝑓 (𝜔 − 𝜈′) ∈ ℓ1(R), which then implies∫ ∞

−∞
𝛾(𝜔) 𝑓 ∗(𝜔 − 𝜈) 𝑓 (𝜔 − 𝜈′)d𝜔 = lim

𝑊→∞

∫ 𝑊

−𝑊
𝛾(𝜔) 𝑓 ∗(𝜔 − 𝜈) 𝑓 (𝜔 − 𝜈′)d𝜔.

Since 𝑓 = lim𝑇→∞ 𝑓𝑇 , Parseval’s Theorem implies 𝑓 = lim𝑇→∞ 𝑓𝑇 and so by Hölder’s
inequality we get∫ 𝑊

−𝑊
𝛾(𝜔) 𝑓 ∗(𝜔 − 𝜈) 𝑓 (𝜔 − 𝜈′)d𝜔 = lim

𝑇→∞

∫ 𝑊

−𝑊
𝛾(𝜔) 𝑓 ∗𝑇 (𝜔 − 𝜈) 𝑓𝑇 (𝜔 − 𝜈′)d𝜔.

As 𝑓𝑇 is bounded, continuous almost everywhere, and has compact support, the
Lebesgue-Vitali Theorem [137, 154, Theorem 11.33] implies that it is Riemann
integrable. Therefore, 𝑓𝑇 is bounded and continuous which similarly implies that
𝑔(𝜔) := 𝛾𝑊 (𝜔) 𝑓 ∗𝑇 (𝜔 − 𝜈) 𝑓𝑇 (𝜔 − 𝜈′) is Riemann integrable on [−𝑊,𝑊].

Since 𝑓 ← 𝑓𝑇 , lim𝑁→0 𝜔0 = lim𝑁→0 𝑡0 = 0, and 𝑓𝑇 (𝑡), 𝑔(𝜔) are Riemann integrable
(c.f. [48, Theorem 8.26.]), for every 𝜖 > 0 (2.55)-(2.56) are satisfied for large enough
𝑁 . Thus Lemma 2.8.2 implies that∫ 𝑊

−𝑊
𝛾(𝜔) 𝑓 ∗𝑇 (𝜔 − 𝜈) 𝑓𝑇 (𝜔 − 𝜈′)d𝜔 = lim

𝑁→∞

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

𝛾𝑊 (𝜔̄)F̄
(
𝑓𝑇 (𝑡) · e(i𝜈𝑡)

)∗
(𝜔̄)F̄

(
𝑓𝑇 (𝑡) · e(i𝜈

′𝑡)
)
(𝜔̄).

Equation (2.60) can be analogously proven after replacing 𝛾(𝜔) with
√︁
𝛾(𝜔)𝛾(−𝜔)

throughout the argument. ■

We believe that a similar result can be shown for any 𝛾 ∈ ℓ∞(R), 𝑓 ∈ ℓ2(R) without
the other assumptions in Theorem 2.8.1 by applying a further approximation with
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the help of mollifiers. While such an asymptotic result is conceptually elegant,
for quantum algorithm implementation, we need quantitative, nonasymptotic error
bounds for the particular functions we encounter.

Proposition 2.8.1 (Discretization error of Lindbladians and discriminant proxies). In
the setting of Lemma 2.8.2, assume continuity and boundedness assumption for 𝑓 , 𝛾
as in Theorem 2.8.1 with normalization ∥𝛾∥∞, ∥ 𝑓 ∥2 ≤ 1. Consider a single jump
operator 𝑨 with ∥𝑨∥ ≤ 1, assume that 𝛾(𝜔) and

√︁
𝛾(𝜔)𝛾(−𝜔) are 𝐶-Lipschitz

continuous, 𝑓 is (𝐷 · ∥ 𝑓 ∥∞)-Lipschitz continuous, 𝑓𝑇 is (𝐿 · ∥ 𝑓𝑇 ∥∞)-Lipschitz
continuous on [−𝑇/2, 𝑇/2), and assume the following conditions:

∥ 𝑓𝑇 − 𝑓 ∥2 ≤
𝜖

64
,

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝑡0

𝑡0 | 𝑓 (𝑡) − 𝑓𝑇 (𝑡) |2 ≤
( 𝜖
64

)2
,

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝑡0

𝑡0 | 𝑓 (𝑡) |2 ≤ 1

∫ ∞

−∞
| 𝑓 (𝜔)1( |𝜔| ≥ 𝑊 − 2∥𝑯∥) |2d𝜔 ≤ 𝜖

8
(

256∥𝑯∥𝑇
𝜖
+ 1

)2 ,
and ∥ 𝑓 − 𝑓𝑇 ∥1 ≤ (

√
2𝜋 − 2)𝛿 for 𝛿 = min

(
𝜖

32
(

256∥𝑯 ∥𝑇
𝜖
+1

)2
𝑊 (∥ 𝑓 ∥1+1)

, 2
)
, and

𝑡0 ≤
𝛿

𝑇 ∥ 𝑓𝑇 ∥∞
min

(
1

𝑊 + 2∥𝑯∥ ,
1
𝐿

)
,

𝜔0 ≤
𝜖

16
·min

©­­«
1

8𝑇
,

1

𝑊 (𝐶 + 2𝐷)∥ 𝑓 ∥2∞
(

256∥𝑯∥𝑇
𝜖
+ 1

)2 ª®®¬. (2.61)

Then, in the notation of Corollary 2.6.1-2.6.2,

∥L( 𝑓 ,𝑯) − L̄ (𝑊)( 𝑓 ,𝑯) ∥1−1 ≤ 𝜖, ∥D( 𝑓 ,𝑯) − D̄
(𝑊)
( 𝑓 ,𝑯) ∥ ≤ 𝜖,

where the discretized Lindbladian and discriminant proxy uses 𝛾𝑊 (𝜔) instead of
𝛾(𝜔). Moreover, if∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

���F̄ (
𝑓 (𝑡)e(i𝜈′𝑡)

)
(𝜔̄)1( |𝜔̄| ≥ 𝑊)

���2 ≤ 𝜖

8
(

256∥𝑯∥𝑇
𝜖
+ 1

)2 for each |𝜈 | ≤ 2∥𝑯∥,

(2.62)

then

∥L( 𝑓 ,𝑯) − L̄( 𝑓 ,𝑯) ∥1−1 ≤ 𝜖, ∥D( 𝑓 ,𝑯) − D̄( 𝑓 ,𝑯) ∥ ≤ 𝜖 .
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Proof. Let 𝑯̄ be the Hamiltonian obtained by rounding the spectrum of 𝑯 (down
in absolute value) to Z𝜂; this is crucial before we invoke Lemma 2.8.1. Our proof
proceeds using the following triangle inequalities:

∥L( 𝑓 ,𝑯) − L̃( 𝑓 ,𝑯) ∥1−1 ≤ ∥L( 𝑓 ,𝑯) − L( 𝑓 ,𝑯̄) ∥1−1 + ∥L( 𝑓 ,𝑯̄) − L̃( 𝑓 ,𝑯̄) ∥1−1 + ∥L̃( 𝑓 ,𝑯̄) − L̃( 𝑓 ,𝑯) ∥1−1

∥D( 𝑓 ,𝑯) − D̃( 𝑓 ,𝑯) ∥ ≤ ∥D( 𝑓 ,𝑯) − D( 𝑓 ,𝑯̄) ∥ + ∥D( 𝑓 ,𝑯̄) − D̃( 𝑓 ,𝑯̄) ∥ + ∥D̃( 𝑓 ,𝑯̄) − D̃( 𝑓 ,𝑯) ∥,

where L̃( 𝑓 ,𝑯) stands for either L̄ (𝑊)( 𝑓 ,𝑯) or L̄( 𝑓 ,𝑯) and D̃( 𝑓 ,𝑯) for either D̄
(𝑊)
( 𝑓 ,𝑯) or

D̄( 𝑓 ,𝑯) .

Choosing 𝜂 := 𝜖
64𝑇 , we get by Corollary 2.6.2 that

∥L( 𝑓 ,𝑯) − L( 𝑓 ,𝑯̄) ∥1−1 ≤ ∥L( 𝑓 ,𝑯) − L( 𝑓𝑇 ,𝑯̄) ∥1−1 + ∥L( 𝑓𝑇 ,𝑯̄) − L( 𝑓 ,𝑯̄) ∥1−1

≤ 8(𝑇𝜂 + ∥ 𝑓𝑇 − 𝑓 ∥2) ≤
𝜖

8
,

∥D( 𝑓 ,𝑯) − D( 𝑓 ,𝑯̄) ∥ ≤ ∥D( 𝑓 ,𝑯) − D( 𝑓𝑇 ,𝑯̄) ∥ + ∥D( 𝑓𝑇 ,𝑯̄) − D( 𝑓 ,𝑯̄) ∥

≤ 8(𝑇𝜂 + ∥ 𝑓𝑇 − 𝑓 ∥2) ≤
𝜖

8
,

and similarly by Corollary 2.6.1 that

∥L̃( 𝑓 ,𝑯) − L̃( 𝑓 ,𝑯̄) ∥1−1 ≤ ∥L̃( 𝑓 ,𝑯) − L̃( 𝑓𝑇 ,𝑯̄) ∥1−1 + ∥L̃( 𝑓𝑇 ,𝑯̄) − L̃( 𝑓 ,𝑯̄) ∥1−1 ≤
𝜖

8
,

∥D̃( 𝑓 ,𝑯) − D̃( 𝑓 ,𝑯̄) ∥ ≤ ∥D̃( 𝑓 ,𝑯) − D̃( 𝑓𝑇 ,𝑯̄) ∥ + ∥D̃( 𝑓𝑇 ,𝑯̄) − D̃( 𝑓 ,𝑯̄) ∥ ≤
𝜖

8
.

Therefore, it suffices to show that ∥L( 𝑓 ,𝑯̄) − L̃( 𝑓 ,𝑯̄) ∥1−1, ∥D( 𝑓 ,𝑯̄) − D̃( 𝑓 ,𝑯̄) ∥ ≤ 3𝜖
4 .

Let 𝛾̃ be either 𝛾 or 𝛾𝑊 matching the definition of L̃, and D̃. We apply Lemma 2.8.1
with ★ = ·𝝆· and ★ = ·, showing that the difference between the discrete and
continuous generators ∥L( 𝑓 ,𝑯̄) − L̃( 𝑓 ,𝑯̄) ∥1−1, ∥D( 𝑓 ,𝑯̄) − D̃( 𝑓 ,𝑯̄) ∥ can be bounded
by

2
(
256∥𝑯∥𝑇

𝜖
+ 1

)2�������
∫ ∞

−∞
𝛾(𝜔) 𝑓 ∗(𝜔−𝜈) 𝑓 (𝜔−𝜈′)d𝜔 −

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

𝛾̃(𝜔̄)F̄
(
𝑓𝑇 (𝑡) · e(i𝜈𝑡)

)∗
(𝜔̄)F̄

(
𝑓𝑇 (𝑡) · e(i𝜈

′𝑡)
)
(𝜔̄)

�������,
(2.63)

since the number of Bohr frequencies for the discretized Hamiltonian 𝑯̄ satisfies��𝐵(𝑯̄)�� ≤ 4∥𝑯̄∥
𝜂
+ 1 ≤ 4∥𝑯∥

𝜂
+ 1 =

256∥𝑯∥𝑇
𝜖
+ 1.
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We further bound ∥L( 𝑓 ,𝑯̄) − L̃( 𝑓 ,𝑯̄) ∥1−1 in three steps according to the following
triangle inequality:�������
∫ ∞

−∞
𝛾(𝜔) 𝑓 ∗(𝜔−𝜈) 𝑓 (𝜔−𝜈′)d𝜔 −

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

𝛾̃(𝜔̄)F̄
(
𝑓 (𝑡)e(i𝜈𝑡)

)∗
(𝜔̄)F̄

(
𝑓 (𝑡)e(i𝜈′𝑡)

)
(𝜔̄)

�������
≤

����∫ ∞

−∞
𝛾(𝜔) 𝑓 ∗(𝜔−𝜈) 𝑓 (𝜔−𝜈′)d𝜔 −

∫ ∞

−∞
𝛾𝑊 (𝜔) 𝑓 ∗(𝜔−𝜈) 𝑓 (𝜔−𝜈′)d𝜔

���� (2.64)

+

�������
∫ ∞

−∞
𝛾𝑊 (𝜔) 𝑓 ∗(𝜔−𝜈) 𝑓 (𝜔−𝜈′)d𝜔 −

∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

𝛾𝑊 (𝜔̄)F̄
(
𝑓 (𝑡)e(i𝜈𝑡)

)∗
(𝜔̄)F̄

(
𝑓 (𝑡)e(i𝜈′𝑡)

)
(𝜔̄)

�������.
(2.65)

+

�������
∑︁

𝜔̄∈𝑆⌈𝑁 ⌋𝜔0

(𝛾𝑊 (𝜔̄) − 𝛾̃(𝜔̄))F̄
(
𝑓 (𝑡)e(i𝜈𝑡)

)∗
(𝜔̄)F̄

(
𝑓 (𝑡)e(i𝜈′𝑡)

)
(𝜔̄)

�������. (2.66)

Considering that |𝜈 |, |𝜈′| ≤ 2∥𝑯∥ and using Hölder’s inequality, we can see that
truncation at threshold 𝑊 introduces error ≤ 𝜖

8
(

256∥𝑯 ∥𝑇
𝜖
+1

)2 ≤ 𝜖

8|𝐵(𝑯̄) |2 in (2.64),

inducing no more than 𝜖
4 error in (2.63). If 𝛾̃ := 𝛾, and (2.62) holds, then the

analogous argument shows the same bound for (2.66).

We complete our proof by showing that (2.65) is bounded by 𝜖

8
(

256∥𝑯 ∥𝑇
𝜖
+1

)2 , by

applying Lemma 2.8.2, i.e., showing that (2.55)-(2.56) are fulfilled. In Lemma 2.8.2
we set 𝐾 = 2∥𝑯∥ and our accuracy goal 𝜖 ← 𝜖

8
(

256∥𝑯 ∥𝑇
𝜖
+1

)2 . To bound (2.55) we

observe that

𝑔(𝜔) := 𝛾𝑊 (𝜔) 𝑓 ∗(𝜔 − 𝜈) 𝑓 (𝜔 − 𝜈′)

is (𝐶 + 2𝐷)∥ 𝑓 ∥2∞-Lipschitz continuous:

|𝑔(𝜔 + 𝛿) − 𝑔(𝜔) |
≤

��𝛾𝑊 (𝜔 + 𝛿) 𝑓 ∗(𝜔 + 𝛿 − 𝜈) 𝑓𝑇 (𝜔 + 𝛿 − 𝜈′) − 𝛾𝑊 (𝜔) 𝑓 ∗(𝜔 + 𝛿 − 𝜈) 𝑓𝑇 (𝜔 + 𝛿 − 𝜈′)��
+

��𝛾𝑊 (𝜔) 𝑓 ∗(𝜔 + 𝛿 − 𝜈) 𝑓𝑇 (𝜔 + 𝛿 − 𝜈′) − 𝛾𝑊 (𝜔) 𝑓 ∗(𝜔 − 𝜈) 𝑓𝑇 (𝜔 + 𝛿 − 𝜈′)��
+

��𝛾𝑊 (𝜔) 𝑓 ∗(𝜔 − 𝜈) 𝑓𝑇 (𝜔 + 𝛿 − 𝜈′) − 𝛾𝑊 (𝜔) 𝑓 ∗(𝜔 − 𝜈) 𝑓𝑇 (𝜔 − 𝜈′)��
≤(𝐶 + 2𝐷)∥ 𝑓 ∥2∞ · 𝛿,

therefore by (2.61) we can upper bound the left-hand side of (2.55) as

𝑊𝜔0(𝐶 + 2𝐷)∥ 𝑓 ∥2∞ ≤
𝜖

16
( 256∥𝑯∥𝑇

𝜖
+ 1

)2 .
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Now observe that due to the (𝐿 · ∥ 𝑓𝑇 ∥∞)-Lipschitz continuity of 𝑓𝑇 we have∑︁
𝑡∈𝑆⌈𝑁 ⌋𝑡0

𝑡0∥ 𝑓𝑇 (𝑡) − 𝑓𝑇 (𝑡)∥ [𝑡,𝑡+𝑡0) ≤
∑︁

𝑡∈𝑆⌈𝑁 ⌋𝑡0
∩[−𝑇/2,𝑇/2)

𝑡20 (𝐿 · ∥ 𝑓𝑇 ∥∞) = 𝑇𝑡0(𝐿 · ∥ 𝑓𝑇 ∥∞) ≤ 𝛿.

Repeating the above argument replacing 𝛾(𝜔) by
√︁
𝛾(𝜔)𝛾(−𝜔) proves the same

bound for ∥D( 𝑓 ,𝑯̄) − D̃( 𝑓 ,𝑯̄) ∥. ■

Lemma 2.8.3. Both functions 𝛾𝐺 (𝜔) := (e4𝛽𝜔+1)−1 and 𝛾𝑀 (𝜔) := min(1, e−𝛽𝜔) are
𝛽-Lipschitz continuous for all 𝛽 ≥ 0. Moreover,

√︁
𝛾𝐺 (𝜔)𝛾𝐺 (−𝜔) and

√︁
𝛾𝑀 (𝜔)𝛾𝑀 (−𝜔)

are 𝛽

2 -Lipschitz continuous for all 𝛽 ≥ 0.

Proof. A simple calculation shows that the absolute value of the derivative of
(e4𝛽𝜔 + 1)−1 is largest at 0, where it is 𝛽, therefore it is 𝛽-Lipschitz continuous.
Similarly, since min(1, e−𝛽𝜔) is continuous, and the absolute value of the (right)
derivative of min(1, e−𝛽𝜔) is bounded by 𝛽 for every 𝜔 ∈ R, it is also 𝛽-Lipschitz
continuous. Similar elementary calculation shows the 𝛽

2 -Lipschitz continuity of√︁
𝛾𝐺 (𝜔)𝛾𝐺 (−𝜔) and

√︁
𝛾𝑀 (𝜔)𝛾𝑀 (−𝜔). ■

Note that since we apply our generic bound Proposition 2.8.1 to the following nice
functions, we get rather loose estimates of 𝑁 , which are certainly off by polynomial
factors from the tight values. However, since algorithmically, we only pay (poly-
)logarithmic cost in 𝑁 , the looseness of our bounds probably only results in constant
overheads.

Corollary 2.8.1 (Discretization error of “finite-time” Davies generators). Let 𝑓 (𝑡) =√︃
1
𝑇
1(𝑡 ∈ [−𝑇/2, 𝑇/2)) and 𝜖 > 0. Assuming the normalization condition (2.10),

if ∥𝛾∥∞ ≤ 1 and
√︁
𝛾(𝜔)𝛾(−𝜔) are 𝛽-Lipschitz continuous (e.g., Metropolis or

Glauber), ∥𝛾∥∞ ≤ 1, then setting 𝑁 = 2𝑛 for 𝑛 = Θ

(
log

(
2|𝐴| (∥𝑯∥+1) (𝑇+1) (𝛽+1)

𝜖

))
with

appropriate constants ensures that

∥L( 𝑓 ,𝑯) − L̄( 𝑓 ,𝑯) ∥1−1 ≤ 𝜖, ∥D( 𝑓 ,𝑯) − D̄( 𝑓 ,𝑯) ∥ ≤ 𝜖 .

where 𝜔0 = 2
𝑇

√︃
2𝜋

(𝐶+1)𝑁 , 𝑡0 = 𝑇
2

√︃
2𝜋(𝐶+1)

𝑁
.

Proof. We use Proposition 2.8.1 for each 𝑨𝑎 setting 𝜖′← 𝜖
|𝐴| to prove the claim. First

observe that 𝑓𝑇 = 𝑓 , and ∥ 𝑓 ∥2 = 1 =
∑
𝜔̄∈𝑆⌈𝑁 ⌋𝑡0

𝑡0 | 𝑓 (𝑡) |2 = 1. As 𝑓 (𝑤) = sinc(𝑇𝜔/2),
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and | sinc(𝑇𝜔/2) | ≤ 1, and | 𝜔d𝜔 sinc(𝑇𝜔/2) | ≤ 𝑇/4 we get that 𝐷 ≤ 𝑇
4 and trivially

𝐿 = 0.

Let us recall the tail bound on the discrete Fourier Transform from Proposition 2.6.6∑︁
|𝜔̄|>𝑚𝜔0

���F̄ (
𝑓 (𝑡) · e(i𝜈𝑡)

)
(𝜔̄ − 𝜈)

���2 ≤ 𝜋

𝑇𝑚𝜔0
.

Similar bound holds for the continuous Fourier Transform 𝑓 (𝜔) =
√︃

𝑇
2𝜋 sinc(𝑇𝜔/2)

of the uniform weight function:∫ ∞

−∞
| 𝑓 (𝜔)1( |𝜔| ≥ 𝑊) |2d𝜔 ≤ 𝜋

𝑇𝑊
,

so choosing𝑊 := Θ

((
(∥𝑯∥+1) (𝑇+1)

𝜖 ′

)3)
≥ 2∥𝑯∥ + 8𝜋 𝑇

𝜖 ′

(
256∥𝑯∥𝑇

𝜖 ′ + 1
)2

ensures the nec-

essary tail bounds. Therefore it is easy to see that setting𝑁 = Θ

((
|𝐴| (∥𝑯∥+1) (𝑇+1) (𝛽+1)

𝜖

)O(1))
satisfies all requirements of Proposition 2.8.1. ■

Corollary 2.8.2 (Discretization error of Gaussian Lindbladians and discriminant

proxies). Let 𝑓 (𝑡) = 1√
𝜎
√

2𝜋
𝑒
− 𝑡2

4𝜎2 and 𝜖 > 0. Assuming the normalization condition

(2.10), if ∥𝛾∥∞ ≤ 1 and
√︁
𝛾(𝜔)𝛾(−𝜔) are 𝛽-Lipschitz continuous (e.g., Metropolis

or Glauber), , then setting 𝑁 = 2𝑛 for 𝑛 = Θ

(
log

(
2|𝐴| (∥𝑯∥+1) (𝜎+1/𝜎) (𝛽+1)

𝜖

))
with

appropriate constants ensures

∥L( 𝑓 ,𝑯) − L̄( 𝑓 ,𝑯) ∥1−1 ≤ 𝜖, ∥D( 𝑓 ,𝑯) − D̄( 𝑓 ,𝑯) ∥ ≤ 𝜖,

where 𝜔0 = 1
𝜎

√︃
2𝜋
𝑁

, 𝑡0 = 𝜎

√︃
2𝜋
𝑁

.

Proof. We use Proposition 2.8.1 for each 𝑨𝑎 setting 𝜖 ′ ← 𝜖
|𝐴| to prove the claim.

First observe that ∥ 𝑓 ∥2 = 1 and since 𝑡0 = O(𝜎) we have∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝑡0

𝑡0 | 𝑓 (𝑡) |2 = Θ(1). (2.67)

As 𝑓 (𝑤) =
√︂
𝜎

√︃
2
𝜋
𝑒−𝜎

2𝜔2 , we also get | 𝜔d𝜔 𝑓 (𝑤) |/∥ 𝑓 ∥∞ ≤ 𝜎, so 𝐷 ≤ 𝜎. Since

∥ 𝑓 ∥∞ = ∥ 𝑓𝑇 ∥∞ and | 𝜔d𝑡 𝑓 (𝑡) |/∥ 𝑓 ∥∞ ≤
1

2𝜎 , we get 𝐿 ≤ 1
2𝜎 .

Standard Gaussian tail bound tells us that

∥ 𝑓 − 𝑓𝑇 ∥22 ≤
2

𝑇
√

2𝜋
𝑒
− 𝑇2

2𝜎2 ,
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from which it follows that∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝑡0

𝑡0 | 𝑓 (𝑡) − 𝑓𝑇 (𝑡) |2 ≤
(

2
𝑇
√

2𝜋
+ 2𝑡0
𝜎
√

2𝜋

)
𝑒
− 𝑇2

2𝜎2 ,

implying that it suffices to choose 𝑇 = Θ

(
𝜎
√︁

log(1/𝜖′) + 1
)
.

By (2.67) and Proposition 2.6.7 the Fourier-transformed tail satisfies√√√√√√ ∑︁
𝜔̄∈𝑆⌈𝑁 ⌋𝜔0
| 𝜔̄ | ≥𝑊

��� ˆ̄𝑓 (𝜔̄)
���2 ≤ O (

1
√
𝑁𝜔0𝜎

e−𝑁
2𝜔2

0𝜎
2/2 + 1√︁

𝑁𝑡0/𝜎
e−𝑁

2𝑡20/16𝜎2 + 1
√
𝑊𝜎

e−𝑊
2𝜎2

)
,

so it suffices to choose𝑁 = Ω

((√︁
log(1/𝜖′) + 1

))
and𝑊 = Θ

(
1
𝜎

√︁
log(1/𝜖′) + 1 + 2∥𝑯∥

)
.

Therefore, it is easy to see that setting 𝑁 = Θ

((
|𝐴| (∥𝑯∥+1) (𝜎+1/𝜎) (𝛽+1)

𝜖

)O(1))
satisfies

all requirements of Proposition 2.8.1. ■

2.9 Appendix:Implications for Lindbladians from system-bath interaction
Our algorithmic constructions are closely related to their physical origins, and the
analytic framework conversely sheds light on the thermalization of open quantum
systems. Under physical assumptions, one can microscopically derive a Lindbladian
for a system coupled weakly to a bath (See, e.g., [152]). Among many candidates [56,
58, 139, 150, 170], we mainly focus on the Coarsed Grained Master Equation [121,
134] that enjoys transparent nonasymptotic error bounds and nicely connects to our
algorithmic construction. Recall

L(𝐶𝐺𝑀𝐸) [𝝆] := −i[𝑯𝐿𝑆, 𝝆] +
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝛾(𝜔)

(
𝑨̂𝑎 (𝜔)𝝆𝑨𝑎 (𝜔)† − 1

2
{𝑨𝑎 (𝜔)† 𝑨̂𝑎 (𝜔), 𝝆}

)
d𝜔

(2.68)

=: L𝑢𝑛𝑖 [𝝆] + L𝑑𝑖𝑠𝑠 [𝝆]

and the correlation function 𝛾(𝜔) satisfying the symmetry 𝛾(𝜔)/𝛾(−𝜔) = e−𝛽𝜔.
The Lamb-shift term 46

𝑯𝐿𝑆 :=
∑︁
𝑎∈𝐴

i
2
√

2𝜋𝑇

∫ 𝑇/2

−𝑇/2

∫ 𝑇/2

−𝑇/2
sgn(𝑡1 − 𝑡2)𝑐(𝑡2 − 𝑡1)𝑨𝑎†(𝑡2)𝑨𝑎 (𝑡1)d𝑡2d𝑡1(2.69)

46Compared with [134, Eq.24], the factor of 1√
2𝜋

is due to our Fourier Transform convention.
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depends on the inverse Fourier Transform 𝑐(𝑡) of 𝛾(𝜔), i.e.,

𝑐(𝑡) = 1
√

2𝜋

∫ ∞

−∞
𝛾(𝜔)ei𝜔𝑡d𝜔.

Let us also impose the normalization convention

∥𝑐∥1 ≤
√

2𝜋 (2.70)

which also controls the frequency domain by ∥𝛾∥∞ ≤ ∥𝑐∥1√
2𝜋
≤ 1. Nicely, the strength

of the Lamb-shift term is also suitably normalized:

Lemma 2.9.1 (Norm of Lamb-shift term). For 𝑯𝐿𝑆 as in (2.69),

∥𝑯𝐿𝑆∥ ≤
∥𝑐∥1
2
√

2𝜋






∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎






.
For our normalization conventions (Eq. (2.10), Eq. (2.70)), the RHS would be 1

2 ,
which is comparable to the super-operator norm of the dissipative part (2.13).

Note that if 𝑐(𝑡) is sufficiently smooth (for example, 𝑙-Lipschitz continuous with a not
too large 𝑙), and we can efficiently prepare discretized states proportional to

√︁
|𝑐(𝑡) |

and 𝑐(𝑡)√
|𝑐(𝑡) |

, then we can get a block-encoding of a good approximation of 𝑯𝐿𝑆

1√
2𝜋

∫ 𝑇

−𝑇 |𝑐(𝑡) |d𝑡
by using Hamiltonian simulation time O(𝑇). The key is to prepare states proportional
to

√︁
|𝑐(𝑡2 − 𝑡1) | and 𝑐(𝑡2−𝑡1)√

|𝑐(𝑡2−𝑡1) |
over the domain [−𝑇/2, 𝑇/2] × [−𝑇/2, 𝑇/2]. This

can be done by first preparing a uniform superposition over discretized values of
𝑡1 on the interval [−𝑇/2, 𝑇/2], and also a state proportional to

√︁
|𝑐(𝑡2) | on the

interval [−𝑇,𝑇]. This is a product state, but then we add the first variable to
the second 𝑡2 ← 𝑡2 + 𝑡1 (which we implement in superposition on the register
containing the discretized values of 𝑡2). The resulting new variables 𝑡1, 𝑡2 restricted
to the domain [−𝑇/2, 𝑇/2] × [−𝑇/2, 𝑇/2] have the desired amplitudes. The case of
𝑐(𝑡2−𝑡1)√
|𝑐(𝑡2−𝑡1) |

is completely analogous. Now the block-encoding is simple: prepare a state

proportional 𝑐(𝑡2−𝑡1)√
|𝑐(𝑡2−𝑡1) |

|𝑡1⟩|𝑡2⟩, apply sgn(𝑡2 − 𝑡1)𝑨𝑎 (𝑡2)𝑨𝑎 (𝑡1) and finally unprepare

the state proportional to
√︁
|𝑐(𝑡2 − 𝑡1) | |𝑡1⟩|𝑡2⟩ (run the preparation in reverse). This

block-encoding ensures that we can accurately simulate the above Master Equation
using Theorem 2.3.2.

Compared with our algorithmic construction, the CGME differs in the following
ways. First, it contains a unitary part L𝑢𝑛𝑖, especially the Lamb-shift term 𝑯𝐿𝑆. This
requires additional technical tools to handle, so we temporarily drop this term and
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postpone its discussion to section 2.9. The second difference is less essential: instead
of discrete Fourier Transforms, the Kraus operators are labeled by continuous Bohr
frequencies with appropriate normalizations.

𝑨̂(𝜔) :=
√︂

1
2𝜋𝑇

∫ 𝑇/2

−𝑇/2
e−i𝜔𝑡𝑨(𝑡)d𝑡 =

√︂
1

2𝜋𝑇

∑︁
𝜈∈𝐵(𝑯)

𝑨𝜈
e−i(𝜔−𝜈)𝑇/2 − ei(𝜔−𝜈)𝑇/2

i𝜔
.

Note the Fourier Transform convention. The time scale 𝑇 depends on parameters of
the open system, such as the bath correlation function and the coupling strength [134];
in our error bounds, we will keep 𝑇 as a tunable abstract parameter.

Still, using a similar argument for analyzing the algorithm, we control the fixed
point error for the Lindbladian. In fact, the bounds and the presentation simplify as
discretization errors vanish. The main idea is to introduce the secular approximation
(using notations in section 4.15)

L𝑠𝑒𝑐 :=
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝛾(𝜔)

(
𝑺̂𝑎 (𝜔) [·]𝑺𝑎 (𝜔)† − 1

2
{𝑺𝑎 (𝜔)†𝑺̂𝑎 (𝜔), ·}

)
d𝜔. (2.71)

Theorem 2.9.1 (Fixed point of the dissipative part). The dissipative part of
the CGME Lindbladian (2.68) (satisfying normalization and symmetry condi-
tions (2.10),(2.12),(2.70)), has an approximate Gibbs fixed point

∥𝝆 𝑓 𝑖𝑥 (L𝑑𝑖𝑠𝑠) − 𝝆𝛽∥1 ≤ O
(√︂

𝛽

𝑇
𝑡𝑚𝑖𝑥 (L𝑑𝑖𝑠𝑠)

)
.

Since the proof structure is analogous, we present the altogether bounds and derive
them in the following sections.

Proof. Telescope for the fixed points

∥𝝆 𝑓 𝑖𝑥 (L𝑑𝑖𝑠𝑠) − 𝝆𝛽∥1 ≤ ∥𝝆 𝑓 𝑖𝑥 (L𝑑𝑖𝑠𝑠) − 𝝆 𝑓 𝑖𝑥 (L𝑠𝑒𝑐)∥1 + ∥𝝆 𝑓 𝑖𝑥 (L𝑠𝑒𝑐) − 𝝆𝛽∥1

≤ O
((
∥L − L𝑠𝑒𝑐∥1−1 +



D(𝝆,L𝑠𝑒𝑐) − D(𝝆,L𝑠𝑒𝑐)†

2−2

)
𝑡𝑚𝑖𝑥 (L𝑑𝑖𝑠𝑠)

)
≤ O

((
1
√
𝜇𝑇
+ 𝛽

√︂
𝜇

𝑇

)
𝑡𝑚𝑖𝑥 (L𝑑𝑖𝑠𝑠)

)
.

The second inequality uses identical arguments as (2.20) from the proof of Theo-
rem 2.1.3. The third inequality plugs in bounds for the secular approximation (the
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continuous case is the limit of the discrete case (Lemma 2.6.2)) and approximate
detailed balance (Proposition 2.9.1). Optimize the free parameter 𝜇 = 1

𝛽
to conclude

the proof. ■

The mixing time can be bounded by the gap (Proposition 2.2.3) if needed, but for
conceptual simplicity, we stuck to the mixing time for the main presentation.

Bounds for approximate detailed balance
Here, we show approximate detailed balance for the Lindbladian of interest L𝑠𝑒𝑐.

Proposition 2.9.1 (Approximate detailed balance). Suppose the secular approxima-
tion for L(𝐶𝐺𝑀𝐸) (2.71) is truncated at energy 𝜇. Then,

1
2


D(𝝆,L𝑠𝑒𝑐) − D(𝝆,L𝑠𝑒𝑐)†

2−2 ≤ O

(
𝛽

√︂
𝜇

𝑇

)
.

Proof. We simply telescope by inserting the algorithmically constructed discriminant
D𝑠𝑒𝑐 (Corollary 2.7.1)

D(𝝆,L𝑠𝑒𝑐) − D(𝝆,L𝑠𝑒𝑐)†

2−2 ≤ ∥D(𝝆,L𝑠𝑒𝑐) − D𝑠𝑒𝑐∥2−2 + ∥D𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)†∥2−2

≤ 2∥D𝑠𝑒𝑐 − D(𝝆,L𝑠𝑒𝑐)∥2−2.

The last inequality uses that D𝑠𝑒𝑐 = D†𝑠𝑒𝑐 and that ∥A∥2−2 = ∥A†∥2−2. Note that
the algorithmic discussion considered discrete energy labels, so we have to take a
continuum limit for the bilinear sum47∑︁

𝜔̄∈𝑆𝜔0

𝛾(𝜔̄) 𝑺̂𝑎 (𝜔̄)†𝑺̂𝑎 (𝜔̄) →
∫ ∞

−∞
𝛾(𝜔) 𝑺̂𝑎†(𝜔) 𝑺̂𝑎 (𝜔)d𝜔.

Indeed, the bound does not depend on the discretization scale. ■

Effects of the Lamb-shift term
In this section, we include the unitary part of the CGME generator. The resulting
bounds now depend on two mixing times, and we do not have a desirable conversion
between the two mixing times. Still, one can upper bound both via the spectral gap
of the Hermitian part of the dissipative partH𝑑𝑖𝑠𝑠.

47Formally speaking, the correctness in this limit can be derived by using our discrete results and
taking their limit as in 2.8.1.
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Theorem 2.9.2 (Fixed point of CGME). For the full CGME generator (2.68), which
satisfy the symmetry and normalization conditions (2.10),(2.11),(2.12),(2.70), we
have that

∥𝝆 𝑓 𝑖𝑥 (L𝐶𝐺𝑀𝐸 ) − 𝝆𝛽∥1 ≤ O
(√︂

𝛽

𝑇
(𝑡𝑚𝑖𝑥 (L𝐶𝐺𝑀𝐸 ) + 𝑡𝑚𝑖𝑥 (L𝑑𝑖𝑠𝑠))

)
.

We have already calculated the errors for the dissipative part; here we only study
errors for the Lamb-shift term as in the following sections and combine them at
section 2.9. The strategy is similar; we discretize the Hamiltonian, truncate the
operator via the secular approximation, and then argue that the resulting operator
nearly commutes with the Gibbs state

𝑯𝐿𝑆 ≈ 𝑯𝐿𝑆,𝑠𝑒𝑐 ≈
√
𝝆𝑯𝐿𝑆,𝑠𝑒𝑐

√
𝝆−1

.

Formally, we introduce the intermediate constructs

L𝑠𝑒𝑐 := L𝑢𝑛𝑖,𝑠𝑒𝑐 + L𝑑𝑖𝑠𝑠,𝑠𝑒𝑐 and L′ :=
√
𝝆(L𝑑𝑖𝑠𝑠,𝑠𝑒𝑐 − L𝑢𝑛𝑖,𝑠𝑒𝑐) [

√
𝝆−1 · √𝝆−1]√𝝆,

where L𝑢𝑛𝑖,𝑠𝑒𝑐 := −i[𝑯 + 𝑯𝐿𝑆,𝑠𝑒𝑐, ·] .

Note that in L′ we had to manually flip the sign of the coherent part to ensure
L𝑠𝑒𝑐 ≈ L′. One may add any coherent term −i[𝑽, ·] as long as [𝑽, 𝝆] = 0 (most
notably the Hamiltonian 𝑯); it would not contribute to the error bounds.

Secular approximation for the Lamb-shift

Rewrite the integral by change-of-variable 𝑠 := 𝑡2 − 𝑡1 and apply the secular
approximation to the inner integral

𝑯𝐿𝑆 :=
i

2𝑇

∫ 𝑇

−𝑇
sgn(−𝑠)𝐶 (𝑠)

(∫ min(𝑇/2−𝑠,𝑇/2)

max(−𝑇/2,−𝑇/2−𝑠)

(∑︁
𝑎∈𝐴

𝑨𝑎†(𝑠)𝑨𝑎
)
(𝑡1)d𝑡1

)
d𝑠

The secular approximation in this context differs from the one we used for the bilinear
expressions (Lemma 2.6.3). We define and analyze the error as follows, inspired
by [40].

Lemma 2.9.2 (Secular approximation for time average). Consider an operator 𝑨

and a Hermitian operator 𝑯. Then, for any unitarily invariant norm ∥·∥∗ and times
𝑡1, 𝑡2, there exists a secular approximated operator 𝑺𝜇 such that〈

𝜓 𝑗
��𝑺𝜇 |𝜓𝑖⟩ = 0 if

��𝐸𝑖 − 𝐸 𝑗 �� ≤ 𝜇
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and 



∫ 𝑡2

𝑡1

ei𝑯𝑠𝑨e−i𝑯𝑠d𝑠 − 𝑺𝜇






∗
≤ O

(
∥𝑨∥∗

1 + log( 1
𝜇 |𝑡2−𝑡1 | )
𝜇

)
.

See section 2.9 for the proof. Intuitively, the time average
∫ 𝑡2
𝑡1

𝑨(𝑠)d𝑠 weakens the
off-diagonal entries (in the 𝑯 eigenbasis) with a large Bohr frequency. Dropping
them incurs an error depending on the truncation value 𝜇.

Applying the secular approximation for the Lamb-shift Hamiltonian yields the
following bound.

Corollary 2.9.1 (Secular approximation for the Lamb-shift term). In the setting
of Theorem 2.9.2, the exists a Hermitian operator 𝑯𝐿𝑆,𝑠𝑒𝑐 such that〈

𝜓 𝑗
��𝑯𝐿𝑆,𝑠𝑒𝑐 |𝜓𝑖⟩ = 0 if

��𝐸𝑖 − 𝐸 𝑗 �� ≤ 𝜇
and

∥𝑯𝐿𝑆 − 𝑯𝐿𝑆,𝑠𝑒𝑐∥ = Õ
(
∥∑𝑎∈𝐴 𝑨𝑎†𝑨𝑎∥

𝜇𝑇

∫ 𝑇

−𝑇
|𝐶 (𝑠) |d𝑠

)
= Õ

(
1
𝜇𝑇

)
.

Proof. Apply secular approximation to the inner integral (which depends on 𝑠) to
obtain

𝑯𝐿𝑆,𝑠𝑒𝑐 :=
i

2𝑇

∫ 𝑇

−𝑇
sgn(−𝑠)𝐶 (𝑠)𝑺(𝑠)𝜇 d𝑠

and calculate

∥𝑯𝐿𝑆 − 𝑯𝐿𝑆,𝑠𝑒𝑐∥ ≤
1

2𝑇

∫ 𝑇

−𝑇
|𝐶 (𝑠) |






∫ min(𝑇/2−𝑠,𝑇/2)

max(−𝑇/2,−𝑇/2−𝑠)
(
∑︁
𝑎∈𝐴

𝑨𝑎†(𝑠)𝑨𝑎) (𝑡1)d𝑡1 − 𝑺(𝑠)𝜇






d𝑠.

Use the secular approximation (Lemma 2.9.2) for the integral over 𝑡1 to conclude the
proof. ■

Approximate detailed balance

Thirdly, we also control the error for approximate detailed balance.

Lemma 2.9.3 (Apprximate detailed balance for the unitary part). In the setting
of Theorem 2.9.2, if 𝛽𝜇 ≤ 1,


L†𝑢𝑛𝑖 + √𝝆L𝑢𝑛𝑖 [√𝝆−1 · √𝝆−1]√𝝆





2−2
≤ Õ

(
𝛽𝜇

∫ 𝑇

−𝑇
|𝐶 (𝑠) | d𝑠

)
= Õ(𝛽𝜇).
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We present the superoperator form to feed into our existing fixed-point analysis. Still,
the calculation essentially reduces to the operator norm. We will need the following
proposition, whose proof is reminiscent of the arguments (section 2.7) analyzing the
𝛿R part of Lemma 2.7.3.

Proposition 2.9.2. Suppose an operator 𝑨 satisfies

⟨𝐸𝑖 |𝑨
��𝐸 𝑗 〉 = 0 whenever

��𝐸𝑖 − 𝐸 𝑗 �� ≤ 𝜇
and 𝛽𝜇 ≤ 1, then

∥𝑨 − √𝝆𝑨√𝝆−1∥ = O(∥𝑨∥𝛽𝜇).

Proof. Consider nearby energy projectors at energy resolution 𝜇.

𝑰 =
∑︁
𝑎∈Z

𝑷𝑎𝜇 where 𝑷𝑎𝜇 :=
∑︁

(𝑎+ 1
2 )𝜇>𝐸≥(𝑎−

1
2 )𝜇

𝑷𝐸 .

Then, the matrix 𝑨 is tri-block-diagonal 𝑨 = 𝑼 + 𝑳 + 𝑫 with blocks labeled by
integer multiples of 𝜇. For the lower-diagonal-blocks 𝑳 =

∑
𝑎 𝑷(𝑎+1)𝜇𝑨𝑷𝑎𝜇, we

evaluate the commutator for each term

𝑷(𝑎+1)𝜇𝑨𝑷𝑎𝜇 −
√
𝝆𝑷(𝑎+1)𝜇𝑨𝑷𝑎𝜇

√
𝝆−1

= 𝑷(𝑎+1)𝜇𝑨𝑷𝑎𝜇 − e−𝛽𝑯
′/2𝑷(𝑎+1)𝜇𝑨𝑷𝑎𝜇e𝛽𝑯

′/2,

where

𝑯′ = 𝑯 − (𝑎 + 1
2
)𝑰 such that ∥𝑯′∥ ≤ 𝜇.

Therefore,

∥𝑳 − √𝝆𝑳√𝝆−1∥ ≤ max
𝑎
∥𝑷(𝑎+1)𝜇𝑨𝑷𝑎𝜇 −

√
𝝆𝑷(𝑎+1)𝜇𝑨𝑷𝑎𝜇

√
𝝆−1∥

(By Lemma 2.7.1)

= O(𝛽𝜇). (By |e𝑥 − 1| ≤ 2|𝑥 | for |𝑥 | ≤ 1)

The bounds on 𝑫 and 𝑼 are analogous. ■

Proof of Lemma 2.9.3. Expand

L†
𝑢𝑛𝑖
[𝑨] + √𝝆L𝑢𝑛𝑖 [

√
𝝆−1𝑨

√
𝝆−1]√𝝆

= i𝑯𝐿𝑆,𝑠𝑒𝑐𝑨 − i𝑨𝑯𝐿𝑆,𝑠𝑒𝑐 − i
√
𝝆𝑯𝐿𝑆,𝑠𝑒𝑐

√
𝝆−1𝑨 + i𝑨

√
𝝆−1𝑯𝐿𝑆,𝑠𝑒𝑐

√
𝝆

= i
(
𝑯𝐿𝑆,𝑠𝑒𝑐 −

√
𝝆𝑯𝐿𝑆,𝑠𝑒𝑐

√
𝝆−1

)
𝑨 − i𝑨

(
𝑯𝐿𝑆,𝑠𝑒𝑐 −

√
𝝆−1𝑯𝐿𝑆,𝑠𝑒𝑐

√
𝝆
)
.
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The Hamiltonian term 𝐻 disappears because it commutes with the Gibbs state. Now,
Holder’s inequality reduces the superoperator norm to the operator norm, which can
be controlled by Proposition 2.9.2


𝑯𝐿𝑆,𝑠𝑒𝑐 −

√
𝝆𝑯𝐿𝑆,𝑠𝑒𝑐

√
𝝆−1




 ≤ O(∥𝑯𝐿𝑆,𝑠𝑒𝑐∥𝛽𝜇) = O
(
(∥𝑯𝐿𝑆∥ + ∥𝑯𝐿𝑆 − 𝑯𝐿𝑆,𝑠𝑒𝑐∥)𝛽𝜇

)
Use Corollary 2.9.1 and Lemma 2.9.2 to conclude the proof. ■

Altogether: Proof of fixed point correctness (Theorem 2.9.2)
We now put together the error bounds for the full CGME Lindbladian.

Proof of Theorem 2.9.2. Recall the bound on the fixed point error

∥𝝆 𝑓 𝑖𝑥 (L) − 𝝆∥1
= ∥𝝆 𝑓 𝑖𝑥 (L) − 𝝆 𝑓 𝑖𝑥 (L𝑠𝑒𝑐)∥1 + ∥𝝆 𝑓 𝑖𝑥 (L𝑠𝑒𝑐) − 𝝆 𝑓 𝑖𝑥 (L′)∥1

≤ O
(
∥L − L𝑠𝑒𝑐∥1−1𝑡𝑚𝑖𝑥 (L) +

∥D(𝝆,L𝑠𝑒𝑐) − D(𝝆,L′)∥2−2
𝜍−2(D(𝝆,L𝑠𝑒𝑐))

)
≤ O

(
∥L − L𝑠𝑒𝑐∥1−1𝑡𝑚𝑖𝑥 (L) +



L𝑑𝑖𝑠𝑠 − L𝑑𝑖𝑠𝑠,𝑠𝑒𝑐

1−1𝑡𝑚𝑖𝑥 (L𝑑𝑖𝑠𝑠)

+
(
∥D(𝝆,L𝑢𝑛𝑖,𝑠𝑒𝑐) + D(𝝆,L𝑢𝑛𝑖,𝑠𝑒𝑐)†∥2−2 + ∥D(𝝆,L𝑑𝑖𝑠𝑠,𝑠𝑒𝑐) − D(𝝆,L𝑑𝑖𝑠𝑠,𝑠𝑒𝑐)†∥2−2

)
𝑡𝑚𝑖𝑥 (L𝑑𝑖𝑠𝑠)

)
,

(2.72)

where we compare the fixed points of L𝑠𝑒𝑐 and L′ by eigenvector perturbation
(Proposition 2.10.2, noting that L𝑠𝑒𝑐 contains an eigenvalue zero as it generates a
CPTP map; L′ has the Gibbs state as its fixed point, which has eigenvalue zero). The
third inequality bound the singular value by the mixing time: apply Fan-Hoffman [21,
Proposition III.5.1] and use perturbation bounds for sorted singular values

2𝜍−2(D(𝝆,L𝑠𝑒𝑐)) ≥ 𝜍−2

(
D(𝝆,L𝑠𝑒𝑐) + D(𝝆,L𝑠𝑒𝑐)†

)
≥ 𝜆2

(
D(𝝆,L𝑑𝑖𝑠𝑠,𝑠𝑒𝑐) + D(𝝆,L𝑑𝑖𝑠𝑠,𝑠𝑒𝑐)†

)
−



D(𝝆,L𝑢𝑛𝑖,𝑠𝑒𝑐) + D(𝝆,L𝑢𝑛𝑖,𝑠𝑒𝑐)†

2−2

≥ Ω( 1
𝑡𝑚𝑖𝑥 (L𝑑𝑖𝑠𝑠,𝑠𝑒𝑐)

) −


D(𝝆,L𝑢𝑛𝑖,𝑠𝑒𝑐) + D(𝝆,L𝑢𝑛𝑖,𝑠𝑒𝑐)†

2−2

≥ Ω( 1
𝑡𝑚𝑖𝑥 (L𝑑𝑖𝑠𝑠)

) −


D(𝝆,L𝑢𝑛𝑖,𝑠𝑒𝑐) + D(𝝆,L𝑢𝑛𝑖,𝑠𝑒𝑐)†

2−2.(2.73)
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The rest are analogous to (2.20), except that we have to manually include the term

L𝑑𝑖𝑠𝑠 − L𝑑𝑖𝑠𝑠,𝑠𝑒𝑐

1−1𝑡𝑚𝑖𝑥 (L𝑑𝑖𝑠𝑠) to ensure Eqn. (2.73) holds.

By secular approximation with truncation energy 𝜇 and 𝜇′ (which will be set to
different values to minimize the error bounds),

∥𝑯𝐿𝑆 − 𝑯𝐿𝑆,𝑠𝑒𝑐∥ = Õ(
1
𝜇𝑇
) and ∥L𝑑𝑖𝑠𝑠 − L𝑑𝑖𝑠𝑠,𝑠𝑒𝑐∥1−1 = O( 1

√
𝜇′𝑇
)

which combines to

∥L − L𝑠𝑒𝑐∥1−1 =


i[𝑯𝐿𝑆, ·] + L𝑑𝑖𝑠𝑠 − i[𝑯𝐿𝑆,𝑠𝑒𝑐, ·] − L𝑑𝑖𝑠𝑠,𝑠𝑒𝑐




1−1

= Õ
(

1
𝑇𝜇
+ 1
√
𝜇′𝑇

)
.

The second inequality reduces the superoperator norm ∥·∥1−1 to operator norm by
∥𝑨𝝆∥1 ≤ ∥𝑨∥∥𝝆∥1. Next, we combine the approximate detailed balance-type errors
from the Lamb-shift term (Lemma 2.9.3) and the dissipative term (Proposition 2.9.1)

∥D(𝝆,L𝑢𝑛𝑖,𝑠𝑒𝑐) + D(𝝆,L𝑢𝑛𝑖,𝑠𝑒𝑐)†∥2−2 + ∥D(𝝆,L𝑑𝑖𝑠𝑠,𝑠𝑒𝑐) − D(𝝆,L𝑑𝑖𝑠𝑠,𝑠𝑒𝑐)†∥2−2

= Õ
(
𝛽𝜇 + 𝛽

√︂
𝜇′

𝑇

)
.

Altogether, choose 𝜇 =

√︃
1
𝛽𝑇
≤ 1

𝛽
and 𝜇′ = 1

𝛽
so that

(2.72) ≤ Õ
(
max(𝑡𝑚𝑖𝑥 (L), 𝑡𝑚𝑖𝑥 (L𝑑𝑖𝑠𝑠)) ·

√︂
𝛽

𝑇

)
,

which concludes the proof.

■

Proof for secular approximation for time average (Lemma 2.9.2)
Intuitively, we want to truncate the Bohr frequency far from zero. Unfortunately, the
sharp truncation from section 4.15 does not seem to work here because the truncation
error is related to the 1-norm ∥ 𝑓 ∥1 (instead of 2-norm ∥ 𝑓 ∥2). The 1-norm is more
delicate to handle, forcing us to smoothly truncate the tail and explicitly evaluate the
Fourier Transform in the time domain. Pictorially, the time domain function becomes
a smeared version of the sharp window function 1( |𝑡 | ≤ 𝑇) where the discontinuity
is smoothed out due to convolution with a smooth bump function.
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Proof of Lemma 2.9.2. Without loss of generality, we can conjugate with time
evolution to shift the integral so that 𝑡2 = −𝑡1 = 𝑇/2. Let 𝑓 (𝑡) = 1( |𝑡 | ≤ 𝑇/2), then

1
√

2𝜋

∫ 𝑇/2

−𝑇/2
𝑨(𝑠)d𝑠 = 1

√
2𝜋

∫ ∞

−∞
𝑓 (𝑠)𝑨(𝑠)d𝑠 =

∑︁
𝜈

𝑨𝜈 𝑓 (−𝜈)

with 𝑓 (𝜔) = e−i𝜔𝑇/2−ei𝜔𝑇/2
√

2𝜋𝜔
. Let us truncate the frequency domain function

1
√

2𝜋

∫ ∞

−∞
(𝑏 ∗ 𝑓 ) (𝑠)𝑨(𝑠)d𝑠 =

∑︁
𝜈

𝑨𝜈 𝑏̂ · 𝑓 (−𝜈) =: 𝑺𝜇

by multiplying with a carefully chosen smooth bump function

𝑏̂(𝑥) :=


0 if |𝑥 | ≥ 𝜇

1 if 𝑥 = 0

≤ 1 else

.

Then, for any unitarily invariant norm,




∫ 𝑇/2

−𝑇/2
𝑨(𝑠)d𝑠 − 𝑺𝜇







∗

≤ 1
√

2𝜋
∥ 𝑓 − 𝑏 ∗ 𝑓 ∥1

=
1
√

2𝜋

(∫
𝑊𝑐

𝜖

( 𝑓 − 𝑏 ∗ 𝑓 ) (𝑡)d𝑡 +
∫
𝑊𝜖

( 𝑓 − 𝑏 ∗ 𝑓 ) (𝑡)d𝑡
)

(2.74)

≤ O
(

1
𝜇
+

1 + log( 1
𝜇𝑇
)

𝜇

)
.

The second equality separately evaluates the integral around 𝜖-balls near ±𝑇

𝑊𝜖 := [𝑇
2
− 𝜖, 𝑇

2
+ 𝜖] ∪ [−𝑇

2
− 𝜖,−𝑇

2
+ 𝜖] for 𝜖 =

1
𝜇
.

For each 𝑡 ∈ 𝑊𝑐
𝜖 , the convolution is point-wise close to the original value∫ ∞

−∞
𝑓 (𝑡 − 𝑠)𝑏(𝑠)d𝑠 − 𝑓 (𝑡) = 𝑓 (𝑡)

(∫ ∞

−∞
𝑏(𝑠)d𝑠 − 1

)
+ 𝑟 (𝜇 |𝑡 − 𝑇 |)

up to an error 𝑟 (𝑥) falling super-polynomially with |𝑥 |. Thus, the integral over
𝑊𝑐
𝜖 (2.74) is then bounded by

2
∫
|𝑡−𝑇 |≥𝜇

|𝑟 (𝜇 |𝑡 − 𝑇 |) |d𝑡 = 4
𝜇

∫ ∞

1
|𝑟 (𝑥) |d𝑥 = O( 1

𝜇
).
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The main error arises from the sharp edge at ±𝑇 ; we invoke general norm bounds
∥ 𝑓 ∥∞ = 1 and

∥𝑏 ∗ 𝑓 ∥∞ ≤
1
√

2𝜋
∥𝑏̂ · 𝑓 ∥1

≤ 1
√

2𝜋

(∫ 1/𝑇

−1/𝑇

�� 𝑓 (𝜔)��d𝜔 + (∫ 𝜇

1/𝑇
+
∫ −1/𝑇

−𝜇
)
�� 𝑓 (𝜔)��d𝜔)

(By ∥𝑏̂∥ ≤ 1 )

= O
(
1 + log( 1

𝜇𝑇
)
)

(By
�� 𝑓 (𝜔)�� ≤ min( 𝑇√

2𝜋
, 1√

2𝜋𝜔
) )

and integrate over𝑊𝜖 to obtain the bound. ■

2.10 Appendix:Spectral bounds and mixing times
In this section, we present missing proofs for lemmas and propositions. While
some arguments are standard and included merely for completeness, controlling the
spectrum of nearly Hermitian matrices requires a substantial linear algebraic argument.
We begin with eigenvalue and eigenvector perturbation theory (section 2.10), which
is crucial for establishing mixing time bounds (section 2.10) and the correctness of
fixed points (section 2.10).

Perturbation bounds for eigenvalues and eigenvectors
In this section, we present some useful bounds for eigenvalue and eigenvector
perturbation.

Proposition 2.10.1 (Bauer-Fike Theorem with multiplicity, cf. [21, Theorem VI.3.3
& Problem VI.8.6]). Perturb a normal matrix 𝑵 by an arbitrary matrix 𝑨. Then,
the spectrum of 𝑵 and 𝑵 + 𝑨 are ∥𝑨∥-close to each other:

Spec(𝑵 + 𝑨) ⊂ ∪𝑠∈Spec(𝑵)𝐷 (𝑠, ∥𝑨∥), and

Spec(𝑵) ⊂ ∪𝑠∈Spec(𝑵+𝑨)𝐷 (𝑠, ∥𝑨∥), where 𝐷 (𝑠, 𝜖) = {𝑧 ∈ C : |𝑧 − 𝑠 | ≤ 𝜖}.

Moreover, the connected components of ∪𝑠∈Spec(𝑵)𝐷 (𝑠, ∥𝑨∥) contain an equal
number of eigeinvalues of 𝑵 and 𝑵 + 𝑨 when counted with algebraic multiplicity.

Proof. The first half of the statement is the Bauer-Fike Theorem [21, Theorem
VI.3.3]. To study the number of eigenvalues per connected component, we consider
an interpolation path

𝑿 (𝑡) = 𝑵 + 𝑡𝑨 for 0 ≤ 𝑡 ≤ 1.
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The Bauer-Fike Theorem applied to 𝑵 + 𝑡𝑨 implies for every 0 ≤ 𝑡 ≤ 1 that

Spec(𝑿 (𝑡)) ⊂ ∪𝑠∈Spec(𝑵)𝐷 (𝑠, 𝑡∥𝑨∥) ⊂ ∪𝑠∈Spec(𝑵)𝐷 (𝑠, ∥𝑨∥).

Then, by continuity of eigenvalues along the path, cf. [21, Corollary VI.1.6], no
eigenvalues enter or exit the connected components of∪𝑠∈Spec(𝑵)𝐷 (𝑠, ∥𝑨∥), therefore
their number (counted with algebraic multiplicity) is the same for 𝑿 (0) = 𝑵 and
𝑿 (1) = 𝑵 + 𝑨. ■

Corollary 2.10.1 (Eigenvalue perturbation for discriminants). If D is Hermitian and
has norm bounded by ∥D∥ ≤ 1, and D′ has a right eigenvector |𝜓⟩ with eigenvalue
1, then the top eigenvalue of D satisfies

|𝜆1(D) − 1| ≤ ∥D − D
′∥.

Eigenvector perturbation bounds

Intuitively, perturbing a matrix yields small changes in eigenvectors with well-
isolated eigenvalues — we prove this below rigorously under suitable but quite
general conditions using a simple linear algebraic argument.

Proposition 2.10.2 (Eigenvector perturbation). Perturb a matrix 𝑴 by another matrix
𝑨. Let |𝑣⟩ be a normalized right eigenvector 𝑴 |𝑣⟩ = 𝜆 |𝑣⟩, and 𝜆′ an eigenvalue
of 𝑴 + 𝑨. Then the corresponding right eigenvector (𝑴 + 𝑨) |𝑣′⟩ = 𝜆′|𝑣′⟩ can be
normalized such that

⟨𝑣 |𝑣⟩ = ⟨𝑣′|𝑣′⟩ = 1 and ∥|𝑣′⟩ − |𝑣⟩∥ ≤ 2
√

2(∥𝑨∥ + |𝜆′ − 𝜆 |)
𝜍−2(𝑴 − 𝜆𝑰)

,

where 𝜍−2(·) denotes the second-smallest singular value (with multiplicity). Due
to Fan-Hoffman [21, Proposition III.5.1] the singular value 𝜍−2(𝑴 − 𝜆𝑰) ≥
−𝜆2

(
𝑴+𝑴†

2 − Re(𝜆)𝑰
)

can be bounded in terms of the Hermitian part.

Proof. We can assume without loss of generality that |𝑣′⟩ ∝ |𝑣⟩+𝜖 |𝑣⊥⟩ for 𝜖 ∈ [0,∞)
and ⟨𝑣⊥ |𝑣⊥⟩ = 1, yielding

(𝑴 + 𝑨) ( |𝑣⟩ + 𝜖
��𝑣⊥〉) =

⇕
𝜆′𝑰( |𝑣⟩ + 𝜖

��𝑣⊥〉)
𝑨( |𝑣⟩ + 𝜖

��𝑣⊥〉) + (𝑴 − 𝜆′𝑰) |𝑣⟩ = 𝜖 (𝜆′𝑰 − 𝑴)
��𝑣⊥〉.
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Taking the norms above on both sides and defining 𝜅 := |𝜆′ − 𝜆 | we get

𝜖 =
∥𝑨( |𝑣⟩ + 𝜖 |𝑣⊥⟩) + (𝜆 − 𝜆′) |𝑣⟩∥

∥(𝑴 − 𝜆′𝑰) |𝑣⊥⟩∥ ≤
⇓
(1 + 𝜖)∥𝑨∥ + 𝜅
𝜍−2(𝑴 − 𝜆𝑰) − 𝜅

𝜖 ≤ ∥𝑨∥ + 𝜅
𝜍−2(𝑴 − 𝜆𝑰) − ∥𝑨∥ − 𝜅

=
∥𝑨∥ + 𝜅

𝜍−2(𝑴 − 𝜆𝑰)
· 1

1 − ∥𝑨∥+𝜅
𝜍−2 (𝑴−𝜆𝑰)

. (2.75)

The last inequality is a rearrangement. The first inequality uses the triangle
inequality for the numerator, and for the denominator that ∥(𝑴 − 𝜆′𝑰) |𝑣⊥⟩∥ ≥
∥(𝑴 − 𝜆𝑰) |𝑣⊥⟩∥ − ∥(𝜆′ − 𝜆)𝑰 |𝑣⊥⟩∥ = ∥(𝑴 − 𝜆𝑰) |𝑣⊥⟩∥ − 𝜅 and

∥(𝑴 − 𝜆𝑰)
��𝑣⊥〉∥ ≥ 𝜍−2(𝑴 − 𝜆𝑰).

We conclude by setting the appropriate normalization |𝑣′⟩ = 1√
1+𝜖2 ( |𝑣⟩ + 𝜖 |𝑣

⊥⟩) and
utilizing the above bound (2.75):

∥|𝑣⟩ − |𝑣′⟩∥ = 1
√

1 + 𝜖2
∥
√︁

1 + 𝜖2 |𝑣⟩ − (|𝑣⟩ + 𝜖
��𝑣⊥〉)∥

=

√︃
(
√

1 + 𝜖2 − 1)2 + 𝜖2

√
1 + 𝜖2

≤
√

2𝜖 ≤ min

(
√

2,
2
√

2(∥𝑨∥ + 𝜅)
𝜍−2(𝑴 − 𝜆′𝑰)

)
.

The first inequality uses
√

1 + 𝜖2 − 1 ≤ 𝜖 . The last inequality uses that the bound
is vacuous at ∥|𝑣⟩ − |𝑣′⟩∥ ≤

√
2 and combines (2.75) with the elementary estimate

∀𝑥 ∈ [0, 1/2] :
√

2 𝑥
1−𝑥 ≤ 2

√
2𝑥 after substituting 𝑥 ← ∥𝑨∥+𝜅

𝜍−2 (𝑴−𝜆𝑰) . ■

When we apply the above perturbation bound for a Hermitian 𝑴, we can set 𝜆 to be the
top eigenvalue such that 𝜍−2(𝑴 − 𝜆𝑰) will be the gap 𝜆𝑔𝑎𝑝 (𝑴) = 𝜆1(𝑴) − 𝜆2(𝑴).
In that case, Proposition 2.10.1 guarantees the existence of a nearby eigenvalue 𝜆′ of
𝑴 + 𝑨 such that |𝜆′ − 𝜆 | ≤ ∥𝑨∥. When we handle the Lamb-shift term, we need
to consider a nonHermitian 𝑴. There, bounding eigenvalue perturbation is not
generally obvious, so we will simply assume that there is a nearby eigenvalue 𝜆′ of
𝑴 + 𝑨.

Approximate detailed balance implies approximately correct fixed point
When detailed balance holds approximately for 𝝆, we still expect the fixed point to
be approximately 𝝆; we provide a proof of this in this section, which relies on the
matrix perturbation results (section 2.10). Recall that in section 2.2, we defined the
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Hermitian and anti-Hermitian parts (under similarity transformation) as follows:

D(𝝆,L) = 𝝆−1/4L[𝝆1/4 · 𝝆1/4]𝝆−1/4 = H +A,
D(𝝆,L)† = 𝝆1/4L† [𝝆−1/4 · 𝝆−1/4]𝝆1/4 = H −A.

Observe that D(𝝆,L)† [√𝝆] = 0, but it needs not be the case for D(𝝆,L), which
we care about.

We recall some facts: every Lindbladian satisfies that Spec(L) ⊆ {𝑧 ∈ C : Re(𝑧) ≤
0} [181, Proposition 6.1]. As D(𝝆,L)† [√𝝆] = 0 we also have that 0 is an element
of the spectrums Spec(D(𝝆,L)†), Spec(D(𝝆,L)). Since D(𝝆,L) is defined by
a similarity transformation we have that Spec(L) = Spec(D(𝝆,L)) and due to
Proposition 2.10.1 this implies

|𝜆1(H)| ≤ ∥A∥2−2. (2.76)

Proposition 2.10.3 (Fixed point accuracy). Suppose a Lindbladian L satisfies the
𝜖-approximate 𝝆-detailed balance condition. If 𝜆𝑔𝑎𝑝 (H) > 2𝜖 , then there is a unique
state as its fixed point 𝝆 𝑓 𝑖𝑥 (L) ≻ 0 and its deviation from 𝝆 is bounded by

𝝆 𝑓 𝑖𝑥 (L) − 𝝆




1 ≤

14𝜖
𝜆𝑔𝑎𝑝 (H)

.

The RHS indicates that the fixed point accuracy may deteriorate if the map has a
large anti-Hermitian component or if the gap closes.

Proof. Every CPTP map has at least a stationary state [181, Theorem 6.11], and thus
there is a fixed point 𝝆 𝑓 𝑖𝑥 (L) ⪰ 0 of unit trace. The condition 𝜆𝑔𝑎𝑝 (H) > 2∥A∥2−2

translates to 𝜆2(H) < −∥A∥2−2 implying that 0 has algebraic multiplicity 1 in
Spec(D(𝝆,L)) due to Proposition 2.10.1, which then proves the uniqueness of the
fixed point.

By our eigenvector perturbation bound (Proposition 2.10.2), we get that there is a
matrix 𝑹 of unit Frobenius norm in the kernel of D(𝝆,L) such that

∥√𝝆 − 𝑹∥2 ≤
4
√

2∥A∥2−2
−𝜆2(H)

,

where we used that the Frobenius norm of a matrix is equal to the Euclidean norm of
its vectorization ∥𝑨∥2 = ∥|𝑨⟩∥ . This in turn means that 𝝆1/4𝑹𝝆1/4 is in the kernel
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of L, thus 𝝆 𝑓 𝑖𝑥 (L) = 𝝆1/4𝑹𝝆1/4/Tr(𝝆1/4𝑹𝝆1/4), moreover

∥𝝆1/4𝑹𝝆1/4 − 𝝆 𝑓 𝑖𝑥 (L)∥1 =

���Tr(𝝆1/4𝑹𝝆1/4) − 1
���∥𝝆 𝑓 𝑖𝑥 (L)∥1

=

���Tr(𝝆1/4𝑹𝝆1/4 − 𝝆)
��� ≤ ∥𝝆1/4𝑹𝝆1/4 − 𝝆∥1,

where in the last step we used the trace-norm inequality |Tr(𝑨) | ≤ ∥𝑨∥1. We can
further bound

∥𝝆1/4𝑹𝝆1/4 − 𝝆∥1 = ∥𝝆1/4(𝑹 − √𝝆)𝝆1/4∥1 ≤ ∥𝝆1/4∥24 ·


𝑹 − √𝝆

2 = ∥𝑹 − √𝝆∥2,

where we used Hölder’s inequality ∥𝑩𝑨𝑩∥1 ≤ ∥𝑩∥24∥𝑨∥2. Combining the above
three inequalities, we get

∥𝝆 𝑓 𝑖𝑥 (L) − 𝝆∥1 ≤ ∥𝝆 𝑓 𝑖𝑥 (L) − 𝝆1/4𝑹𝝆1/4∥1 + ∥𝝆1/4𝑹𝝆1/4 − 𝝆∥1

≤ 2∥𝑹 − √𝝆∥2 ≤
8
√

2∥A∥2−2
−𝜆2(H)

.

Finally, we convert 𝜆2 to 𝜆𝑔𝑎𝑝 in the above bound. Due to (2.76) we have −𝜆2(H) =
𝜆𝑔𝑎𝑝 (H) − 𝜆1(H) ≥ 𝜆𝑔𝑎𝑝 (H) − ∥A∥2−2 so we can further bound the above by
8
√

2∥A∥2−2/(𝜆𝑔𝑎𝑝 (H) − ∥A∥2−2). But this bound is vacuous at ∥𝝆 𝑓 𝑖𝑥 (L) − 𝝆∥1 ≤
2, i.e., when 𝜆𝑔𝑎𝑝 (H) < (4

√
2 + 1)∥A∥2−2. If 𝜆𝑔𝑎𝑝 (H) ≥ (4

√
2 + 1)∥A∥2−2, then

𝜆𝑔𝑎𝑝 (H) − ∥A∥2−2 ≥ 4
√

2
4
√

2+1
𝜆𝑔𝑎𝑝 (H), yielding

∥𝝆 𝑓 𝑖𝑥 (L) − 𝝆∥1 ≤
(8
√

2 + 2)∥A∥2−2
𝜆𝑔𝑎𝑝 (H)

. ■

Corollary 2.2.1 (Fixed point accuracy). If a LindbladianL satisfies the 𝜖-approximate
𝝆-detailed balance condition, then its fixed point 𝝆 𝑓 𝑖𝑥 (L) deviates from 𝝆 by at most

∥𝝆 𝑓 𝑖𝑥 (L) − 𝝆∥1 ≤ 20𝑡𝑚𝑖𝑥 (L)𝜖 .

Proof. In the proof of Proposition 2.10.3 we got the ultimate bound by converting 𝜆2

to 𝜆𝑔𝑎𝑝 by the observation −𝜆2(H) ≥ 𝜆𝑔𝑎𝑝 (H) − ∥A∥2−2. Due to Proposition 2.10.1
the same bound −𝜆2(H) ≥ 𝜆Re(𝑔𝑎𝑝) (L) − ∥A∥2−2 also holds for 𝜆Re(𝑔𝑎𝑝) (L) (c.f.
Proposition 2.10.5) since 0 is an eigenvalue of L. Hence the conversion combined
with Proposition 2.10.5 shows

∥𝝆 𝑓 𝑖𝑥 (L) − 𝝆∥1 ≤
(8
√

2 + 2)∥A∥2−2
𝜆Re(𝑔𝑎𝑝) (L)

≤ (8
√

2 + 2)∥A∥2−2
ln(2) 𝑡𝑚𝑖𝑥 (L). ■
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Perturbation bounds for Lindbladians regarding gaps and mixing times
This section provides proof for scattered statements circling spectral gaps and
mixing time. Most results are standard, except maybe the most technical result
(Lemma 2.10.2).

Lemma 2.2.1 (Fixed point difference). For any two Lindbladians L1 and L2, the
difference of their fixed points (in the Schrödinger picture) is bounded by

∥𝝆 𝑓 𝑖𝑥 (L1) − 𝝆 𝑓 𝑖𝑥 (L2)∥1 ≤ 4∥L1 − L2∥1−1 · 𝑡𝑚𝑖𝑥 (L1).

Proof. We begin by recalling Duhamel’s identity. We use its integral form derived
in, e.g., [81, Eq. (40)]:

e𝑨 − e𝑩 =

∫ 1

0
e𝑠𝑨(𝑨 − 𝑩)e(1−𝑠)𝑩d𝑠.

We apply the above identity with 𝑨← 𝑡L1, 𝑩 ← 𝑡L2 and take the 1 − 1 operator
norm on both sides

∥e𝑡L1 − e𝑡L2 ∥1−1 ≤
∫ 1

0
∥e𝑠𝑡L1 (𝑡L1 − 𝑡L2)e(1−𝑠)𝑡L2 ∥1−1d𝑠

≤ 𝑡
∫ 1

0
∥e𝑠𝑡L1 ∥1−1∥𝑡L1 − 𝑡L2∥1−1∥e(1−𝑠)𝑡L2 ∥1−1d𝑠 = 𝑡∥L1 − L2∥1−1.

(2.77)

The last equality uses that e𝑥L is a CPTP map and so ∥e𝑥L ∥1−1 = 1 [181, Theorem
8.16].48

Now, let 𝝆1 := 𝝆 𝑓 𝑖𝑥 (L1), 𝝆2 := 𝝆 𝑓 𝑖𝑥 (L2), and 𝑡𝑚𝑖𝑥 := 𝑡𝑚𝑖𝑥 (L†1). Then

∥𝝆1 − 𝝆2∥1 =


eL1·𝑡𝑚𝑖𝑥 [𝝆1] − eL2𝑡𝑚𝑖𝑥 [𝝆2]




1

≤


eL1·𝑡𝑚𝑖𝑥 [𝝆1] − eL1𝑡𝑚𝑖𝑥 [𝝆2]




1 +



eL1𝑡𝑚𝑖𝑥 [𝝆2] − eL2𝑡𝑚𝑖𝑥 [𝝆2]




1

≤ 1
2
· ∥𝝆1 − 𝝆2∥1 + 2𝑡𝑚𝑖𝑥 ∥L1 − L2∥1−1. (2.78)

The second inequality follows from (2.77) and that ∥𝝆1 − 𝝆2∥1 ≤ 2. Rearrange
(2.78) to conclude the proof. ■

Proposition 2.10.4 (Mixing time difference). The mixing times of two Lindbladians
L1, L2 are related by

𝑡𝑚𝑖𝑥 (L2) ≤ 𝑡𝑚𝑖𝑥 (L1)
⌈

ln(1/2)
ln(1/2 + 𝑡𝑚𝑖𝑥 (L1)∥L1 − L2∥1−1)

⌉
if 𝑡𝑚𝑖𝑥 (L1)∥L1 − L2∥1−1 <

1
2
.

48Here, by the 1 − 1 norm, we mean the 1 − 1 norm of the operators restricted to the subspace of
Hermitian matrices.



117

Proof. Let 𝑡𝑚𝑖𝑥 := 𝑡𝑚𝑖𝑥 (L1) and 𝑹 be a traceless Hermitian matrix with ∥𝑹∥1 = 1
maximizing ∥eL2𝑡𝑚𝑖𝑥 [𝑹] ∥1, then

∥eL2𝑡𝑚𝑖𝑥 [𝑹] ∥1 ≤ ∥eL1𝑡𝑚𝑖𝑥 [𝑹] ∥1 + ∥eL2𝑡𝑚𝑖𝑥 [𝑹] − eL1𝑡𝑚𝑖𝑥 [𝑹] ∥1

≤ 1
2
∥𝑹∥1 + 𝑡𝑚𝑖𝑥 ∥L1 − L2∥1−1∥𝑹∥1 =

(
1
2
+ 𝑡𝑚𝑖𝑥 ∥L1 − L2∥1−1

)
∥𝑹∥1.

The second inequality follows from (2.77). Set 𝑹 = 𝝆1 − 𝝆2, rearrange, and take the
logarithm to conclude. ■

Relating the mixing time to the spectral gap using exact detailed balance

The mixing time of a general Lindbladian may be difficult to analyze. Fortunately,
many handy bounds exist, especially circling the spectral gap when detailed balance
holds.

Proposition 2.2.2 (Mixing time from spectral gap [97]). If a Lindbladian L satisfies
𝝆-detailed balance, then

𝑡𝑚𝑖𝑥 (L) ≤
ln(2∥𝝆−1/2∥)
𝜆𝑔𝑎𝑝 (L)

,

where 𝜆𝑔𝑎𝑝 (L) is the eigenvalue gap of the Lindbladian, and the mixing time 𝑡𝑚𝑖𝑥 is
the smallest time for which

eL𝑡𝑚𝑖𝑥 [𝝆1 − 𝝆2]




1 ≤

1
2
∥𝝆1 − 𝝆2∥1 for any states 𝝆1, 𝝆2.

Proof. Write 𝑹 = 𝝆1 − 𝝆2, then

eL𝑡 [𝑹]




1 =




𝝆1/4eD𝑡 [𝝆−1/4𝑹𝝆−1/4]𝝆1/4





1

≤



𝝆1/4





4
·



eD𝑡 [𝝆−1/4𝑹𝝆−1/4]





2
·



𝝆1/4





4

≤ e−𝜆𝑔𝑎𝑝 (H)𝑡



𝝆−1/4𝑹𝝆−1/4





2

≤ e−𝜆𝑔𝑎𝑝 (H)𝑡 ∥𝝆−1/4∥2∥𝑹∥2
≤ e−𝜆𝑔𝑎𝑝 (H)𝑡 ∥𝝆−1/4∥2∥𝑹∥1
= e−𝜆𝑔𝑎𝑝 (L

†)𝑡 ∥𝝆−1/2∥∥𝑹∥1.

The first inequality uses Hölder’s inequality. The second inequality uses the
orthogonality to the leading eigenvector such that Tr[√𝝆 ·𝝆−1/4𝑹𝝆−1/4] = Tr[𝑹] = 0.
Take the logarithm to conclude the proof. ■
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Relating the mixing time to the Hermitian gap (and approximate detailed
balance)

Proposition 2.10.5 (Spectral gap from mixing time). For any Lindbladian L, let
−𝜆Re(𝑔𝑎𝑝) (L) be the second largest real part in its spectrum (counted by algebraic
multiplicity), then

𝜆𝑔𝑎𝑝 (H) + 2∥A∥2−2 ≥ ∥A∥2−2 − 𝜆2(H) ≥ 𝜆Re(𝑔𝑎𝑝) (L) ≥
ln(2)
𝑡𝑚𝑖𝑥 (L)

.

Moreover, if 𝜆Re(𝑔𝑎𝑝) (L) ≥ 2∥A∥2−2, then there is unique eigenvalue 𝜆1(H) ≥
−∥A∥2−2 and

𝜆𝑔𝑎𝑝 (H) + 2∥A∥2−2 ≥ ∥A∥2−2 − 𝜆2(H) ≥ 𝜆Re(𝑔𝑎𝑝) (L). (2.79)

Proof. We know any Lindbladian has at least a stationary state of eigenvalue 0, and
each eigenvalue which has no real part has a trivial Jordan block [181, Theorem
6.11 & Proposition 6.2]. Therefore, if 𝜆Re(𝑔𝑎𝑝) (L) = 0, then 𝑡𝑚𝑖𝑥 (L) = ∞. If
𝜆Re(𝑔𝑎𝑝) (L) > 0, take any eigenvalue 𝜆 such that −𝜆Re(𝑔𝑎𝑝) (L) = Re(𝜆), and let 𝑹
be a corresponding right eigenvector of L, which is then necessarily traceless. We
can assume without loss of generality that the Hermitian part 𝑹𝐻 := (𝑹 + 𝑹†)/2 is
nonzero (otherwise, we can just take 𝑹 ← i𝑹). Since L is Hermiticity preserving,
we get that 𝑹𝐻 is also a right eigenvector with eigenvalue 𝜆. For 𝑡 < ln(2)

𝜆Re(𝑔𝑎𝑝) (L) we
have

∥eL𝑡 [𝑹𝐻] ∥1 =
��e𝜆𝑡 �� · ∥𝑹𝐻 ∥1 > 1

2
∥𝑹𝐻 ∥1

implying that

𝑡𝑚𝑖𝑥 (L) ≥
ln(2)

𝜆Re(𝑔𝑎𝑝) (L)
.

We conclude using Bauer-Fike Proposition 2.10.1 to show 𝜆Re(𝑔𝑎𝑝) (L) ≤ −𝜆2(H) +
∥A∥2−2, combined with (2.76). ■

What if the detailed balance condition is violated? In the worst case, the conversion
from spectral gap to mixing time can be poor. However, the Lindbladians we consider
are “sufficiently” detailed balanced so that essentially the same consequences hold.
The following two scenarios cover our main use cases

D(𝝆,L) = H +A where ∥A∥2−2 ≪ 𝜆𝑔𝑎𝑝 (H),
(approximate detailed balance)

or 𝜆1(H) ≪ 𝜆𝑔𝑎𝑝 (H). (nonperturbative A)
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The first case should be understood as nonHermitian eigenvalue perturbation,
consistent with the framework of approximate detailed balance. The second case is
less intuitive, as the anti-Hermitian part can be arbitrarily large. Intriguingly, the
spectral properties of the Hermitian partH suffice to control convergence even in
the presence of a large perturbationH +A. In fact, the second case is strictly more
general since 𝜆1(H) ≤ ∥A∥2−2 (2.76), therefore we will only analyze the second
scenario. Intuitively, when the Lindbladian is exactly detailed balanced A = 0, we
have that 𝜆1(H) = 0; the 𝜆1(H) ≪ 𝜆𝑔𝑎𝑝 (H) condition is essentially the requirement
that 𝜆1(H) ≈ 0 in spite of a large anti-hermitian component ∥A∥2−2 ≫ 0. Before
proving our result, we need a few lemmas.

Lemma 2.10.1 (Norm of matrix exponential). For a Hermitian matrix 𝑯 and an
anti-Hermitian matrix 𝑩, we have

∥e(𝑯+𝑩)𝑡 ∥ ≤ e𝜆1 (𝑯)𝑡 for each 𝑡 ≥ 0.

If 𝑩 is an arbitrary matrix, we alternatively get ∥e(𝑯+𝑩)𝑡 ∥ ≤ e(𝜆1 (𝑯)+∥𝑩∥)𝑡 .

Proof. The claim follows from the Trotter representation of exponential and triangle
inequality

∥e(𝑯+𝑩)𝑡 ∥ = ∥ lim
𝑟→∞

(
e𝑯/𝑟e𝑩/𝑟

)𝑟𝑡
∥= lim

𝑟→∞
∥
(
e𝑯/𝑟e𝑩/𝑟

)𝑟𝑡
∥ ≤ lim inf

𝑟→∞

(
∥e𝑯/𝑟 ∥∥e𝑩/𝑟 ∥

)𝑟𝑡
= lim inf

𝑟→∞

(
∥e𝑯/𝑟 ∥

)𝑟𝑡
= e𝜆1 (𝑯)𝑡 ,

where we used that e𝑩/𝑟 is unitary so that ∥e𝑩/𝑟 ∥ = 1. The second claim follows
from isolating the Hermitian part 1

2 (𝑩 + 𝑩
†), whose norm is bounded by ∥𝑩∥. ■

Lemma 2.10.2 (Hermitian gap controls decay). Consider a Hermitian matrix 𝑯 and
an anti-Hermitian 𝑨.
If

𝑟 :=
𝜆1(𝑯)
𝜆𝑔𝑎𝑝 (𝑯)

≤ 1
100

,

and 𝑯 + 𝑨 has an eigenvalue 0 with left and right eigenvectors

⟨𝐿 | (𝑯 + 𝑨) = 0 and (𝑯 + 𝑨) |𝑅⟩ = 0,

then 


e(𝑯+𝑨)𝑡 (𝑰 − 𝑷0)



 ≤ 3

2
exp

(
𝜆2(𝑯)𝑡

2

)
where 𝑷0 :=

1
⟨𝐿 |𝑅⟩ |𝑅⟩⟨𝐿 |.
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Intuitively speaking, the conditions above ensure that even if the anti-Hermitian 𝑨 is
large, it mainly introduces “rotations” and the spectral properties of 𝑯 still guarantee
fast convergence to 𝑷0.

Proof. Let |𝜓1⟩ be the eigenvector of 𝑯 corresponding to its top eigenvalue 𝜆1(𝑯).
We can assume without loss of generality that ⟨𝐿 |, |𝑅⟩, and |𝜓1⟩ have unit norm

∥|𝜓1⟩∥ = ∥⟨𝐿 |∥ = ∥|𝑅⟩∥ = 1,

and we are free to choose the phase of these vectors as the projector 𝑷0 is invariant
under changing the phase of ⟨𝐿 |, |𝑅⟩. The guiding intuition behind the proof is that
if 𝑟 is small, then (up to a phase)

|𝐿⟩ ≈ |𝜓1⟩ ≈ |𝑅⟩.

To show this, take the real part of ⟨𝑅 | (𝑯 + 𝑨) |𝑅⟩ = 0 to obtain49

⟨𝑅 |𝑯 |𝑅⟩ = 0 = 𝜆1(𝑯) |⟨𝑅 |𝜓1⟩|2 +
∑︁
𝑖=2

𝜆𝑖 (𝑯) |⟨𝑅 |𝜓𝑖⟩|2

≤ 𝜆1 |⟨𝑅 |𝜓1⟩|2 + 𝜆2(1 − |⟨𝑅 |𝜓1⟩|2),

implying 1 − |⟨𝑅 |𝜓1⟩|2 ≤
𝜆1(𝑯)
𝜆𝑔𝑎𝑝 (𝑯)

= 𝑟,

and thus ∥|𝑅⟩ − |𝜓1⟩∥ ≤ 1.01
√
𝑟,

where in the last step, we assumed without loss of generality that the phase of
|𝑅⟩ is such that ⟨𝑅 |𝜓1⟩ is nonnegative real, so we get ⟨𝑅 |𝜓1⟩ = cos(𝜃) for some
𝜃 ∈ [0, 𝜋/2]. Then sin(𝜃) ≤

√
𝑟, and since for every 𝜃 ∈ [0, arcsin(1/10)] we have

1 − cos(𝜃) ≤ sin(𝜃)/10, we get the norm bound 101
100 sin(𝜃) ≤ 101

100
√
𝑟. Similarly,

⟨𝐿 | (𝑯 + 𝑨) |𝐿⟩ = 0 implies ∥|𝐿⟩ − |𝜓1⟩∥ ≤ 1.01
√
𝑟.

As a direct consequence, using that
√
𝑟 ≤ 1/10, we get

|⟨𝐿 |𝑅⟩ − 1| = |⟨𝐿 |𝑅⟩ − ⟨𝜓1 |𝜓1⟩| ≤ |⟨𝐿 |𝑅⟩ − ⟨𝐿 |𝜓1⟩| + |⟨𝐿 |𝜓1⟩ − ⟨𝜓1 |𝜓1⟩|

≤ ∥|𝑅⟩ − |𝜓1⟩∥ + ∥|𝐿⟩ − |𝜓1⟩∥ ≤ 2.02
√
𝑟 ≤ 1

4
,

and similarly that���� 1
⟨𝐿 |𝑅⟩ − 1

���� = ����1 − ⟨𝐿 |𝑅⟩⟨𝐿 |𝑅⟩

���� ≤ 4
3
|1 − ⟨𝐿 |𝑅⟩| ≤ 2.73

√
𝑟.

49Note thatℜ(⟨𝑅 | (𝑯 + 𝑨) |𝑅⟩) = 0 implies 𝜆1 (𝑯) ≥ 0, and therefore 𝑟 ≥ 0. This then further
implies 𝜆2 (𝑯) ≤ 0 due to 𝑟 ≤ 0.01.



121

Therefore,

∥𝑷0 − |𝜓1⟩⟨𝜓1 |∥ ≤ ∥
|𝑅⟩⟨𝐿 |
⟨𝐿 |𝑅⟩ − |𝑅⟩⟨𝐿 |∥ + ∥|𝑅⟩⟨𝐿 | − |𝑅⟩⟨𝜓1 |∥ + ∥|𝑅⟩⟨𝜓1 | − |𝜓1⟩⟨𝜓1 |∥

=

���� 1
⟨𝐿 |𝑅⟩ − 1

���� + ∥|𝐿⟩ − |𝜓1⟩∥ + ∥|𝑅⟩ − |𝜓1⟩∥ ≤ 4.75
√
𝑟. (2.80)

We will use the following properties of the projector 𝑷0; one can easily see that it
commutes with (𝑯 + 𝑨):

𝑷0(𝑯 + 𝑨) = 1
⟨𝐿 |𝑅⟩ |𝑅⟩⟨𝐿 | (𝑯 + 𝑨) = 0 = (𝑯 + 𝑨)𝑷0, (2.81)

and since it is a projector, it satisfies the algebraic identity

𝑷0(𝑰 − 𝑷0) = 0 so that e𝑥𝑷0 (𝑰 − 𝑷0) = 𝑰 − 𝑷0 for any 𝑥 ∈ C. (2.82)

The above properties streamline the rest of the proof of our bound

∥e(𝑯+𝑨)𝑡 (𝑰 − 𝑷0)∥ = ∥e(𝑯+𝑨)𝑡 · e−𝜆𝑔𝑎𝑝 (𝑯)𝑷0𝑡 (𝑰 − 𝑷0)∥ (by (2.82))

= ∥e(𝑯+𝑨−𝜆𝑔𝑎𝑝 (𝑯)𝑷0)𝑡 (𝑰 − 𝑷0)∥ (by (2.81))

≤ ∥e(𝑯+𝑨−𝜆𝑔𝑎𝑝 (𝑯)𝑷0)𝑡 ∥ · ∥𝑰 − 𝑷0∥

=




 exp
©­­­«

𝑯′:=︷                         ︸︸                         ︷
(𝑯 − 𝜆𝑔𝑎𝑝 (𝑯) |𝜓1⟩⟨𝜓1 |)𝑡 + 𝑨𝑡 +

𝑩:=︷                         ︸︸                         ︷
𝜆𝑔𝑎𝑝 (𝑯) ( |𝜓1⟩⟨𝜓1 | − 𝑷0)𝑡

ª®®®¬



 · ∥𝑰 − 𝑷0∥

≤ e(𝜆1 (𝑯′)+∥𝑩∥)𝑡 (∥𝑰 − |𝜓1⟩⟨𝜓1 |∥ + ∥|𝜓1⟩⟨𝜓1 | − 𝑷0∥)
(by Lemma 2.10.1)

≤ exp
(
𝜆2(𝑯) (1 −

4.75
√
𝑟

1 − 𝑟 )𝑡
)
(1 + 4.75

√
𝑟). (by Eq. (2.80))

≤ 3
2
· exp

(
1
2
𝜆2(𝑯)𝑡

)
. (by 𝑟 ≤ 1/100) ■

Now, we can specialize the above to the case of Lindbladians to obtain mixing times.

Proposition 2.2.3 (Mixing time from Hermitian gap). For any Lindbladian L and a
full-rank state 𝝆, suppose the self-adjoint componentH = H(𝝆,L) satisfies

𝜆1(H)
𝜆𝑔𝑎𝑝 (H)

≤ 1
100

, then 𝑡𝑚𝑖𝑥 (L) ≤ 3
ln(3∥𝝆−1/2∥)
𝜆𝑔𝑎𝑝 (H)

.
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Proof. We proceed as in the proof of Proposition 2.2.2. For any traceless Hermitian
𝑹, we have

eL𝑡 [𝑹]




1 =




𝝆1/4e𝑡 (H+A) [𝝆−1/4(𝑹)𝝆−1/4]𝝆1/4





1
(by definition)

≤



𝝆1/4





4
·



e𝑡 (H+A) [𝝆−1/4(𝑹)𝝆−1/4]





2
·



𝝆1/4





4

(by Hölder’s inequality)

≤ 3
2

e𝜆2 (𝑯)𝑡/2



𝝆−1/4𝑹𝝆−1/4





2

(by Lemma 2.10.2)

≤ 3
2

e𝜆2 (𝑯)𝑡/2∥𝝆−1/4∥2∥𝑹∥2 (by Hölder’s inequality)

≤ 3
2

e𝜆2 (𝑯)𝑡/2∥𝝆−1/2∥∥𝑹∥1. (since 𝝆 ≻ 0 and ∥·∥2 ≤ ∥·∥1)

The second inequality uses Lemma 2.10.2 since lim𝑡→∞ eL𝑡 [𝑹] = 0 (or in the notation
of Lemma 2.10.2, 𝑷0 |𝑹⟩ = 0). By assumption, 𝜆2(H) = 𝜆1(H) − 𝜆𝑔𝑎𝑝 (H) ≤
−0.99𝜆𝑔𝑎𝑝 (H); take the logarithm to conclude the proof. ■

2.11 Appendix:Improved incoherent Lindbladian simulation
The improved algorithm builds on the circuit in Figure 2.10, which is similar to that
of our weak measurement scheme in Figure 2.3, with a key technical difference: here,
a specific ancilla state 𝒀𝛿 |0⟩ =

√
1 − 𝛿 |0⟩ +

√
𝛿 |1⟩ “triggers” the appropriate weak

measurement. Thus, the circuit is “idle” if we remove the 𝒀𝛿 gate, which is essential
for our “compression” argument. However, this also makes the circuit post-selective,
which could exponentially decrease the probability of success if we were to run for
longer times naively. Thus, for 𝑡 > 2 we decompose the simulation to ⌈𝑡/2⌉ equal
segments, each of which can be amplified with constant (coherent) repetitions by
oblivious amplitude amplification.

The main conceptual ingredient leading to the substantial improvement is com-
pression [49]: instead of naively running 𝑟-repetitions of the circuit from Fig-
ure 2.10 as outlined in Figure 2.11, we compress the circuit such that it uses only
ℎ ∼ 𝑡 log(𝑡/𝜖) ≪ 𝑟 = Θ(𝑡2/𝜖) repetitions. The compression technique relies on
understanding the joint initial state

(��0𝑐+1〉𝒀𝛿 |0⟩)⊗𝑟 of the circuit in Figure 2.11 after
the single-qubit gates. The upshot is that 𝒀⊗𝑟

𝛿
|0𝑟⟩ is concentrated on strings with

Hamming weight ≤ ℎ, thus ℎ repetitions will suffice for the mass of the amplitudes.

Before diving into the proof, we explain the intuitive compression strategy in more
detail; the proof closely follows this, but with technical changes. Let 𝑡 ≤ 2 and let
𝑪′ be the circuit that we get from 𝑪 by removing the two single qubit gates 𝒀𝛿,𝒀†𝛿/4
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|0⟩ 𝒀
𝛿

𝒀†𝛿
4

accept the all-zero outcome
and when the second qubit is 1

|0⟩��0𝑏〉
𝑼 𝑼†

��0𝑎−𝑏〉
𝝆 = (1 − 𝛿

4 )e
𝛿L[𝝆] + O

(
𝛿2)

Figure 2.10: Alternative quantum circuit implementation of an approximate 𝛿-
time step via a postselective weak measurement scheme. Let 𝑪′ be the circuit
that we get by removing the two single qubit rotation gates 𝒀𝛿,𝒀

†
𝛿/4 from the

first qubit. For our compression argument it is of paramount importance that
𝑪′ · |0𝑎+2⟩⟨0𝑎+2 | ⊗ 𝑰 = |0𝑎+2⟩⟨0𝑎+2 | ⊗ 𝑰.

|0⟩��0𝑐+1〉
|0⟩��0𝑐+1〉
|0⟩��0𝑐+1〉
𝝆

𝒀𝛿

... . .
.

𝒀𝛿

𝒀𝛿

𝑪′

𝑪′

𝑪′

𝑪′

𝑪′

𝒀†
𝛿/4

...

𝒀†
𝛿/4

𝒀†
𝛿/4

accept the all-zero
outcome and when
the second qubit is 1

accept the all-zero
outcome and when
the second qubit is 1
accept the all-zero
outcome and when
the second qubit is 1
= (1 − 𝛿

4 )
𝑟e𝑟𝛿L[𝝆] + O

(
𝑟𝛿2)

Figure 2.11: 𝑟 subsequent repetitions of the circuit 𝑪′ from Figure 2.10. The circuits
𝑪′ act on potentially nonadjacent qubits, which is indicated by the vertical curly
connection between the visually split “halves” of the affected 𝑪′ circuits.

from the first qubit in Figure 2.10. Let 𝑋𝑖 be the random variable representing the
measurement outcome of a computational basis measurement of the 𝑖-th qubit in
𝒀⊗𝑟
𝛿
|0𝑟⟩. Then, the Chernoff bound tells us that Pr

(∑𝑟
𝑖=1 𝑋𝑖 > (1 + 𝑦)𝑡

)
≤

(
e𝑦

(1+𝑦)1+𝑦

)𝑡
so that the probability that the Hamming weight of

(√
1 − 𝛿 |0⟩ +

√
𝛿 |1⟩

)⊗𝑟
is greater
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than ℎ := (1 + 𝑦)𝑡 is at most eℎ−𝑡 𝑡ℎ
ℎℎ
≤ ( 𝑒𝑡

ℎ
)ℎ ≤ ( 2𝑒

ℎ
)ℎ. In particular, choosing

ℎ = Θ

(
log(1/𝜖)

log log(1/𝜖)

)
ensures that this probability is at most O

(
𝜖2) . Therefore, the initial state can be

replaced by its (normalized) projection |𝜙0⟩ to the subspace of Hamming-weight
≤ ℎ states while inflicting an error that is bounded by

∥𝒀⊗𝑟
𝛿
|0𝑟⟩ − |𝜙0⟩∥ ≤ 𝜖 .

This bound on Hamming-weights translates into a reduction of applications of the
circuit 𝑪′. Since |𝜙0⟩ is a superposition of bitstrings of Hamming-weights at most
ℎ, in all branches of the superposition all but ℎ applications of 𝑪′ can be neglected,
crucially because it acts trivially when the ancilla register is in state

��0𝑎+2〉:
𝑪′ · |0𝑎+2⟩⟨0𝑎+2 | ⊗ 𝑰 = |0𝑎+2⟩⟨0𝑎+2 | ⊗ 𝑰. (2.83)

Now we define a compression scheme for the 𝑟 ancilla registers, each containing (𝑎+2)
qubits50 in Figure 2.11, inspired by [18, 49]. The compression scheme can represent
the ≤ ℎ Hamming-weight states of the ancilla registers on just ℎ · (log(𝑟 + 1) + 𝑎 + 2)
qubits (concerning the 𝑟 registers to be compressed, by Hamming weight, we mean
the number of registers that do not contain the state

��0𝑎+2〉). Marking the register
state

��0𝑎+2〉 by 0· and the content of the 𝑖-th nonzero register by 𝑑𝑖 the encoding works
as follows:(
{0, 1}𝑎+2

)𝑟
∋ 0· 𝑠1𝑑10· 𝑠2𝑑2 . . .→ (𝑠1, 𝑠2, . . .) × (𝑑1, 𝑑2, . . .) ∈ {0, 1, 2, . . . , 𝑟}ℎ ×

(
{0, 1}𝑎+2

)ℎ
.

(2.84)

The compressed representation’s first “compression” register contains ℎ blocks of
log(𝑟 + 1) qubits, designated to store a sequence 𝑠 ∈ {0, 1, 2, . . . , 𝑟}ℎ, where 𝑠𝑖 is
the number of consecutive ancilla registers containing

��0𝑎+2〉 before the 𝑖-th ancilla
register that is not in state 0· ; if 𝑖 exceeds the Hamming weight, then we set 𝑠𝑖 = 𝑟.
The second “data” register consists of ℎ blocks of (𝑎 + 2) qubits, where the 𝑖-th block
represents the qubits of the 𝑖-th nonzero register of the uncompressed state; if the
Hamming weight is less than 𝑖, then the block is set to 0· . The property (2.83) means
that the 𝑪′ gates can be applied “transversally” on the second “data” register of the
encoded scheme because they do not change the location of the nonzero registers of
the uncompressed state.

50Note that the first qubit is redundant in this encoding, but we add it here for clarity of the
presentation.
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Theorem 2.3.2 (Compressed incoherent Lindbladian simulation algorithm). Suppose
𝑼 is a block-encoding of the Lindblad operators of a purely irreversible Lindbladian
L as in Definition 2.1.2. Let 𝜖 ≤ 1/2, then we can simulate the action of the
superoperator e𝑡L to precision 𝜖 in diamond norm using

O((𝑐 + log((𝑡 + 1)/𝜖)) log((𝑡 + 1)/𝜖)) (resettable) ancilla qubits,

O
(
(𝑡 + 1) log((𝑡 + 1)/𝜖)

log log((𝑡 + 1)/𝜖)

)
(controlled) uses of 𝑼 and 𝑼†,

and O((𝑡 + 1) (𝑐 + 1)polylog((𝑡 + 1)/𝜖)) other two-qubit gates.

If the Lindbladian has a coherent part −i[𝑯, 𝝆], and we have access to a block-
encoding of 𝑯 = (⟨0𝑐 |⊗𝑰)𝑽 ( |0𝑐⟩⊗𝑰), then we can simulate e𝑡L withO

(
(𝑡 + 1) log((𝑡+1)/𝜖)

log log((𝑡+1)/𝜖)

)
additional (controlled) uses of 𝑽 and 𝑽†.

Proof of Theorem 2.3.2. We begin with analyzing the (modified) weak-measurement
scheme using similar calculations to Theorem 2.3.1, and then compress it. We focus
on the purely irreversible scenario and, at the end, handle the general case.

(Postselected weak-measurement.) The circuit 𝑪 from Figure 2.10 on a pure input
state |𝜓⟩ acts as��0𝑎+2〉 |𝜓⟩ (1)→ (√1 − 𝛿 |0⟩ +

√
𝛿 |1⟩) |0⟩𝑼 |0𝑐⟩|𝜓⟩

(2)
→
√

1 − 𝛿 |00⟩𝑼 |0𝑐⟩|𝜓⟩ +
√
𝛿 |11⟩

(
|0𝑏⟩⟨0𝑏 | ⊗ 𝑰

)
𝑼 |0𝑐⟩|𝜓⟩

+
√
𝛿 |10⟩(𝑰 − |0𝑏⟩⟨0𝑏 | ⊗ 𝑰)𝑼 |0𝑐⟩|𝜓⟩

= (
√

1 − 𝛿 |00⟩ +
√
𝛿 |10⟩)𝑼 |0𝑐⟩|𝜓⟩ +

√
𝛿 |11⟩

��0𝑏〉(〈0𝑏
�� ⊗ 𝑰)𝑼 |0𝑐⟩|𝜓⟩︸                  ︷︷                  ︸
|𝜓′0⟩:=

−
√
𝛿 |10⟩

(
|0𝑏⟩⟨0𝑏 | ⊗ 𝑰

)
𝑼 |0𝑐⟩|𝜓⟩

(3)
→

(
𝒀†𝛿

4
⊗ 𝑰

) (
(
√

1 − 𝛿 |00⟩ +
√
𝛿 |10⟩) |0𝑐⟩|𝜓⟩ +

√
𝛿 |11⟩

��0𝑏〉��𝜓′0〉
−
√
𝛿 |10⟩𝑼†

(
|0𝑏⟩⟨0𝑏 | ⊗ 𝑰

)
𝑼 |0𝑐⟩|𝜓⟩

)
(2.85)
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Now, let us compute the part of 𝑪
��0𝑎+2〉 |𝜓⟩ starting with

��0𝑎+2〉
(
〈
0𝑎+2

�� ⊗ 𝑰)𝑪
��0𝑎+2〉 |𝜓⟩

=

(√︂(
1 − 𝛿

4

)
(1 − 𝛿) + 𝛿

2

)
︸                         ︷︷                         ︸
=1− 𝛿

8 +O(𝛿2)=
√

1− 𝛿
4 +O(𝛿2)

|𝜓⟩ − 𝛿
2
(⟨0𝑐 | ⊗ 𝑰)𝑼†

(
|0𝑏⟩⟨0𝑏 | ⊗ 𝑰

)
𝑼 |0𝑐⟩|𝜓⟩︸                                          ︷︷                                          ︸∑

𝑗∈𝐽 𝑳†
𝑗
𝑳 𝑗 |𝜓⟩

=

√︂
1 − 𝛿

4

((
𝑰 − 𝛿

2

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑳 𝑗

)
|𝜓⟩ + O

(
𝛿2

))
,

and the part where second qubit is |1⟩

(𝑰 ⊗ ⟨1| ⊗ 𝑰)𝑪
��0𝑎+2〉 |𝜓⟩ = √𝛿𝒀†𝛿

4
|1⟩

��0𝑏〉��𝜓′0〉 = √𝛿𝒀†𝛿
4
|1⟩

��0𝑏〉 ∑︁
𝑗∈𝐽
| 𝑗⟩𝑳 𝑗 |𝜓⟩.

Let 𝚷̃ := 1√
1− 𝛿

4

(
|0𝑎+2⟩⟨0𝑎+2 | ⊗ 𝑰 + 𝑰 ⊗ |1⟩⟨1| ⊗ 𝑰

)
, the above implies that

Tr𝑎+2
(
𝚷̃𝐶

(
|0𝑎+2⟩⟨0𝑎+2 | ⊗ |𝜓⟩⟨𝜓 |

)
𝐶†𝚷̃

)
=

(
𝑰 − 𝛿

2

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑳 𝑗

)
|𝜓⟩⟨𝜓 |

(
𝑰 − 𝛿

2

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑳 𝑗

)
+ 𝛿

∑︁
𝑗∈𝐽

𝑳 𝑗 |𝜓⟩⟨𝜓 |𝑳†𝑗 + O
(
𝛿2

)
= e𝛿L[|𝜓⟩⟨𝜓 |] + O

(
𝛿2

)
.

Similarly to the proof of Theorem 2.3.1, it is easy to see that this implies

∥Tr𝑎+2
(
𝚷̃𝐶

(
|0𝑎+2⟩⟨0𝑎+2 | ⊗ [·]

)
𝐶†𝚷̃

)
− e𝛿L [·] ∥^ = O

(
𝛿2

)
.

Like in Theorem 2.3.1, choosing 𝛿 = Θ(𝜖/𝑡) and repeating the process 𝑟 := 𝑡/𝛿 times
(every time using 𝑎 + 2 fresh ancillas) yields an 𝜖-accurate simulation (Figure 2.11).
This gives similar circuit complexity as Theorem 2.3.1, except that the resulting
postselective protocol has success probability about (1 − 𝜖

𝑡
) 𝑡

2
𝜖 = exp(−Θ(𝑡)). More

precisely, the square of the subnormalization factor is (1 − 𝛿
4 )

𝑡
𝛿 , which is at least 1

2
for 𝑡 ≤ 2 and 𝛿 ∈ (0, 1] since (1 − 𝛿

4 )
𝑡
𝛿 ≥ (1 − 𝛿

4 )
2
𝛿 ≥ ( 34 )

2 > 1
2 .

(Compression.) While the above discussion is largely similar to Theorem 2.3.1, we
now further compress to obtain the desired complexity. We analyze the case when
𝑡 ≤ 2 and later show how to bootstrap the results for arbitrary large 𝑡.

Instead of running the verbose circuit of Figure 2.11, we directly prepare the
compressed version of the state |𝜙0⟩ using the techniques of [18]. Using the
algorithm of [18], we can directly prepare the “compression” register corresponding
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to |𝜙0⟩, then we can initialize the “data” register by looping through all blocks and
applying an 𝑿 gate on the first qubit conditioned on the corresponding “compression”
block containing a number less than 𝑟. Then we apply the 𝑪′ gates “transversally”,
looping through each of the ℎ blocks of the “data” register of the compressed state in
increasing order starting from the first block.

The last and technically most challenging difficulty that we face is to evaluate
the post-selection criterion in Figure 2.11. We could, of course, uncompress the
state, apply the single qubit gates (𝒀†

𝛿/4)
⊗𝑟 and perform the measurement literally

as depicted on Figure 2.11, however it is possible to evaluate this criterion while
keeping the compressed representation.51

We use a slightly modified variant of the compressed measurement scheme out-
lined in [18, Section 5] that enables us to perform a measurement of the form(
𝑷0 ⊗ |0𝑐+1⟩⟨0𝑐+1 |, 𝑰 − 𝑷0 ⊗ |0𝑐+1⟩⟨0𝑐+1 |

)⊗𝑟 , where 𝑷0 = 𝒀𝛿/4 |0⟩⟨0|𝒀†𝛿/4. This com-
pressed measurement procedure reports the result also in a compressed form by
listing the (uncompressed) indices (𝑖1, 𝑖2, . . . , 𝑖ℓ) where the measurement outcome is
𝑰 − 𝑷0 ⊗ |0𝑐+1⟩⟨0𝑐+1 |.

The initial observation of [18] is that the measurement
( (
𝑷0 ⊗ |0𝑐+1⟩⟨0𝑐+1 |

)⊗𝑟
, 𝑰 −

(
𝑷0 ⊗ |0𝑐+1⟩⟨0𝑐+1 |

)⊗𝑟 )
can be approximately performed by using the compressed state preparation circuit
approximately preparing the compressed version of the state

(��0𝑐+1〉𝒀𝛿/4 |0⟩)⊗𝑟 . In-
deed, we can just run this compressed state preparation in reverse and verify that we
get the all-zero state.

A similar procedure can be devised for performing the compressed measurement((
𝑷0 ⊗ |0𝑐+1⟩⟨0𝑐+1 |

)⊗ℓ
, 𝑰 −

(
𝑷0 ⊗ |0𝑐+1⟩⟨0𝑐+1 |

)⊗ℓ)
(2.86)

51The compression and compact verification procedure for checking whether all segments were
applied successfully in the encoded scheme (and the resulting reflection operator) does not appear to
work as described in [49]. The issue is manifest in their description of the reflection operator about
accepted outcomes: “Therefore, the corresponding operation in the encoded representation is first
applying e†, then applying the reflection about the encoded state |0𝑐⟩|0𝑏⟩ on the first two registers,
and last applying 𝐸 .”

However, this approach does not seem to work, as noted in [18] (here 𝑈𝑚 is the analog of 𝐸 in
the above quote from [49]): “At first glance, one might imagine that applying 𝑈𝑚 in place of 𝑅⊗𝑚
would yield a succinct representation of the final outcome state, so measuring in the computational
basis would provide the correct result. Unfortunately, this does not accurately simulate the final
measurement except in the case where the all-zero string is obtained.”

For completeness, we include and analyze our modified compression / verification scheme. There
may be a simpler fix for the above issue [176], or alternatively, the techniques of the recent work [112]
— circumventing compression — could also be compatible with our improvements [176], which would
in turn probably also simplify our circuits.
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for any given consecutive ℓ (uncompressed) registers 𝑑𝑖, 𝑑𝑖+1, . . . , 𝑑𝑖+ℓ−1. Towards
this, observe that we can efficiently convert an encoded string 𝑒1;𝑟 of the form
(2.84) to a new form (𝑒1;𝑖−1, 𝑒𝑖;𝑖+ℓ−1, 𝑒𝑖+ℓ;𝑟) where 𝑒 𝑗 ;𝑘 is an encoding of the un-
compressed block-string 𝑢 𝑗 , 𝑢 𝑗+1, . . . , 𝑢𝑘 . The measurement is then performed by
applying this conversion 𝑒1;𝑟 → (𝑒1;𝑖−1, 𝑒𝑖;𝑖+ℓ−1, 𝑒𝑖+ℓ;𝑟) in superposition, then apply-
ing the “full” measurement (2.86) on

��𝑒𝑖;𝑖+ℓ−1
〉
, and finally reversing the conversion

(𝑒1;𝑖−1, 𝑒𝑖;𝑖+ℓ−1, 𝑒𝑖+ℓ;𝑟) → 𝑒1;𝑟 . This way, using binary search, we can, e.g., locate the
first (uncompressed) index where the measurement result is 𝑰 − 𝑷0 ⊗ |0𝑐+1⟩⟨0𝑐+1 |
using log(𝑟) such compressed measurements. With very high probability at most
O(ℎ) indices will result in outcome 𝑰− 𝑷0 ⊗ |0𝑐+1⟩⟨0𝑐+1 |, so this binary-search-based
compressed measurement scheme will terminate after O(ℎ log(𝑟)) steps with very
high probability. We refer the reader to [18, Section 5] for further details about the
precise error and run-time bounds.

Once we obtained the list of indices (𝑖1, 𝑖2, . . . , 𝑖ℓ) where the uncompressed measure-
ment would have resulted in 𝑰 − 𝑷0 ⊗ |0𝑐+1⟩⟨0𝑐+1 |, we need to check the alternative
acceptance condition, i.e., whether the second qubit is in state 1 or not, completing
the verification whether all circuit segments were applied successfully. Given such
an index 𝑖 we first use the first “compression” register of the compressed encoding
to identify how many nonzero (uncompressed) registers are before 𝑖, and then look
up the corresponding block in the “data” register to check whether the second qubit
is in state 1; if the 𝑖-th uncompressed register contains

��0𝑎+2〉 according to the
“compression” register then we conclude that the second qubit is in state 0 without
looking at the “data” register. All of these operations can be performed in time that
is polynomial in the size of the “compression” register, which is O(polylog(1/𝜖)).

This completes the description of how to simulate e𝑡L[·] to precision O(1/𝜖) with
success probability ≥ 1/2 when 𝑡 ≤ 2 using

O(ℎ(𝑎 + log((𝑟 + 1)))) = O(log(1/𝜖) (𝑎 + log(1/𝜖))) ancilla qubits,

ℎ = O
(

log(1/𝜖)
log log(1/𝜖)

)
(controlled) uses of 𝑼 and 𝑼†,

O((𝑎 + 1)polylog(1/𝜖)) other two-qubit gates.

The success probability can be improved to 1 while keeping the precision O(1/𝜖),
using 3-steps of oblivious amplitude amplification, cf. [49, 73]. For 𝑡 > 2, we divide
up the evolution to ⌈𝑡/2⌉ equal segments and repeat the process ⌈𝑡/2⌉ times, setting
the precision to 𝜖/𝑡 in each segment. This gives the stated final complexity.
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With a slight modification, we can make the above algorithm work for general
Lidbladians as well, assuming that we have an (at most) 𝑎-qubit block-encoding 𝑽 of
the driving Hamiltonian term 𝑯. One just needs to modify the circuit of Figure 2.10,
sketched in Figure 2.12.

|0⟩ 𝒀2𝛿 𝒀†5
4 𝛿

accept the all-zero outcome
and when the third qubit is 1

|0⟩ 𝒀1
2 e−i arcsin(

√︃
4
5 )𝑿

|0⟩��0𝑏〉
𝑽 𝑼 𝑼†

��0𝑎−𝑏〉
𝝆 = (1 − 5

4𝛿)e
𝛿L[𝝆] + O

(
𝛿2)

Figure 2.12: Alternative quantum circuit implementation of an approximate 𝛿-time
step via a postselective weak measurement scheme including the coherence term
−𝑖[𝑯, 𝝆] for the block-encoded Hamiltonian 𝑯 = (⟨0𝑐 | ⊗ 𝑰)𝑽 ( |0𝑐⟩ ⊗ 𝑰).

For completeness, we include the analysis of the circuit 𝑪𝑯 from Figure 2.12. Let us
define

𝑹 := (𝒀†5
4 𝛿
⊗ 𝑰) ·

(
|0⟩⟨0| ⊗ 𝑰 + |1⟩⟨1| ⊗ e−i arcsin(

√︃
4
5 )𝑿

)
.
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Similarly to (2.85) we analyze the action of 𝑪𝑯 on a pure state |𝜓⟩:��0𝑎+3〉 |𝜓⟩
(1)
→ (
√

1 − 2𝛿 |0⟩ +
√

2𝛿 |1⟩) |00⟩|0𝑐⟩|𝜓⟩
(2)
→ (
√

1 − 2𝛿 |00⟩ +
√
𝛿 |10⟩ +

√
𝛿 |11⟩) |0⟩|0𝑐⟩|𝜓⟩

(3)
→ (
√

1 − 2𝛿 |000⟩ +
√
𝛿 |100⟩) |0𝑐⟩|𝜓⟩ +

√
𝛿 |110⟩𝑽 |0𝑐⟩|𝜓⟩

(4)
→ (
√

1 − 2𝛿 |000⟩ +
√
𝛿 |100⟩)𝑼 |0𝑐⟩|𝜓⟩ +

√
𝛿 |110⟩𝑼𝑽 |0𝑐⟩|𝜓⟩

(5)
→
√

1 − 2𝛿 |000⟩𝑼 |0𝑐⟩|𝜓⟩ +
√
𝛿 |101⟩

(
|0𝑏⟩⟨0𝑏 | ⊗ 𝑰

)
𝑼 |0𝑐⟩|𝜓⟩

+
√
𝛿 |100⟩(𝑰 − |0𝑏⟩⟨0𝑏 | ⊗ 𝑰)𝑼 |0𝑐⟩|𝜓⟩

√
𝛿 |110⟩𝑼𝑽 |0𝑐⟩|𝜓⟩

= (
√

1 − 2𝛿 |000⟩ +
√
𝛿 |100⟩)𝑼 |0𝑐⟩|𝜓⟩ +

√
𝛿 |101⟩

��0𝑏〉(〈0𝑏
�� ⊗ 𝑰)𝑼 |0𝑐⟩|𝜓⟩︸                  ︷︷                  ︸
|𝜓′0⟩:=

−
√
𝛿 |100⟩

(
|0𝑏⟩⟨0𝑏 | ⊗ 𝑰

)
𝑼 |0𝑐⟩|𝜓⟩ +

√
𝛿 |110⟩𝑼𝑽 |0𝑐⟩|𝜓⟩

(6−7)
→ (𝑹 ⊗ 𝑰)

(
(
√

1 − 𝛿 |000⟩ +
√
𝛿 |100⟩) |0𝑐⟩|𝜓⟩ +

√
𝛿 |101⟩

��0𝑏〉��𝜓′0〉
−
√
𝛿 |100⟩𝑼†

(
|0𝑏⟩⟨0𝑏 | ⊗ 𝑰

)
𝑼 |0𝑐⟩|𝜓⟩

)
+ (𝑹 ⊗ 𝑰)

√
𝛿 |110⟩𝑽 |0𝑐⟩|𝜓⟩.

Considering that

⟨000| (𝑹 ⊗ 𝐼) =
(
𝑹† |00⟩

)†
⟨0| =

(√︂
1 − 5

4
𝛿⟨000| +

√︂
𝛿

4
⟨100| − 𝑖

√
𝛿⟨110|

)
,

let us compute the part of 𝑪𝑯

��0𝑎+3〉 |𝜓⟩ starting with
��0𝑎+3〉:

(
〈
0𝑎+3

�� ⊗ 𝑰)𝑪𝑯

��0𝑎+3〉 |𝜓⟩
=

(√︂(
1 − 5

4
𝛿

)
(1 − 𝛿) + 𝛿

2

)
︸                           ︷︷                           ︸
=1− 5

8 𝛿+O(𝛿2)=
√︃

1− 5
4 𝛿+O(𝛿2)

|𝜓⟩ − 𝛿
2
(⟨0𝑐 | ⊗ 𝑰)𝑼†

(
|0𝑏⟩⟨0𝑏 | ⊗ 𝑰

)
𝑼 |0𝑐⟩|𝜓⟩︸                                          ︷︷                                          ︸∑

𝑗∈𝐽 𝑳†
𝑗
𝑳 𝑗 |𝜓⟩

− 𝑖𝛿(⟨0𝑐 | ⊗ 𝑰)𝑽 |0𝑐⟩|𝜓⟩

=

√︂
1 − 5

4
𝛿

((
𝑰 − 𝑖𝛿𝑯 − 𝛿

2

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑳 𝑗

)
|𝜓⟩ + O

(
𝛿2

))
,

and the part where third qubit is |1⟩:

(𝑰 ⊗ ⟨1| ⊗ 𝑰)𝑪𝑯

��0𝑎+3〉 |𝜓⟩ = √𝛿𝑹 |10⟩
��0𝑏〉��𝜓′0〉 = √𝛿𝑹 |10⟩

��0𝑏〉 ∑︁
𝑗∈𝐽
| 𝑗⟩𝑳 𝑗 |𝜓⟩.
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Let 𝚷̃ := 1√︃
1− 5

4 𝛿

(
|0𝑎+3⟩⟨0𝑎+3 | ⊗ 𝑰 + 𝑰 ⊗ |1⟩⟨1| ⊗ 𝑰

)
, the above implies that

Tr𝑎+3
(
𝚷̃𝐶

(
|0𝑎+3⟩⟨0𝑎+3 | ⊗ |𝜓⟩⟨𝜓 |

)
𝐶†𝚷̃

)
=

(
𝑰 − 𝑖𝛿𝑯 − 𝛿

2

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑳 𝑗

)
|𝜓⟩⟨𝜓 |

(
𝑰 + 𝑖𝛿𝑯 − 𝛿

2

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑳 𝑗

)
+ 𝛿

∑︁
𝑗∈𝐽

𝑳 𝑗 |𝜓⟩⟨𝜓 |𝑳†𝑗 + O
(
𝛿2

)
= e𝛿L[|𝜓⟩⟨𝜓 |] + O

(
𝛿2

)
.

Similarly to the proof of Theorem 2.3.1, it is easy to see that this implies

∥Tr𝑎+2
(
𝚷̃𝐶

(
|0𝑎+3⟩⟨0𝑎+3 | ⊗ [·]

)
𝐶†𝚷̃

)
− e𝛿L [·] ∥^ = O

(
𝛿2

)
. ■

2.12 Appendix:Quantum simulated annealing
A subroutine for a coherent Gibbs sampler is to prepare the top eigenvector of the
discriminant. In semi-group settings, one simply iterates the map for an arbitrary
initial state to find its fixed point; given coherent access to some discriminant D
(which is not quite a CPTP map), the standard approach is quantum simulated
annealing [24, 179, 186]. To keep this section self-contained, in the following, we
assume coherent access to some discriminants D𝛽 𝑗 . First, we use QSVT to boost
the gap; this is the origin of the quadratic speedup.

Proposition 2.12.1 (Quadratic speedup [73, 118]). Given a block-encoding 𝑼D of a
Hermitian matrix 𝑰 + D with eigenvalue gap 𝜆𝑔𝑎𝑝 (D) and 𝜆1(D) ≥ −𝜆𝑔𝑎𝑝 (D), we
can construct a unitary 𝑼′ block-encoding a matrix 𝑝(𝑰 + D) that has the same top
eigenvector as D but with O(1) eigenvalue gap, with O( 1√

𝜆𝑔𝑎𝑝 (D)
) uses of 𝑼D and

𝑼†D .

Second, following [24], we consider the discretized adiabatic paths through tempera-
tures ��𝜆1(D𝛽0)

〉
→ · · ·

��𝜆1(D𝛽 𝑗 )
〉
→ · · ·

��𝜆1(D𝛽𝑘 )
〉

𝑼D𝛽0
→ · · ·𝑼D𝛽 𝑗

→ · · ·𝑼D𝛽𝑘
where 𝛽 𝑗 =

𝑗

𝑘
𝛽. (2.87)

While a more refined annealing schedule is possible, we consider the above linear
schedule for simplicity. In particular, the initial state is the maximally entangled
state 𝛽 = 0. In the following, we show that choosing 𝑘 = Θ(𝛽∥𝑯∥) ensures that the
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consecutive overlaps remain constant large, allowing us to jump between consecutive
states using a few steps of (fixed-point) amplitude amplification.

Proposition 2.12.2 (Consecutive overlaps). Suppose the discriminants have a top
eigenvector close to the purified Gibbs states

∥
��𝜆1(D𝛽 𝑗

〉
−

���√︁𝝆𝛽 𝑗

〉
∥ ≤ 1

10
. (2.88)

Let 𝛿𝛽 := 𝛽 𝑗+1 − 𝛽 𝑗 , then the consecutive overlaps are large��⟨𝜆1(D𝛽 𝑗 ) |𝜆1(D𝛽 𝑗+1)⟩
��2 ≥ 7

10
− O((𝛿𝛽)2∥𝑯2e−𝛿𝛽𝑯∥). (2.89)

Proof. Let us evaluate the overlap between the ideal Gibbs states and rewrite using
the Hilbert-Schmidt inner product���⟨√︁𝝆𝛽 𝑗 |

√︁
𝝆𝛽 𝑗+1⟩

���2 =
Tr

[
e−𝛽 𝑗𝑯/2e−𝛽 𝑗𝑯/2e−𝛿𝛽𝑯/2

]2

Tr[e−𝛽 𝑗𝑯]Tr[e−𝛽 𝑗𝑯e−𝛿𝛽𝑯]
=
⟨e−𝛿𝛽𝑯/2⟩2

𝛽 𝑗

⟨𝑰⟩𝛽 𝑗 ⟨e−𝛿𝛽𝑯⟩𝛽 𝑗
= 1 − O((𝛿𝛽)2⟨𝑯2e−𝛿𝛽𝑯⟩𝛽 𝑗 )
≥ 1 − O((𝛿𝛽)2∥𝑯2e−𝛿𝛽𝑯∥),

where we denote the thermal expectation by ⟨𝑨⟩𝛽 = Tr[𝝆𝛽𝑨]. The last equality
expands the exponential

e−𝛿𝛽𝑯/2 = 𝑰 − 𝛿𝛽𝑯/2 + (e−𝛿𝛽𝑯/2 − 𝑰 + 𝛿𝛽𝑯/2).

The small discrepancy (2.88) between
��𝜆1(D𝛽 𝑗

〉
and

��√𝝆𝛽 𝑗 〉 only induces a minor
change in the overlaps thus proving (2.89). ■

Proposition 2.12.3 (Simulated annealing). In the setting of Proposition 2.12.2,
following the discretized adiabatic path (2.87) with 𝑘 = ⌈𝑐𝛽∥𝑯∥⌉ prepares a state
|𝜓⟩ such that ∥|𝜓⟩ −

��𝜆1(D𝛽 𝑗+1

〉
∥ ≤ 𝛿 using

O
©­­«

𝛽∥𝑯∥

min 𝑗
√︃
𝜆𝑔𝑎𝑝 (D𝛽 𝑗 )

log2(𝛽∥𝑯∥/𝛿)
ª®®¬.

total calls for the oracle for discriminants D𝛽 𝑗 .

Proof. Use fixed-point amplitude amplification [185] to “jump” between the eigen-
vectors

��𝜆1(D𝛽 𝑗

〉
. We can implement a

√
𝛿
𝑘

-approximate projector to each eigenvector
with O( log(𝑘/𝛿)√

𝜆𝑔𝑎𝑝 (D𝛽 𝑗
) ) calls to the block-encoded discriminants D𝛽 𝑗 . To ensure that

all the 𝑘 jumps are all approximated to error ≤ 𝛿
𝑘
, all fixed-point amplitude amplifi-

cation consists of log(𝑘/𝛿) rounds, each calling the block-encoded (approximate)
projectors. ■
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A simple lower bound on 𝛽 dependence
In this section, we prove a simple lower-bound for the temperature dependence in the
sense of implementing a reflection about the purified Gibbs state.

Proposition 2.12.4 (Lower-bound on simulation time). A circuit implementing the
reflection operator

𝑹𝛽,𝑯 := 𝑰 −
��√𝝆𝛽,𝑯〉〈√

𝝆𝛽,𝑯
��

using Hamiltonian simulation for 𝑯 as a black-box must use Hamiltonian simulation
time 𝑇 = Ω(𝛽).

Proof. The idea is to argue that the reflection operator is sensitive to 𝛽 and the
Hamiltonian 𝑯, so the Hamiltonian simulation time 𝑇 cannot be too short. First, we
control the norm change of the reflection operator. Let 𝝆𝛽,𝑯 =: 𝝆 and 𝝆𝛽,𝑯′ =: 𝝆′,
then

∥𝑹𝛽,𝑯 − 𝑹𝛽,𝑯′ ∥ = ∥|
√
𝝆⟩⟨√𝝆 | − |

√︁
𝝆′⟩⟨

√︁
𝝆′|∥

≥
���〈√𝝆��(|√𝝆⟩⟨√𝝆 | − |√︁𝝆′⟩⟨

√︁
𝝆′|

)��√𝝆⊥〉���
=

���⟨√𝝆 |√︁𝝆′⟩⟨
√︁
𝝆′|√𝝆⊥⟩

���
=

√︁
1 − 𝜃2 · 𝜃,

where 𝜃 :=
√︃

1 −
��⟨√𝝆 |√𝝆′⟩��2 and��√𝝆⊥〉 ∈ 𝑆𝑝𝑎𝑛{��√𝝆〉

,

���√︁𝝆′
〉
} such that ⟨√𝝆⊥ |√𝝆⟩ = 0.

Now, for infinitesimal 𝜖 → 0, let

𝑯 = |0⟩⟨0| + |1⟩⟨1|
𝑯′ = |0⟩⟨0| + (1 + 𝜖) |1⟩⟨1|

such that ��√𝝆〉
∝ |00⟩ + |11⟩���√︁𝝆′

〉
∝ |00⟩ + (1 + 𝛽𝜖/2) |11⟩ + O(𝜖2).

Direct calculation gives 𝜃 = Ω(𝛽𝜖) for small 𝜖 → 0. To conclude the proof, suppose
the block-box circuit uses only Hamiltonian simulation time 𝑇 . Then, the resulting
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circuits for 𝑯 and 𝑯′ can only differ by ∥𝑯 − 𝑯′∥𝑇 = 𝜖𝑇 . Therefore, for small
𝜖 → 0,

𝑇𝜖 ≥
√︁

1 − 𝜃2 · 𝜃 = Ω(𝛽𝜖),

proving the advertised result. ■

The above sensitivity argument similarly applies to algorithms preparing the Gibbs
state using black-box Hamiltonian simulation.

Proposition 2.12.5 (Lower-bound on simulation time). A circuit preparing the
Gibbs state 𝝆𝛽 ∝ e−𝛽𝑯 using Hamiltonian simulation for 𝑯 as a black-box must use
Hamiltonian simulation time 𝑇 = Ω(𝛽).

Proof. Again, consider 𝑯 and 𝑯′ as above and their Gibbs states

𝝆 ∝ |0⟩⟨0| + |1⟩⟨1|
𝝆′ ∝ |0⟩⟨0| + (1 + 𝛽𝜖) |1⟩⟨1| + O(𝜖2).

Then, for infinitesimal 𝜖 → 0,

∥𝝆 − 𝝆′∥1 ≥ Ω(𝛽𝜖),

which implies 𝑇 = Ω(𝛽) as advertised. ■

2.13 Appendix:Impossibility of boosted shift-invariant in-place phase estima-
tion

In this section, we include the proof that certain “boosted shift-invariant in place
phase estimation” utilized in [167] is impossible. The impossibility result was
developed in parallel with this work; we reproduce the main argument here with the
permission of András Gilyén and Dávid Matolcsi until their manuscript becomes
publicly available.

We begin by reviewing the phase estimation assumptions made by [167]. First, they
assume [167, Eqn.(11), Supplemental Information] the phase estimation map is
shift-invariant in the sense that

Φ :=
∑̄︁
𝜈

∑̄︁
𝜇

𝑴 𝜇̄

𝜈̄
⊗ |𝜈̄⟩⟨𝜇̄ | where 𝑴 𝜇̄

𝜈̄
:=

∑︁
𝑖

𝛼(𝐸𝑖, 𝜈̄ − 𝜇̄) |𝜓𝑖⟩⟨𝜓𝑖 | and 𝜈̄, 𝜇̄ ∈ {Z𝜔̄}.
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In [167], the shift-invariance was shown to hold for an unboosted phase estimation
unitary [167, Eqn.(12), Supplemental Information], which has a slowly decaying tail
when 𝐸𝑖 deviates substantially from 𝜈̄ − 𝜇̄.

Second, to prove the correctness of the fixed point, they impose [167, Eqn.(10),
Supplemental Information] that the profile 𝛼(𝐸𝑖, 𝜈̄ − 𝜇̄) can be boosted:52 the only
nonzero matrix elements are such that

|𝜈̄ − 𝜇̄ − 𝐸𝑖 | < 𝜔̄,

where 𝜔̄ is the energy resolution for the phase estimation readout registers. Unfortu-
nately, these two assumptions are not compatible with each other, as argued by the
following.

Proposition 2.13.1 (Impossibility for shift-invariant boosting). There exists no
continuous family of “boosted shift-invariant in place phase estimation” unitaries.
More precisely, for every constant 𝑘 for large enough 𝑁 there exists no profile
𝛼 : R × 2𝜋

𝑁
· {0, 1, 2, . . . , 𝑁 − 1} → C that simultaneously satisfies:

• (almost) unitarity: 𝑴𝐸 :=
∑𝑁−1
𝑖, 𝑗=0 𝛼(𝐸,

2𝜋
𝑁
(𝑖− 𝑗 mod 𝑁)) |𝑖⟩⟨ 𝑗 | is close to some

unitary 𝑼𝐸 for all 𝐸 ∈ R : ∥𝑴𝐸 −𝑼𝐸 ∥ ≤ 1
2

• boosting: 𝛼(𝐸, 𝜈̄ − 𝜇̄) = 0 if |𝜈̄ − 𝜇̄ − 𝐸 mod 2𝜋 | > 𝑘 2𝜋
𝑁

• continuity: 𝛼(𝐸, 𝜈̄) depends continuously on 𝐸

Proof. We prove the statement by contradiction. Let us assume that such a profile
exists for 𝑁 ≫ 𝑘3. We will track how the profile changes as we increase the energy
from 𝐸0 = 𝑘 2𝜋

𝑁
to 𝐸1 = (3𝑘 + 1) 2𝜋

𝑁
.

Now, consider the polynomial 𝑝𝐸 (𝑧) =
∑4𝑘+1
𝑗=0 𝛼(𝐸, 𝑗 2𝜋

𝑁
)𝑧 𝑗 (whose physical meaning

will become clear). Due to boosting the polynomial 𝑝𝐸0 (𝑧) has a degree at most
2𝑘 , so it has at most 2𝑘 roots, and in particular, at most 2𝑘 roots are situated within
the complex unit circle. Due to continuity, the polynomial 𝑝𝐸 (𝑧) is continuously
transformed to 𝑝𝐸1 (𝑧) whose smallest nonzero coefficient comes with a power of
𝑧 at least 2𝑘 + 1 due to boosting. This implies that 0 is a root with multiplicity
at least 2𝑘 + 1, and in particular, we have at least 2𝑘 + 1 roots within the unit

52This is explicitly stated in the last paragraph of page 13 [167, Supplemental Information]:
“According to (10) we can replace the function 𝑓 (𝐸 𝑗 , 𝑘 − 𝑝) by its enhanced counterpart 𝛼𝐸 𝑗

(𝑘 − 𝑝),
which acts as a binary amplitude for the two closest 𝑟-bit integers to the actual energy 𝐸 𝑗 .”
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circle. Since the polynomial changes continuously, its multi-set of roots also changes
continuously, which means that at some point, a root must enter the unit circle53

(here we acknowledge that some roots enter from infinity when the degree of the
polynomial increases but that does not affect our argument — one can make this
precise by tracking roots on the surface of the Riemann sphere). Thus, there is some
energy 𝐸′ for which a complex unit number 𝑧 = e2𝜋𝑖𝜑 is a root of the corresponding
polynomial 𝑝𝐸 ′ (𝑧).

We show that this implies that the plane wave with quasi-momentum 𝜑 is (almost) in
the kernel of the shift-invariant matrix 𝑴𝐸 ′ : for every 𝑖 ≤ 𝑁 − 4𝑘 − 2 we have

⟨𝑖 |𝑴𝐸 ′

𝑁−1∑︁
𝑗=0
| 𝑗⟩𝑧− 𝑗 =

𝑁−1∑︁
𝑗=0

𝛼(𝐸′, 2𝜋
𝑁
(𝑖 − 𝑗 mod 𝑁))𝑧− 𝑗 = 𝑧−𝑖𝑝𝐸 ′ (𝑧) = 0,

implying

∥𝑴𝐸 ′

𝑁−1∑︁
𝑗=0
| 𝑗⟩𝑧− 𝑗 ∥2 = O

(
𝑘3

)
≪ 𝑁 = ∥𝑼𝐸

𝑁−1∑︁
𝑗=0
| 𝑗⟩𝑧− 𝑗 ∥2,

a contradiction. ■

53The idea of tracking the roots of this polynomial is due to Dávid Matolcsi.
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Õ
(𝛽
𝑡 𝑚

𝑖𝑥

𝜖
·𝑡
𝑚
𝑖𝑥
)

-
-

Q
ua

nt
um

2
M

et
ro

po
lis

[1
86

]:
a

co
he

re
nt

ve
rs

io
n

of
Q

ua
nt

um
M

et
ro

po
lis

vi
a

Q
PE

Õ
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Table 2.1: A comparison of existing thermal state preparation algorithms7.
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C h a p t e r 3

AN EFFICIENT AND EXACTLY DETAILED-BALANCED
QUANTUM GIBBS SAMPLER

3.1 Introduction
One of the leading candidate applications of quantum computers [54] is to simulate
quantum systems [68]. In particular, the preparation of thermal states or ground
states for materials and molecules has received significant attention [14, 30, 37, 107].
Surprisingly, there has not been a consensus on the “go-to” quantum algorithm
for this task due to a lack of provable guarantees or empirical evidence [108].
Recently, several Monte Carlo-style, nonunitary quantum algorithms have been
proposed [40, 61, 149, 167, 180, 186]. While their efficacy has only been validated
using small-scale numerics and under strong theoretical assumptions [38, 61, 160],
there are reasons for optimism. On physical grounds, these algorithms resemble
naturally occurring system-bath dynamics [134]; if a system rapidly cools in a
refrigerator, the same plausibly applies to a “cooling algorithm” that emulates this
process. Alternatively, from a computer science perspective, these algorithms are
cousins of classical Markov chain Monte Carlo (MCMC) methods but with quantum
mechanical effects and complications. This work sets out to complete this line of
thought and construct an ideal quantum MCMC algorithm where the robustness,
simplicity, and empirical success of the classical case may be transferrable.

The cornerstone of classical Markov chain Monte Carlo methods is detailed balance
(see, e.g., [110]): given a target state 𝜋, we impose a certain symmetry of the Markov
chain 𝑴

𝑴𝑠′𝑠𝜋𝑠 = 𝜋𝑠′𝑴𝑠′𝑠 for each configuration 𝑠, 𝑠′, ensuring stationarity 𝑴 [𝜋] = 𝜋.

This simple recipe for the stationary state has been crucial in constructing and
analyzing the Metropolis-Hastings algorithm and related Markov chains. Notably,
detailed balance gives a conceptually simple picture of convergence via the spectral
gap of 𝑴, a quantity amenable to numerical and analytic bounds. If the problem
at hand has a local structure, detailed balance can often be imposed locally and
efficiently, relegating the algorithm’s complexity to the mixing time, the time scale
of convergence towards stationarity. While the mixing time may be challenging to
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analyze, MCMC methods can often be employed heuristically. In particular, we are
often interested in sampling the Gibbs distribution 𝜋𝛽 ∝ 𝑒−𝛽𝐻 of a certain energy
functional 𝐻 at temperature 1/𝛽. Analogously, the central idea of quantum Gibbs
sampling is to construct a detailed-balanced quantum process where the quantum
Gibbs state is stationary. In this work, we focus on designing a Lindbladian L𝛽 (the
quantum analog of a continuous-time Markov chain generator) such that

eL𝛽𝑡 [𝝆𝛽] = 𝝆𝛽 where 𝝆𝛽 := e−𝛽𝑯/Tr(e−𝛽𝑯),

for any target quantum Hamiltonian 𝑯. As in the classical case, we can prepare
samples of quantum Gibbs states if the Lindbladian evolution can be efficiently
implemented and the state converges rapidly to the Gibbs state.

The main issue with existing quantum Gibbs sampling algorithms is that quantum
detailed balance (Figure 3.1) only holds approximately unless we can distinguish
individual energy eigenstates exactly, which is generally intractable except for fast-
forwardable Hamiltonians (e.g., Hamiltonians with commuting terms). Consequently,
we either lose accuracy guarantees for the stationary state or the efficiency for the
individual steps of the Gibbs sampling algorithm, leading to significant aggregated
complexity plaguing various constructions; see Ref. [40] for a comprehensive
catalog. The algorithmic challenge in enforcing quantum detailed balance is the
energy-time uncertainty principle rooted in metrology: for each energy estimate,
the uncertainty scales inversely proportional to the Hamiltonian simulation time.
Indeed, all existing quantum MCMC algorithms attempt to attain detailed balance
via an “energy estimation” subroutine (quantum phase estimation [149, 167, 180] or
operator Fourier Transform [40, Appendix A]). Consequently, this error propagates
to the desired Gibbs state and impacts the implementation cost.

To our knowledge, the best general lower-bound on the Hamiltonian simulation time
is Ω(𝛽) per Gibbs sample [40, Proposition G.5]. This comes from a sensitivity
argument that the Gibbs state is a smooth matrix function of 𝑯 with derivatives
bounded by O(𝛽). This conceptual gap motivates our guiding question:

Can we design an efficiently implementable

yet exactly detailed-balanced quantum Gibbs sampler?

If so, we may recover both the simplicity and versatility of classical MCMC algorithms.
In this work, we answer this question in the affirmative by explicitly constructing
an exactly detailed-balanced Lindbladian at a moderate cost: Õ(𝛽)-Hamiltonian
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simulation cost per unit time of Linbladian evolution eL . (The unit-time evolution
for a continuous-time generator should be regarded as “one step,” corresponding
to one discrete Markov chain update.) Furthermore, for lattice Hamiltonians (with
local jumps), our Lindbladian is (quasi-)local with locality scaling as Õ(𝛽). Thus,
one step of the algorithm only needs to simulate localized Hamiltonian patches; this
starkly contrasts with previous works, whose cost per unit time step generally scales
with the system size due to simulating the global Hamiltonian. The mathematical
and conceptual simplicity of our result immediately initiates a list of new directions,
which we discuss in detail in section 3.4.

The key revelation behind our construction is that quantum detailed balance can
be enforced smoothly without ever knowing the energy. Indeed, the standard
metrology lower bound ∼ Ω( 1

𝜖
) is not an obstruction because having access to a

detailed-balanced Lindbladian (or the Gibbs state) does not give energy estimates.
We have seen that Quantum Signal Processing [117] or Quantum Singular Value
Transform (QSVT) [73] allows one to directly access smooth (polynomial) functions
of Hamiltonians without a phase-estimation subroutine; the costs often scale linearly
with the largest derivatives and only logarithmically with the precision. However,
Lindbladians, as superoperators, are more restrictive to manipulate than Hermitian
matrices. A key design ingredient is a carefully chosen coherent term in our
Lindbladian

L𝛽 [𝝆] = −i[𝑩, 𝝆]︸    ︷︷    ︸
“coherent”

+ (“dissipative”),

which appears necessary to coherently and exactly cancel out certain unwanted errors
from the dissipative part.

As a by-product, purifying our Lindbladian yields a temperature-dependent family
of “parent Hamiltonians” whose zero-eigenstate is a canonical purification of the
Gibbs state.1 Similarly to how classical Markov chains can be “quantized” to prepare
the purified stationary state, here we prepare the purified Gibbs state by following a
prescribed adiabatic path (called quantum simulated annealing [164, 186]), drawing
a surprisingly simple connection between thermal dissipation and adiabatic evolution.
In particular, for lattice Hamiltonians, the parent Hamiltonian inherits the (quasi-
)locality, which curiously connects the purified Gibbs state to the ground state of
(quasi-)local Hamiltonians.

1This purification coincides with the Thermal Field Double state featured in recent quantum
gravity discussions. See, e.g., [122].
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Classical Quantum

Figure 3.1: (Left) For the classical Gibbs distribution, the detailed balance condition
is a pairwise relation between heating (red) and cooling (blue) transition rates,
depending on the energy difference 𝜈 of states. (Right) For the quantum Gibbs
state, the detailed balance condition refers to pairs of matrix elements of the density
operator (expanded in the energy basis), where each matrix element is described by a
pair of energies (of the basis elements in the ket and bra respectively), and therefore
the relation depends on both of the respective energy differences 𝜈1 and 𝜈2.

Main results
Our main results, based on the algorithmic framework of [40, Section III], consider
the following Lindbladian in the Schrodinger picture

L𝛽 [·] := −i[𝑩, ·]︸   ︷︷   ︸
“coherent”

+
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝛾(𝜔)

©­­­­­«
𝑨̂𝑎 (𝜔) (·) 𝑨̂𝑎 (𝜔)†︸                ︷︷                ︸

“transition”

− 1
2
{ 𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔), ·}︸                    ︷︷                    ︸

“decay”

ª®®®®®¬
d𝜔

(3.1)

which is parameterized by the following terms (with convenient normalization
conditions [40, Section I.B]):

• The distinct jump operators 𝑨𝑎 “drive” the transitions, and can be chosen
arbitrarily as long as their adjoints are included

{𝑨𝑎 : 𝑎 ∈ 𝐴} = {𝑨𝑎† : 𝑎 ∈ 𝐴} and






∑︁
𝑎∈𝐴

𝑨𝑎†𝑨𝑎






 ≤ 1. (3.2)

For better mixing and ergodicity, the jumps should be “scrambling” and
not commute with the Hamiltonian (e.g., breaking the symmetries of the
Hamiltonian). For lattice Hamiltonians, the jump operators may be chosen
simply to be the single-site Pauli operators, but global jumps could also be
helpful in some cases as in the classical case (e.g., cluster updates).
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• The Operator Fourier Transform (OFT)2 (section 3.2) weighted by a Gaussian
filter with a tunable width ∼ 𝜎−1

𝐸

𝑨̂𝑎 (𝜔) :=
1
√

2𝜋

∫ ∞

−∞
ei𝑯𝑡𝑨𝑎e−i𝑯𝑡e−i𝜔𝑡 𝑓 (𝑡)d𝑡 (3.3)

where 𝑓 (𝑡) := e−𝜎
2
𝐸
𝑡2
√︃
𝜎𝐸

√︁
2/𝜋 =

e−𝑡2/𝛽2√︃
𝛽
√︁
𝜋/2

if 𝜎𝐸 =
1
𝛽
.

In particular, the Gaussian is normalized
∫ ∞
−∞ | 𝑓 (𝑡) |

2d𝑡 = 1. Naturally, the
Heisenberg evolution ei𝑯𝑡𝑨𝑎e−i𝑯𝑡 diagnoses the energy difference 𝜔 before
and after the jump. Integrating over time 1√

2𝜋

∫ ∞
−∞(·)e

−i𝜔𝑡 𝑓 (𝑡)d𝑡 yields the
operator Fourier Transform 𝑨̂𝑎 (𝜔), which selects the transitions of 𝑨𝑎 that
increase the energy by roughly ∼ 𝜔 ± O(𝜎𝐸 ). At first glance, the Gaussian
filter seems to merely ensure good concentration for both the frequency and
time domain, but it turns out to have a more intimate connection [133] to
quantum detailed balance (see also section 3.8 for an alternative justification).

• The transition weight 𝛾(𝜔) follows (yet another) Gaussian with a tunable
variance 𝜎𝛾 > 0:

𝛾(𝜔) = exp

(
−
(𝜔 + 𝜔𝛾)2

2𝜎2
𝛾

)
with variance 𝜎2

𝛾 :=
2𝜔𝛾
𝛽
− 𝜎2

𝐸 (3.4)

= exp
(
− (𝛽𝜔 + 1)2

2

)
if 𝜎𝐸 = 𝜎𝛾 = 𝜔𝛾 =

1
𝛽
. (3.5)

The normalization is such that ∥𝛾(𝜔)∥∞ ≤ 1, and the maximum is attained at
𝜔 = −𝜔𝛾.

• A coherent (i.e., nondissipative) term generated by a fine-tuned Hermitian
matrix 𝑩. The expression depends on 𝜔𝛾, 𝜎𝐸 , 𝛽 in the general case (see
Corollary 3.3.1), but it simplifies to

𝑩 :=
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑏1(𝑡)e−i𝛽𝑯𝑡

(∫ ∞

−∞
𝑏2(𝑡′)ei𝛽𝑯𝑡′𝑨𝑎†e−2i𝛽𝑯𝑡′𝑨𝑎ei𝛽𝑯𝑡′d𝑡′

)
ei𝛽𝑯𝑡d𝑡

if 𝜔𝛾 = 𝜎𝐸 = 𝜎𝛾 =
1
𝛽

(3.6)

for some carefully chosen smooth and rapidly decaying functions 𝑏1, 𝑏2

normalized by ∥𝑏1∥1, ∥𝑏2∥1 ≤ 1. The coherent term 𝑩may appear intimidating
2Note the sign convention, which might differ from that of other works in the literature.
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but plays a crucial role in ensuring quantum detailed balance for the Gibbs
state 𝝆𝛽, defined as

L†
𝛽
[·] = √𝝆𝛽−1L𝛽 [

√
𝝆𝛽 ·
√
𝝆𝛽]
√
𝝆𝛽
−1 for fixed 𝛽,𝑯. (3.7)

It implies the stationarity of Gibbs state exactly (see Definition 3.2.1).

The Gaussian transition weight (3.4) is inspired by an observation of [133]:3 the
functional form of Gaussians is naturally compatible with exact detailed balance4 if
we make conscious choices of 𝜔𝛾, 𝜎𝐸

exp

(
−
(𝜔 + 𝜔𝛾)2

2𝜎2

)
= exp(−

2𝜔𝛾
𝜎2 · 𝜔) exp

(
−
(−𝜔 + 𝜔𝛾)2

2𝜎2

)
.

Compared with the usual step-function-like Metropolis weight min(1, e−𝛽𝜔), the
Gaussian weight is more selective, only allowing energy transitions −𝜔𝛾 ± O(𝜎𝛾);
this narrower window could potentially freeze the dynamics, leading to long mixing
time.

Fortunately, quantum detailed balance 3.7 is preserved under linear combination of
Lindbladians; hence, choosing a linear combination of 𝛾 covering a range of different
width 𝜎𝛾 can remove the heavy restriction on energy transitions. Surprisingly, a
suitable linear combination recovers Metropolis-like transition weights, which we
focus on as the representative. To obtain the corresponding exactly detailed-balanced
Lindbladian, the only change compared to (3.4)-(3.6) is the choice of transition
weight

(Metropolis-Style) 𝛾𝑀 (𝜔) := exp
(
−𝛽max

(
𝜔 + 1

2𝛽
, 0

))
if 𝜎𝐸 =

1
𝛽

(3.8)

with the corresponding coherent term 𝑩𝑀 parameterized by another function 𝑏𝑀2 (𝑡)
(the function 𝑏𝑀1 (𝑡) = 𝑏1(𝑡) remains the same as in (3.6)).5

Now, we present the first main result: the Gibbs state is an exact stationary state
of the advertised Lindbladian (see section 3.2 for the proof). Although we have

3Their algorithm [133] seems qualitatively different from Monte Carlo style quantum algo-
rithms [40, 149, 167, 180, 186] and closer to performing phase estimation on trial states; see the
discussion in [133, Page 5].

4We thank Jonathan Moussa for pointing us to his paper and raising the question of whether
detailed balance can hold exactly in the precursor of this work [40].

5The generalized function (distribution) 𝑏𝑀2 (𝑡) should be interpreted as the Cauchy principal value
lim𝜂→0+ 1( |𝑡 | > 𝜂)𝑏𝑀2 (𝑡). In case [𝑯,∑𝑎∈𝐴 𝑨𝑎†𝑨𝑎] ≠ 0 an additional correction term 1

16
√

2𝜋
𝛿(𝑡)

should be added.
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mainly focused on the Gibbs state, we can formally invoke Gibbs sampling for
𝛽𝑯 = log(𝝆 𝑓 𝑖𝑥) for arbitrary target stationary state 𝝆 𝑓 𝑖𝑥 , albeit with potential
overhead from implementing the matrix logarithm.

Theorem 3.1.1 (Gibbs state is stationary). For any 𝛽 ≥ 0, the Lindbladian (3.1)-(3.3)
with 𝜎𝐸 = 1

𝛽
, Gaussian transition wieght (3.5), and the coherent term 𝑩 (3.6) satisfies

detailed balance (3.7) exactly. Therefore, the Gibbs state is stationary

L𝛽 [𝝆𝛽] = 0.

The same applies for the Metropolis transition weight 𝛾𝑀 (𝜔) (3.8) with the corre-
sponding coherent term 𝑩𝑀 .

Furthermore, building on the algorithmic machinery developed in Ref. [40, Section
III], the Lindbladian can be efficiently simulated at a moderate cost (see section 3.3
for the proof).

Theorem 3.1.2 (Efficient implementation). Instantiate the Lindbladian parameters
of Theorem 3.1.1 for either the Gaussian 𝛾(𝜔) or Metropolis 𝛾𝑀 (𝜔) transition
weight. Then, the Lindbladian evolution

eL𝛽𝑡 for each 𝑡 ≥ 1

can be implemented efficiently in 𝜖-diamond distance with cost:

Õ(𝑡 · 𝛽) (total Hamiltonian simulation time)

Õ(1) (resettable ancilla)

Õ(𝑡) (block-encodings for the jumps
∑︁
𝑎∈𝐴
|𝑎⟩ ⊗ 𝑨𝑎)

Õ(𝑡) (other two-qubit gates).

The Õ(·) notation absorbs logarithmic dependencies on 𝑡, 𝛽, ∥𝑯∥, 𝑛, 1/𝜖, |𝐴|.

Here, our Lindbladian is normalized (3.2), (3.3), (3.4), (3.6) (or the Metropolis-like
weight (3.8) with its coherent term 𝑩𝑀) such that

∥L𝛽∥1−1 = Õ(1).

Therefore, evolving for unit time 𝑡 = 1 corresponds to a Õ(1)-strength update eL𝛽

and only requires a characteristic Hamiltonian simulation time ∼ 𝛽. This is precisely
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the cost for implementing both the operator Fourier Transform (3.3) and the coherent
term (3.6) via Linear Combination of Unitaries. To be more careful, the Õ(·)
notation also includes polylogarithmic factors due to discretization, truncation, and
Hamiltonian simulation error, which is typical in quantum algorithms. To clarify,
the idealized map L𝛽 remains exactly detailed-balanced (the nice object to analyze),
and the algorithmic implementation error can be made arbitrarily small given the
desired runtime.

We expect the total Hamiltonian simulation time to be the figure of merit for the
algorithmic cost, among others. The jump operators 𝑨𝑎 can be as simple as Pauli
operators, but we consider a black-box query model in case more complex jumps
are needed for faster mixing. In the last line, the use of other two-qubit gates comes
from easier-to-implement unitaries, including the Quantum Fourier Transform,
state preparation unitary for the Gaussian filter | 𝑓 ⟩, controlled transition weight;
see section 3.3 and [40, Section III.B].

Combining Theorem 3.1.1 and Theorem 3.1.2, we can prepare the Gibbs state by
simulating the Lindblaidan until convergence, resulting in the cost

(total Hamiltonian simulation time per Gibbs sample) = Õ
(
𝑡𝑚𝑖𝑥 (L𝛽) · 𝛽

)
.

Formally, the mixing time 𝑡𝑚𝑖𝑥 (L𝛽) quantifies the shortest time scale that any two
input states become indistinguishable (see Proposition 3.9.4). To obtain end-to-end
gate complexities, we should also instantiate the Hamiltonian simulation cost, a
subroutine whose complexity for various systems has been thoroughly studied. For
example, on 𝐷-dimensional lattices with local jumps 𝑨𝑎, we expect the actual cost
to be (up to logarithmic error dependence)

(gate complexity per unit evolution time) ∼ 𝛽︸︷︷︸
Ham. sim. time

× (𝑣𝐿𝑅𝛽)𝐷︸    ︷︷    ︸
volume

,

(spatially local Hamiltonians)

where 𝑣𝐿𝑅 is the Lieb-Robinson velocity and 𝑣𝐿𝑅𝛽 is roughly the radius of the
Heisenberg evolution 𝑨𝑎 (·) at time ∼ 𝛽. Indeed, the Lindbladian is a sum over
quasi-local Lindbladian operators (Figure 3.2)

L𝛽 =
∑︁
𝑎∈𝐴
L𝑎𝛽 each centered at 𝑨𝑎 with radius Õ(𝑣𝐿𝑅𝛽).
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<latexit sha1_base64="oEsc3bVHignI9/1FsHLI0xRGRxg=">AAAOLHichZdbbyM1FMdnl9tSCGzhkZcRUSWEoEqq5fKy0rbT+zVtkzS0Eyp74iRWPRd5PGaraPgKvMKX4NPwghCvfA7scdJxfQI7L7HP7398OeP/TAZnjOai1frzydO33n7n3feevb/ywYeNjz5+vvpJP08LHpFelLKUDzDKCaMJ6QkqGBlknKAYM3KF7wLNryThOU2TrrjPyDBGk4SOaYSECvVCufkjun3ebK23qsuHjfa80fTmV+d2tbEajtKoiEkiIoby/KbdysRwhrigESPlykpY5CRD0R2akBmK8/w+xqW/FiMxzV2mg8vYTSHG3w9nNMkKQZJISRQbF8wXqa934o8oJ5Fg96qBIk7V1H40RRxFQu136SyP14VjFVjz7SmreqpS3uUvBS/IVz5irIrlLzEryHA2VRNzTsYq0xmMozsiypU1O5gggSnWs6whjDmRKyEnCfkpSuMYJaNZKElUzkK9kNAOB5sqqlccITbbLF26ZdEtQBELLB64fGtBMYYw2LZStwHdsegOGHinHhjAYNdK3QV0z6J7gO5bdB/QA4seAHpo0UNAjyx6BOixRY8BPbHoCaCnFj0FpTqtSwVgcGalngHasWgHDNypBwYwOLdSz0HqeZ0KYHBhpV6A1Is6FcDg0kq9BLRr0S6gPYv2AO1btA/olUWvAB1YdADoD76FVcfl1xa+fky/1K7OciWQiKsGZWminxaPBpCble2htyUyAAGwZQDwu8QGYAACA4DJ5bYBwN9yxwDgXrlrADCu3DMAeFbuGwDsKg8MAE6VhwYAk8ojA4A/5bEBwJryxADgSnlqAPCcPDMA2E12DABmkucGAKvICwOAEeSlAcADsmsAOP6yZwA4+bJvADj08soAcN7lwABw1GV11BWBp1xeG3INQE4n8fyg+qHpOBJcaxBXIrlUJfk0XQyjm6X7ftR3mJGxcPJ0iTmdTAUwFk6K+Zyhajlp0wpOkVgG8SIRkvhhzBjC6i1RwUAfxLXHdGcBgadwGpPJokCh6TiSEZpMSvNDeOnslOkzwPqEu8XhGvAlQP0NFJTS8qY9nJmyVqHwjvDk69b6xjfk9ZuifrPtm8pD0RvD7vaSlMfVYkK9WH/WbJd+uGTdmRFuDE3KrLlR3mrxkuEyW9bWsg1Xxiwd+z/huF5fLaue+rx6EoIbwhDOjR7TycTUy2zqoe+u5SGjrrDJsKq2ZPlWTt/NWVJAUj6sm7i7pEVCRc2pyzn9T6jedILXtMsBzlJ2Xws6ugdGuM9qhe64gq4t6C4RIK6eLK/nmjRTS459FftZB0NGYypyN4WOykqmfh1yWWTWdFXPvc80Gemvp3SxdaweX+owqo+otvvJBBv9jfX2t+svzl80X23NP6eeeZ95n3tfeG3vO++Vt+91vJ4XedT7xfvV+63xe+OPxl+Nv4306ZN5zqfeo6vxz7/F+Ggh</latexit>
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<latexit sha1_base64="UPHYn06gM82eJXlHeB4RGUMOOqc=">AAAOPnichZfLbuM2FIY109vUrdukRVfdCDUCTIs2sIPpZTPAJMr96iS+pImMgJRpmwh1AUWxEwjqu3TbvkRfoy/QXdFtl6VEO2J43I42Js/3H16O+EsWThhNRbv9x5Onb739zrvvPXu/8cGHzY8+Xln9ZJDGGQ9IP4hZzK8wSgmjEekLKhi5SjhBIWZkiO+8kg8l4SmNo564T8goRNOITmiAhArdrnzW8AVlY5L73lnx3PUxEcj98nal1V5vV5cLG515o+XMr+7tanPVH8dBFpJIBAyl6U2nnYhRjrigASNFo+FnKUlQcIemJEdhmt6HuHDXQiRmqc3K4DJ2k4nJD6OcRkkmSBQoiWKTjLkidsu9uWPKSSDYvWqggFM1tRvMEEeBUBVYOsvjdeFQBdZcc8qqwqq4d+lLwTPytYsYq2LpS8wyMspnamLOyURlWoNxdEdE0VgzgxESmOJyljWEMSey4XMSkZ+COAxRNM59SYIi98uF+GbY21TRcsUBYvlmYdMtg24BiphncM/mWwuKMYTetpG6DeiOQXfAwDv1wAB6u0bqLqB7Bt0DdN+g+4AeGPQA0EODHgJ6ZNAjQI8NegzoiUFPAD016Cko1WldKgCVM+vUM0C7Bu2Cgbv1wAB650bqOUg9r1MB9C6M1AuQelGnAuhdGqmXgPYM2gO0b9A+oAODDgAdGnQI6JVBrwD90TWw6tj82sDXj+lXpauTVAkk4qpBWRyVT4tHA8jNyvbQ2xJpgADY0gD4XWINMACeBsDkclsD4G+5owFwr9zVABhX7mkAPCv3NQB2lQcaAKfKQw2ASeWRBsCf8lgDYE15ogFwpTzVAHhOnmkA7Ca7GgAzyXMNgFXkhQbACPJSA+AB2dMAHH/Z1wCcfDnQABx6OdQAnHd5pQE46rI66orAUy6vNbkGIKXTcH5QXV93LAmuNYgrkVyqknwWL4Ypm4X9fizvMCMTYeWVJeZ0OhPAWDjK5nP6qmWlzSo4Q2IZxItESMKHMUMIq7dEBb3yIK49pjsLCDyF45BMFwXydceSjNF0Wugfwgtrp6w8A2xAuF0cXgK+BKg/hoJSWtx0RrkuaxXy7wiPvmmvb3xLXr8p6rY6rq48FL0xbG8vinlYLcYvF+vmrU7h+kvWnWjhxkin5K2N4rYULxkuMWWdUrZhy5ihY/8nnNTrq2XVU59XT0JwQxjCqdZjOp3qeulNPfTttTxk1BXWGUbVlizfyBnYOUsKSIqHdRN7lzSLqKg5tTmn/wnVm07wmvY4wEnM7mtBt+yBEe6TWlF2bEHPFPSWCBBXT5bXc02cqCWHror9XAZ9RkMqUjuFjotKpn4tcpklxnRVz77PNBqX31PxYutYPb7UYVQfUR37kwk2Bhvrne/WX5y/aL3amn9OPXM+d75wnjsd53vnlbPvdJ2+Ezi584vzq/Nb8/fmn82/mn9r6dMn85xPnUdX859/AQt7bgc=</latexit>

Õ(�) <latexit sha1_base64="oEsc3bVHignI9/1FsHLI0xRGRxg=">AAAOLHichZdbbyM1FMdnl9tSCGzhkZcRUSWEoEqq5fKy0rbT+zVtkzS0Eyp74iRWPRd5PGaraPgKvMKX4NPwghCvfA7scdJxfQI7L7HP7398OeP/TAZnjOai1frzydO33n7n3feevb/ywYeNjz5+vvpJP08LHpFelLKUDzDKCaMJ6QkqGBlknKAYM3KF7wLNryThOU2TrrjPyDBGk4SOaYSECvVCufkjun3ebK23qsuHjfa80fTmV+d2tbEajtKoiEkiIoby/KbdysRwhrigESPlykpY5CRD0R2akBmK8/w+xqW/FiMxzV2mg8vYTSHG3w9nNMkKQZJISRQbF8wXqa934o8oJ5Fg96qBIk7V1H40RRxFQu136SyP14VjFVjz7SmreqpS3uUvBS/IVz5irIrlLzEryHA2VRNzTsYq0xmMozsiypU1O5gggSnWs6whjDmRKyEnCfkpSuMYJaNZKElUzkK9kNAOB5sqqlccITbbLF26ZdEtQBELLB64fGtBMYYw2LZStwHdsegOGHinHhjAYNdK3QV0z6J7gO5bdB/QA4seAHpo0UNAjyx6BOixRY8BPbHoCaCnFj0FpTqtSwVgcGalngHasWgHDNypBwYwOLdSz0HqeZ0KYHBhpV6A1Is6FcDg0kq9BLRr0S6gPYv2AO1btA/olUWvAB1YdADoD76FVcfl1xa+fky/1K7OciWQiKsGZWminxaPBpCble2htyUyAAGwZQDwu8QGYAACA4DJ5bYBwN9yxwDgXrlrADCu3DMAeFbuGwDsKg8MAE6VhwYAk8ojA4A/5bEBwJryxADgSnlqAPCcPDMA2E12DABmkucGAKvICwOAEeSlAcADsmsAOP6yZwA4+bJvADj08soAcN7lwABw1GV11BWBp1xeG3INQE4n8fyg+qHpOBJcaxBXIrlUJfk0XQyjm6X7ftR3mJGxcPJ0iTmdTAUwFk6K+Zyhajlp0wpOkVgG8SIRkvhhzBjC6i1RwUAfxLXHdGcBgadwGpPJokCh6TiSEZpMSvNDeOnslOkzwPqEu8XhGvAlQP0NFJTS8qY9nJmyVqHwjvDk69b6xjfk9ZuifrPtm8pD0RvD7vaSlMfVYkK9WH/WbJd+uGTdmRFuDE3KrLlR3mrxkuEyW9bWsg1Xxiwd+z/huF5fLaue+rx6EoIbwhDOjR7TycTUy2zqoe+u5SGjrrDJsKq2ZPlWTt/NWVJAUj6sm7i7pEVCRc2pyzn9T6jedILXtMsBzlJ2Xws6ugdGuM9qhe64gq4t6C4RIK6eLK/nmjRTS459FftZB0NGYypyN4WOykqmfh1yWWTWdFXPvc80Gemvp3SxdaweX+owqo+otvvJBBv9jfX2t+svzl80X23NP6eeeZ95n3tfeG3vO++Vt+91vJ4XedT7xfvV+63xe+OPxl+Nv4306ZN5zqfeo6vxz7/F+Ggh</latexit>
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Figure 3.2: (Left) For lattice Hamiltonians, our Lindbladian is a sum of quasi-local
terms L𝑎

𝛽
localized around each jump 𝑨𝑎 with radius Õ(𝛽). Indeed, detailed balance

is really about the energy difference, which can be diagnosed by Fourier Transforming
the Heisenberg evolution 𝑨𝑎 (𝑡) = ei𝑯𝑡𝑨𝑎e−i𝑯𝑡 . Due to the Lieb-Robinson bounds,
the localized Lindbladian terms effectively only depend on the local Hamiltonian
patch nearby (up to exponentially decaying tail). (Right) This locality persists after
purification, where two copies of the system are glued together.

In particular, the cost per unit Lindbladian evolution time is essentially independent
of the system size (up to logarithmic dependencies), as we only need to simulate the
Hamiltonian patch surrounding each jump 𝑨𝑎.6

Purifying the Lindbladians

We may purify the Lindbladian to prepare the purified Gibbs state [180]��√𝝆𝛽〉 :=
1√︁

Tr[e−𝛽𝑯]

∑︁
𝑖

e−𝛽𝐸𝑖/2 |𝜓𝑖⟩ ⊗
��𝜓∗𝑖 〉; (3.9)

this particular purification is reminiscent of the quantum walk formalism for detailed-
balanced classical Markov chains. The relevant “parent Hamiltonian” (playing
the role of a “quantum walk” operator) is the discriminant associated with the
Lindbladian; the expression may appear intimidating but resembles how classical
detailed-balanced Markov chains are quantized

H𝛽 := 𝝆−1/4L[𝝆1/4 · 𝝆1/4]𝝆−1/4.

The above should be regarded as the Lindbladian under similarity transformation.
Further, to implement the quantum walk, the superoperator needs to be vectorized
into an operator on duplicated Hilbert spaces

(vectorization) H𝛽 : B(C2𝑛) → B(C2𝑛) ≃ H𝜷 ∈ B(C2𝑛 ⊗ C2𝑛).

6In fact, we can further parallelize the Lindbladian evolution to improve the circuit depth;
see section 3.7.
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Indeed, the Gibbs state 𝝆𝛽, as the Lindbladian stationary state, corresponds to the
purified Gibbs state

��√𝝆𝛽〉 (3.9), as a zero-eigenvector of the discriminant. As a
sanity check, the quantum detailed balance condition 3.7 naturally ensures that the
operator is Hermitian H𝜷 = H

†
𝜷
.

Proposition 3.1.1 (Purifying Lindbladians). Instantiate the Lindbladian parameters
of Theorem 3.1.1 for the Gaussian or Metropolis transition weight. Then, the
corresponding discriminant H𝜷 is Hermitian, frustration-free, and annihilates the
purified Gibbs state.

H𝜷 =
∑︁
𝑎∈𝐴

H
𝒂
𝜷 such that H

𝒂
𝜷

��√𝝆𝛽〉 = 0 for each 𝑎 ∈ 𝐴.

In other words, preparing the purified Gibbs state boils down to the ground state
problem (up to a negative sign) for a frustration-free parent Hamiltonian parameterized
by 𝛽7; for lattice Hamiltonian with local jumps 𝑨𝑎, the parent Hamiltonian inherits
the quasi-locality of our Lindbladian, with individual terms of radius ∼ 𝑣𝐿𝑅𝛽. The
algorithmic cost to implement the parent Hamiltonian is analogous to the Lindbladian
case, where 𝑯𝛽 roughly corresponds to a constant-time Lindbladian evolution.

Theorem 3.1.3 (Block encodings for the discriminants). Instantiate the Lindbladian
parameters of Theorem 3.1.1 for either the Gaussian or Metropolis transition weight.
Then, the corresponding discriminant 1

Õ(1)H𝜷 can be block-encoded approximately
in 𝜖-spectral norm using

Õ(𝛽) (Hamiltonian simulation time)

Õ(1) (resettable ancilla)

Õ(1) (block-encodings for the jumps
∑︁
𝑎∈𝐴
|𝑎⟩ ⊗ 𝑨𝑎 and its transposes

∑︁
𝑎∈𝐴
|𝑎⟩ ⊗ (𝑨𝑎)𝑇 )

Õ(1) (other two-qubit gates).

The Õ(·) notation absorbs logarithmic dependencies on 𝑡, 𝛽, ∥𝑯∥, 𝑛, 1/𝜖, |𝐴|.

Like in Theorem 3.1.2, we have expanded many other unitaries in the last line;
see section 3.3. Note that we had to downscale the discriminant to implement the

7Strictly speaking, originating from a Lindbladian, here the parent Hamiltonian is negative
semi-definite, and the purified Gibbs state is the top-eigenstate. Introducing a global negative sign
will make it the ground state.
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block encodings; see section 3.3 for the proof. For readers familiar with quantum
walks, obtaining a block-encoding for 𝑰 +H𝜷 (instead of H𝜷) would be nicer as it
leads to a quadratic speedup in terms of the spectral gap of H𝜷. However, we have
not found such a direct block-encoding for our particular construction, leaving this an
open problem. This is in contrast with our earlier approximate construction [40, 180],
where such a direct block-encoding was possible, which might be advantageous in
some cases.

Roadmap
The remaining body of text is organized thematically by the analysis and the algorithm.
We begin with the analysis (section 3.2) regarding how we design our Lindbladian
to satisfy quantum detailed balance exactly. Next, we give efficient algorithms
(section 3.3) in terms of modularized block encodings to implement the advertised
Lindbladian and its purification.

In the appendix, we include independent expositions: a connection between the
discriminant gap, mixing time, and the area law of entanglement (section 3.7) and
an alternative heuristic derivation of our detailed balance Lindbladian in the time
domain (section 3.8).

3.2 Analysis
In this section, we execute the calculations circling the exact detailed balance
condition. First, we review the operator Fourier Transform in the frequency domain.
Second, we review the notion of detailed balance, including the stationary state and
spectral theory of convergence. Third, we plug in the advertised functional forms
and derive the required coherent term 𝑩 for achieving detailed balance.

Operator Fourier Transform
Our Lindbladian features the operator Fourier Transform 𝑨̂(𝜔) of a jump operator 𝑨
according to the Hamiltonian 𝑯 (dropping the jump label for this section). To analyze
it, we need to consider the frequency domain representation instead of the time domain.
Decompose the operator in the energy basis, and regroup in terms of the energy
change (called the Bohr frequencies 𝜈 ∈ 𝐵(𝑯) := {𝐸𝑖 − 𝐸 𝑗 | 𝐸𝑖, 𝐸 𝑗 ∈ Spec(𝑯)})

𝑨 :=
∑︁

𝐸1,𝐸2∈spec(𝑯)
𝑷𝐸2 𝑨𝑷𝐸1 =

∑︁
𝜈∈𝐵(𝑯)

∑︁
𝐸2−𝐸1=𝜈

𝑷𝐸2 𝑨𝑷𝐸1

=:
∑︁

𝜈∈𝐵(𝑯)
𝑨𝜈 such that (𝑨𝜈)† = (𝑨†)−𝜈,
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where 𝑷𝐸 denotes the orthogonal projector onto the eigensubspace of 𝑯 with exact
energy 𝐸 . This decomposition naturally solves the Heisenberg evolution

ei𝑯𝑡𝑨e−i𝑯𝑡 =
∑︁
𝜈∈𝐵

𝑨𝜈ei𝜈𝑡 since [𝑯, 𝑨𝜈] = 𝜈𝑨𝜈 .

Indeed, the energy differences 𝜈 ∈ 𝐵 (shorthand of 𝐵(𝑯)) naturally arise from the
commutator (as opposed to the absolute energies 𝐸 ∈ spec(𝑯)).

At first glance, the reference to the exact energies seems unphysical as each of them
individually requires a long (likely exponential) Hamiltonian simulation time to
access algorithmically. Fortunately, all that we are manipulating are the smooth
weights on these Bohr frequencies; indeed, the operator Fourier Transform can be
conveniently expressed by

𝑨̂ 𝑓 (𝜔) =
1
√

2𝜋

∫ ∞

−∞
ei𝑯𝑡𝑨e−i𝑯𝑡e−i𝜔𝑡 𝑓 (𝑡)d𝑡 =

∑︁
𝜈∈𝐵

𝑨𝜈 𝑓 (𝜔 − 𝜈),

where 𝑓 (𝜔) = 1√
2𝜋

∫ ∞
−∞ 𝑓 (𝑡)e

−i𝜔𝑡d𝑡 is the Fourier Transform of the filter function
𝑓 (𝑡). Our choice of 𝑓 (𝑡) is

𝑓 (𝑡) := e−𝜎
2
𝐸
𝑡2
√︃
𝜎𝐸

√︁
2/𝜋 such that

𝑓 (𝜔) = 1√︃
2𝜎𝐸
√

2𝜋
exp

(
− 𝜔

2

4𝜎2
𝐸

)
and

∫ ∞

−∞
| 𝑓 (𝑡) |2d𝑡 = 1,

therefore 𝑨̂(𝜔) becomes simply

𝑨̂(𝜔) = 1√︃
2𝜎𝐸
√

2𝜋

∑︁
𝜈∈𝐵

exp

(
− (𝜔 − 𝜈)

2

4𝜎2
𝐸

)
𝑨𝜈 .

The above uses the Gaussian integrals, which will also be constantly recalled.

Fact 3.2.1 (Gaussian integrals). For any 𝑏 ∈ C and 𝜎 > 0, we have that∫ ∞
−∞ e−

(𝜔−𝑏)2
2𝜎2 d𝜔 =

√
2𝜋𝜎.

We can think of the width 𝜎𝐸 as the uncertainty in energy, which scales inversely
proportionally to the time width ∼ 𝜎−1

𝐸
.

Exact detailed balance from that of the transition part
Our notion of detailed balance for Lindbladians is analogous to its classical cousin,
ensuring a stationary state 𝝆. For the mathematical audience, we should mention
that other forms of quantum detailed balance have also been studied (see section 3.9),
but we will dominantly focus on the following as it appears to be especially nice.
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Definition 3.2.1 (Kubo–Martin–Schwinger detailed balance condition). For a nor-
malized, full-rank state 𝝆 ≻ 0, we say that an super-operator L satisfies 𝝆-detailed
balance (or 𝝆-DB in short) if

L† [·] = 𝝆−1/2L[𝝆1/2 · 𝝆1/2]𝝆−1/2,

or equivalently, whenever the associated discriminant is self-adjoint with respect to
𝝆, i.e.,

D(𝝆,L) := 𝝆−1/4L[𝝆1/4 · 𝝆1/4]𝝆−1/4

= 𝝆1/4L† [𝝆−1/4 · 𝝆−1/4]𝝆1/4 = D(𝝆,L)†.

In the above, (L)† denotes the adjoint for superoperators with respect to trace (i.e.,
the Hilbert Schmidt inner product).

One may interpret the conjugation with the state as a similarity transformation under
which the Lindbladian becomes Hermitian (w.r.t. to the KMS inner product). The
above generalizes classical detailed balance by considering super-operators and
permitting the stationary distribution to be an operator.

Proposition 3.2.1 (Fixed point). If a Lindbladian L is 𝝆-detailed-balanced, then

L[𝝆] = 0.

Recently, quantum approximate detailed balance has also been studied in the
precursor of this work [40, Section II.A], discussing nonasymptotic error bounds
relating mixing times to fixed point error. Exact detailed balance gives a much simpler
conceptual picture. Still, we may again need to recall approximate detailed balance
for non-fine-tuned Lindbladians (such as those from Nature) or amid intermediate
steps of analysis (such as when truncating the radius of the quasi-local jumps).

At first glance, the detailed balance condition is merely a linear equation that can be
solved abstractly. However, the difficulty arises due to two additional constraints.

• (Complelete Positivity.) Lindbladians have a particular quadratic dependence
on the Lindblad operators to ensure complete positivity and trace preservation
of e𝑡L for any 𝑡.

• (Efficiency.) The Lindbladian (i.e., the block-encoding for the jumps and the
Hamiltonian) must be efficiently implemented using a limited Hamiltonian
simulation time.
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The main challenge is to satisfy both constraints simultaneously. Indeed, Davies’
generator [56, 58] satisfies the first but not the second because it uses an infinite-
time operator Fourier Transform; using QSVT, one might be able directly to
implement the Boltzmann weight smoothly at moderate costs, but it may break the
Lindbladian structure. Our approach begins by isolating the “transition” part of the
Lindbladian (3.1) with abstract Lindblad operators 𝑳 𝑗

L[·] := −i[𝑩, ·] +
∑︁
𝑗

𝑳 𝑗 · 𝑳†𝑗︸       ︷︷       ︸
T :=

− 1
2
{
∑︁
𝑗

𝑳†
𝑗
𝑳 𝑗︸     ︷︷     ︸

𝑹:=

, ·},

where 𝑩 and 𝑹 are both Hermitian. This decomposition is helpful because conjugating
with the stationary state preserves the form of the transition part

√
𝝆−1

(∑︁
𝑗

𝑳 𝑗 (
√
𝝆 · √𝝆)𝑳†

𝑗

)
√
𝝆−1

=
∑︁
𝑗

𝑳′𝑗 (·)𝑳
′†
𝑗
.

However, the commutator 𝑩 and anti-commutator terms 𝑹 mix with each other
under conjugation with Gibbs state. Based on the above observation, our recipe for
constructing a detailed-balanced Lindbladian consists of three steps:

1. Guess a set of Lindblad operators 𝑳 𝑗 such that the transition part (which is
T =

∑
𝑎

∫ ∞
−∞ 𝛾(𝜔) 𝑨̂

𝑎 (𝜔) · 𝑨̂𝑎 (𝜔)†d𝜔 in our case) obeys detailed balance.

2. According to the transition part T , determine the decay part parameterized by
𝑹. This gives a purely dissipative Lindbladian.

3. According to the decay part 𝑹, tailor the commutator term 𝑩 to ensure detailed
balance. Remarkably, such a 𝑩 always exists, can be found explicitly, and is
essentially unique. Of course, whether the map is efficiently implementable is
a separate question.8

To simplify the presentation, we introduce the following notation for conjugating any
full-rank state 𝝆:

Γ𝝆 [·] := 𝝆1/2(·)𝝆1/2 and Λ𝝆 [·] := 𝝆−1/2(·)𝝆1/2.

Observe that for Hermitian operator 𝑿, we have the identities Γ𝝆 [𝑿]† = Γ𝝆 [𝑿] and
Λ𝝆 [𝑿]† = Λ−1

𝝆 [𝑿]. When the context is clear, we will omit subscript 𝝆.
8This is inspired by a related ongoing work [78] at an early stage.
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The main calculation of this section is summarized as follows. For any 𝑹, we can give
a general solution for the coherent term 𝑩; this calculation is possible because the
coherent term is not constrained by the complete-positivity structure of Lindbladians
and only needs to be Hermitian.

Lemma 3.2.1 (Prescribing the coherent term). For any full-rank state 𝝆 and
Hermitian operator 𝑹, there exists a unique Hermitian operator 𝑩 (up to adding any
scalar multiples of the identity 𝑰) such that the super-operator

S[·] := −i[𝑩, ·] − 1
2
{𝑹, ·}

satisfies 𝝆-DB.9 For a Gibbs state 𝝆 ∝ exp(−𝛽𝑯), we can express the solution
decomposed according to the Bohr frequencies 𝜈 ∈ 𝐵 as

𝑩 =
i
2

∑︁
𝜈∈𝐵

tanh
(
𝛽𝜈

4

)
𝑹𝜈 .

The above can be applied to a purely dissipative Lindbladian, where the transition
part already satisfies 𝝆-DB.

Corollary 3.2.1 (𝝆-DB Lindbladians). Suppose we have a purely-dissipative L𝑑𝑖𝑠𝑠
Lindbladian such that the transition part satisfies 𝝆-DB for a full-rank state 𝝆

Γ−1
𝝆 ◦ T ◦ Γ1

𝝆 = T †,

then we can accordingly prescribe 𝑩 such that −i[𝑩, ·] + L𝑑𝑖𝑠𝑠 satisfies 𝝆-DB.

Proof of Lemma 3.2.1. Let 𝑲 := 𝑩 − i
2𝑹 and observe that

S[·] := −i[𝑩, ·] − 1
2
{𝑹, ·} = −i𝑲 (·) + i(·)𝑲†

S† [·] := i[𝑩, ·] − 1
2
{𝑹, ·} = i𝑲†(·) − i(·)𝑲

using that 𝑩 and 𝑹 are Hermitian. Then,

S† [·] − Γ−1 ◦ S ◦ Γ[·] = i𝑲†(·) − i(·)𝑲 + iΓ−1
(
𝑲Γ[·] − Γ[·]𝑲†

)
= i

(
𝑲† + Λ[𝑲]

)
(·) − i(·)

(
𝑲 + (Λ[𝑲])†

)
(using that Γ−1𝑲Γ[·] = Λ[𝑲] (·))

=: i(𝑸(·) − (·)𝑸†),
9Actually, our proof shows an even stronger statement: for any Hermitian 𝑭 commuting with 𝝆

there is a unique 𝑩 (up to an additive term proportional to 𝑰) such thatS† [·] −Γ−1◦S◦Γ[·] = −i[𝑭, ·].
The only change is that one should set 𝑩0 := − 1

2𝑭. This relates to a more general notion of detailed
balance that allows for a unitary drift Definition 3.9.1, see also [69, Section 5]. This might be useful
for breaking degeneracies of the state 𝝆 (or the Hamiltonian 𝑯).
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where we define 𝑸 := 𝑲† + Λ[𝑲]. To ensure quantum detailed balance, we need the
RHS to vanish

𝑸(·) − (·)𝑸† = 0 ⇐⇒ 𝑸 = 0 + 𝜆𝑰 for 𝜆 ∈ R,

that is, 𝑸 vanishes up to a real multiple of the identity 𝜆𝑰; for simplicity, the identity
part can be dropped for now and added back. Since 𝝆 has full rank, we can assume
without loss of generality that 𝝆 ∝ exp(−𝛽𝑯) for some 𝑯. Now we compute

𝑸 = 𝑲† + Λ[𝑲]

= (1 + Λ)𝑩 + i
2
(1 − Λ)𝑹

=
∑︁
𝜈∈𝐵
(1 + e𝛽𝜈/2)𝑩𝜈 +

i
2
(1 − e𝛽𝜈/2)𝑹𝜈 ., (using that Λ(𝑩𝜈) = e𝛽𝜈/2𝑩𝜈)

where we denote 𝐵 := 𝐵(𝑯) the set of Bohr frequencies of 𝑯. Since the operators
𝑩𝜈 (and 𝑹𝜈) are linearly independent for different Bohr frequencies,

𝑸 = 0 ⇐⇒ 𝑩𝜈 =
i
2

tanh
(
𝛽𝜈

4

)
𝑹𝜈 for each 𝜈 ∈ 𝐵.

(using that tanh(𝑥) = e2𝑥−1
e2𝑥+1 )

In particular, 𝑩0 = 0 since tanh(0) = 0.

Finally, since 𝑹 is Hermitian and tanh(𝜔) is an odd function, we have that 𝑩 is
Hermitian as well by∑︁

𝜈∈𝐵
(𝑩𝜈)† =

i
2

∑︁
𝜈∈𝐵

tanh
(
− 𝛽𝜈

4

)
(𝑹𝜈)†. (Using − tanh(𝑥) = tanh(−𝑥))

=
i
2

∑︁
𝜈∈𝐵

tanh
(
− 𝛽𝜈

4

)
𝑹−𝜈 (Using that 𝑹 = 𝑹† implies (𝑹𝜈)† = 𝑹−𝜈)

=
i
2

∑︁
𝜈∈𝐵

tanh
(
𝛽𝜈

4

)
𝑹𝜈 =

∑︁
𝜈∈𝐵

𝑩𝜈 . (Change of variables 𝜈 → −𝜈) ■

Adding the identity part 𝜆𝑰 to conclude the proof.

Exact detailed balance for Gaussian weights and their linear combinations
In this section, we carry out the abstract recipe for our advertised Lindbladian to
prove the exact detailed balance condition (Definition 3.2.1). We begin with the
transition part and then solve for the coherent term.
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Exact detailed balance of the transition part

First, we show that the Gaussian ansatz indeed leads to detailed balance for the
“transition” part

Γ−1
𝝆 ◦ T ◦ Γ𝝆 = T †.

It is instructive to rewrite the abstract equation above in terms of Bohr-frequencies.
Let (·) be any input matrix, then the transition part of our Lindbaldian reads

T =
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝛾(𝜔)𝑨𝑎 (𝜔) (·)𝑨𝑎 (𝜔)†d𝜔

=
1

2𝜎𝐸
√

2𝜋

∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

∫ ∞

−∞
e
− (𝜔+𝜔𝛾 )2

2𝜎2
𝛾 e

− (𝜔−𝜈1 )2

4𝜎2
𝐸 e

− (𝜔−𝜈2 )2

4𝜎2
𝐸 𝑨𝑎𝜈1 (·) (𝑨

𝑎
𝜈2)
†d𝜔

=:
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼
(𝜔𝛾 ,𝜎𝛾)
𝜈1,𝜈2 𝑨𝑎𝜈1 (·) (𝑨

𝑎
𝜈2)
†. (3.11)

Since the bilinear expression holds for any input (·), taking traces on both sides
yields that∑︁

𝑎∈𝐴

∫ ∞

−∞
𝛾(𝜔)𝑨𝑎 (𝜔)†𝑨𝑎 (𝜔)d𝜔 =

∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼
(𝜔𝛾 ,𝜎𝛾)
𝜈1,𝜈2 (𝑨𝑎𝜈2)

†𝑨𝑎𝜈1 .

In terms of Bohr frequencies, the exact detailed balance condition is a certain
symmetry of the coefficient matrix 𝛼(𝜔𝛾 ,𝜎𝛾) .

Proposition 3.2.2 (Detailed balance in the Energy domain). Consider a super-
operator parameterized by a Hamiltonian 𝑯, 𝛽, and a set of operators including its
adjoints {𝑨𝑎 : 𝑎 ∈ 𝐴} = {𝑨𝑎† : 𝑎 ∈ 𝐴}:

T =
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼𝜈1,𝜈2 𝑨
𝑎
𝜈1 (·) (𝑨

𝑎
𝜈2)
† such that 𝛼𝜈1,𝜈2 = 𝛼−𝜈2,−𝜈1e−𝛽(𝜈1+𝜈2)/2

for each 𝜈1, 𝜈2 ∈ 𝐵

Then,

Γ−1
𝝆 ◦ T ◦ Γ1

𝝆 = T †.

Indeed, one recovers the classical detailed balance condition for inputs diagonal in
the energy basis. However, the quantum detailed balance condition also constrains
the amplitudes between off-diagonal matrix elements (Figure 3.1).
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Proof. We can directly calculate

Γ−1
𝝆 ◦ T ◦ Γ1

𝝆 =
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼𝜈1,𝜈2

√︃
𝝆−1
𝛽
𝑨𝑎𝜈1

√
𝝆𝛽 (·)

√
𝝆𝛽 (𝑨𝑎𝜈2)

†
√︃
𝝆−1
𝛽

=
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼𝜈1,𝜈2e
𝛽

2 𝜈1 𝑨𝑎𝜈1 (·) (𝑨
𝑎
𝜈2)
†e

𝛽

2 𝜈2 (since 𝝆𝛽 ∝ e−𝛽𝑯)

=
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼−𝜈2,−𝜈1 𝑨
𝑎
𝜈1 (·) (𝑨

𝑎
𝜈2)
† (since 𝛼𝜈1,𝜈2e

𝛽 (𝜈1+𝜈2 )
2 = 𝛼−𝜈2,−𝜈1)

=
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼−𝜈2,−𝜈1 ((𝑨𝑎†)−𝜈1)†(·) (𝑨𝑎†)−𝜈2

(since (𝑨𝜈)† = (𝑨†)−𝜈)

=
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼−𝜈2,−𝜈1 (𝑨𝑎−𝜈1)
†(·)𝑨𝑎−𝜈2

(since {𝑨𝑎 : 𝑎 ∈ 𝐴} = {𝑨𝑎† : 𝑎 ∈ 𝐴})

=
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼𝜈2,𝜈1 (𝑨𝑎𝜈1)
†(·)𝑨𝑎𝜈2

(since 𝐵 = spec(𝑯) − spec(𝑯) = −𝐵)

=
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼𝜈1,𝜈2 (𝑨𝑎𝜈2)
†(·)𝑨𝑎𝜈1 = T

†. (relabelling 𝜈1 ↔ 𝜈2) ■

While the above representation explicitly addresses the energy basis, we note that
positivity becomes obscured as the left and right energy labels 𝜈1, 𝜈2 can differ. The
positivity now becomes implicit in the coefficient matrix.

Proposition 3.2.3 (Positive semi-definite). If the coefficients 𝛼𝜈1,𝜈2 as a matrix 𝜶 is
positive-semi-definite

𝜶 ≥ 0,

(and thus Hermitian 𝛼𝜈1,𝜈2 =
(
𝛼𝜈2,𝜈1

)∗), then∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼𝜈1,𝜈2

(
𝑨𝑎𝜈1 (·) (𝑨

𝑎
𝜈2)
† − 1

2
{(𝑨𝑎𝜈2)

†𝑨𝑎𝜈1 , ·}
)

gives a Lindbladian.

Positivity indeed holds for (3.11) and can be seen by the integral form of the
coefficients. To conclude this section, it remains to verify that the coefficients arising
from Gaussian indeed satisfy the symmetry.

Lemma 3.2.2 (Exact “skew-symmetry” of coefficients). For each 𝜔𝛾, 𝜎𝛾, the
coefficients 𝛼(𝜔𝛾 ,𝜎𝛾)

𝜈1,𝜈2 defined by (3.11) factorize

𝛼
(𝜔𝛾 ,𝜎𝛾)
𝜈1,𝜈2 =

𝜎𝛾

2
√︃
𝜎2
𝐸
+ 𝜎2

𝛾

· exp

(
−
(𝜈1 + 𝜈2 + 2𝜔𝛾)2

8(𝜎2
𝐸
+ 𝜎2

𝛾 )

)
· exp

(
− (𝜈1 − 𝜈2)2

8𝜎2
𝐸

)
,(3.12)
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and have a certain “skew-symmetry” under negation and transpose

𝛼
(𝜔𝛾 ,𝜎𝛾)
𝜈1,𝜈2 = 𝛼

(𝜔𝛾 ,𝜎𝛾)
−𝜈2,−𝜈1 e−𝛽(𝜈1+𝜈2)/2 for 𝛽 :=

2𝜔𝛾
𝜎2
𝐸
+ 𝜎2

𝛾

. (3.13)

Proof. We directly calculate the Gaussian integrals in (3.11), preserving the quadratic
nature of the exponents.

𝛼
(𝜔𝛾 ,𝜎𝛾)
𝜈1,𝜈2 =

1
𝜎𝐸
√

8𝜋

∫ ∞

−∞
exp

(
−𝜔

2

2
·
(

1
𝜎2
𝛾

+ 1
𝜎2
𝐸

)
− 𝜔 ·

(
𝜔𝛾

𝜎2
𝛾

− 𝜈1 + 𝜈2

2𝜎2
𝐸

)
−
𝜈2

1 + 𝜈
2
2

4𝜎2
𝐸

−
𝜔2
𝛾

2𝜎2
𝛾

)
d𝜔

=
1

𝜎𝐸
√

8𝜋

∫ ∞

−∞
exp

©­­­­«
−

(
𝜔 +

(
1
𝜎2
𝛾
+ 1
𝜎2
𝐸

)−1(𝜔𝛾

𝜎2
𝛾
− 𝜈1+𝜈2

2𝜎2
𝐸

))2
2
(

1
𝜎2
𝛾
+ 1
𝜎2
𝐸

)−1 +

(
1
𝜎2
𝛾
+ 1
𝜎2
𝐸

)−1

2

(
𝜔𝛾

𝜎2
𝛾

− 𝜈1 + 𝜈2

2𝜎2
𝐸

)2
−
𝜈2

1 + 𝜈
2
2

4𝜎2
𝐸

−
𝜔2
𝛾

2𝜎2
𝛾

ª®®®®¬
d𝜔

=
1

2𝜎𝐸
· 1√︃

1
𝜎2
𝛾
+ 1
𝜎2
𝐸

exp
©­­«

1

2
(

1
𝜎2
𝛾
+ 1
𝜎2
𝐸

) (
𝜔𝛾

𝜎2
𝛾

− 𝜈1 + 𝜈2

2𝜎2
𝐸

)2

−
𝜈2

1 + 𝜈
2
2

4𝜎2
𝐸

−
𝜔2
𝛾

2𝜎2
𝛾

ª®®¬
(by Fact 3.2.1)

=
1

2
√︂

𝜎2
𝐸

𝜎2
𝛾
+ 1
· exp

(
−
(𝜈1 + 𝜈2 + 2𝜔𝛾)2

8(𝜎2
𝐸
+ 𝜎2

𝛾 )

)
· exp

(
− (𝜈1 − 𝜈2)2

8𝜎2
𝐸

)
(since 2(𝜈2

1+𝜈
2
2) = (𝜈1+𝜈2)2 + (𝜈1−𝜈2)2)

= 𝛼
(𝜔𝛾 ,𝜎𝛾)
−𝜈2,−𝜈1 e−𝛽(𝜈1+𝜈2)/2. (due to our choice of 𝛽) ■

We see that we may tune the parameters to match a desirable exponent 𝛽. Remarkably,
the width 𝜎𝐸 can be finite (i.e., do not scale linearly the precision 1

𝜖
like in metrology)

while retaining exact detailed balance; a reasonable choice is, e.g.,

𝜔𝛾 = 𝜎𝐸 = 𝜎𝛾 =
1
𝛽
.

This will imply that the algorithmic cost for implementing the Gaussian weighted
operator Fourier Transform will only need to scale with 𝛽 (and polylogarithmically
with the precision due to discretization and truncation error!) However, the Gaussian
transition weight comes with the price of a narrower band of transitions peaked at
𝜔𝛾 ± O(𝜎𝛾), which might result in a substantially increased mixing time compared
to, e.g., Metropolis weight 𝛾(𝜔) = min(1, e−𝛽𝜔); we will revisit this issue by taking
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linear combinations of Gaussians at section 3.2 since all our calculation are linear.
For clarity, we first focus on the Gaussian weights.

Why does Gaussian interplay so perfectly with quantum detailed balance? In sec-
tion 3.8, we attempted to derive Gaussian from the first principle. Indeed, Gaussians
are very natural if we impose several conditions on the function.

Adding the unitary term

Now that the “transition” part satisfies the detailed balance condition exactly, we
proceed to complete the Lindbaldian by adding the “decay” part and the “coherent”
part. The decay part is fixed by trace-preserving; Lemma 3.2.1 then uniquely
prescribes the required coherent term, which we display as follows in the frequency
domain. The explicit form will be useful for implementation.

Corollary 3.2.2 (An exactly detailed-balanced Lindbladian with Gaussian filtering).
The Lindbladian

L[·] := −i
∑︁
𝜈∈𝐵
[𝑩𝜈, ·] +

∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼𝜈1,𝜈2

(
𝑨𝑎𝜈1 (·) (𝑨

𝑎
𝜈2)
† − 1

2
{(𝑨𝑎𝜈2)

†𝑨𝑎𝜈1 , ·}
)

corresponding to a self-adjoint set of jump operators {𝑨𝑎 : 𝑎 ∈ 𝐴} = {𝑨𝑎† : 𝑎 ∈ 𝐴},
parametrized by coefficients 𝛼𝜈1,𝜈2 ∈ C satisfying 𝛼∗𝜈1,𝜈2 = 𝛼𝜈2,𝜈1 and

𝛼𝜈1,𝜈2e
𝛽 (𝜈1+𝜈2 )

2 = 𝛼−𝜈2,−𝜈1 ,

and amended by the coherent terms

𝑩𝜈 :=
∑︁
𝑎∈𝐴

∑︁
𝜈1−𝜈2=𝜈
𝜈1,𝜈2∈𝐵

tanh(−𝛽(𝜈1 − 𝜈2)/4)
2i

𝛼𝜈1,𝜈2︸                             ︷︷                             ︸
𝑓 (𝜈1,𝜈2):=

(𝑨𝑎𝜈2)
†𝑨𝑎𝜈1 (3.14)

satisfies 𝝆𝛽-detailed balance.

Proof. Apply Lemma 3.2.1. Note that the operator

(𝑨𝑎𝜈2)
†𝑨𝑎𝜈1 =

∑︁
𝐸𝑖−𝐸 𝑗=𝜈1,𝐸𝑖−𝐸𝑘=𝜈2

𝑷𝐸𝑘
𝑨𝑎†𝑷𝐸𝑖

𝑨𝑎𝑷𝐸 𝑗

must have the energy difference contained in the set of Bohr frequencies 𝐵

𝜈1 − 𝜈2 = 𝐸𝑖 − 𝐸 𝑗 − (𝐸𝑖 − 𝐸𝑘 ) for some 𝐸𝑖, 𝐸 𝑗 , 𝐸𝑘 ∈ 𝑆𝑝𝑒𝑐(𝑯)
= 𝐸𝑘 − 𝐸𝑖 ∈ 𝐵.

■



158

The above corollary essentially leads to Theorem 3.1.1 but is written in the Bohr-
frequency decomposition.

Proof of Theorem 3.1.1. Combine Proposition 3.2.3, Lemma 3.2.2, Proposition 3.2.1,
and Corollary 3.2.2 to conclude the proof. ■

Linear combination of Gaussians

Can we go beyond Gaussians? As we discussed, the Gaussians have a narrower band
of transitions; it would be desirable to lift this restriction to accelerate the mixing
time. In this section, we give a family of filters by exploiting the freedom to tune the
Gaussian parameters (𝜔𝛾, 𝜎𝐸 , 𝜎𝛾) and taking a linear combination of Gaussians.

Corollary 3.2.3 (Linear combination of Gaussians). Fix 𝜎𝐸 and 𝑔 ∈ ℓ1(R) and set

𝛾 (𝑔) (𝜔) :=
∫ ∞
𝛽𝜎2

𝐸
2

𝑔(𝑥)e
− (𝜔+𝑥 )2

4𝑥/𝛽−2𝜎2
𝐸 d𝑥.10 Then, analogous to (3.11), the coefficients as a

linear combination over integration variable 𝑥

𝛼
(𝑔)
𝜈1,𝜈2 :=

∫ ∞

𝛽𝜎2
𝐸

2

𝑔(𝑥)𝛼(𝜔𝛾 ,𝜎𝛾)
𝜈1,𝜈2 d𝑥 for (𝜔𝛾 (𝑥), 𝜎𝛾 (𝑥)) = (𝑥,

√︃
2𝑥/𝛽 − 𝜎2

𝐸
),(3.15)

satisfy the symmetries 𝛼(𝑔)∗𝜈1,𝜈2 = 𝛼
(𝑔)
𝜈2,𝜈1 and 𝛼

(𝑔)
𝜈1,𝜈2 = 𝛼

(𝑔)
−𝜈1,−𝜈2e−𝛽(𝜈1+𝜈2)/2 for each

𝜈1, 𝜈2 ∈ R. If 𝑔(𝑥) ≥ 0 for each 𝑥, then we also have that 𝜶(𝒈) ≥ 0, however, this is
not a necessary condition.

Proof. Recall the meaning of the superscripts 𝛼(𝜔𝛾 ,𝜎𝛾)
𝜈1,𝜈2 . The proof is merely the

linearity of symmetries and that convex combination preserves the cone of positive
semidefinite matrices. ■

To widen the band of transitions, a natural choice is to weigh each Gaussian e
− (𝜔+𝜔𝛾 )2

2𝜎2
𝛾

with its inverse ℓ1-weight. Surprisingly, this leads to filters that resemble the
Metropolis and Glauber weights; while other choices are plausible, we spell out the
calculation for this as a natural representative.

10Note that in principle we could also vary 𝜎𝐸 , but that would complicate both the analysis and the
implementation due to the required adjustments to the parameters of the performed operator Fourier
Transform.
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Proposition 3.2.4 (Metropolis and Glauber-like filters). Setting 𝑔(𝜔𝛾) = 1√
2𝜋𝜎𝛾

=

1√︃
2𝜋( 2𝜔𝛾

𝛽
−𝜎2

𝐸
)

yields

𝛾
(𝑠)
𝜎𝐸
(𝜔) :=

∫ 𝛽𝜎2
𝐸

2 +
𝑠2
𝛽

𝛽𝜎2
𝐸

2

e
− (𝜔+𝑥 )2

4𝑥/𝛽−2𝜎2
𝐸√︃

2𝜋(2𝑥/𝛽 − 𝜎2
𝐸
)
d𝑥

= e
−𝛽max

(
𝜔+

𝛽𝜎2
𝐸

2 ,0
)
· 1

2

[(
erf

(
𝑠

2
− 𝛽
𝑠

�����𝜔 + 𝛽𝜎2
𝐸

2

�����
)
+ 1

)
+ e

𝛽

����𝜔+ 𝛽𝜎2
𝐸

2

����(erf

(
𝑠

2
+ 𝛽
𝑠

�����𝜔 + 𝛽𝜎2
𝐸

2

�����
)
− 1

)]
︸                                                                                        ︷︷                                                                                        ︸

≤1

,

which, in the 𝑠→∞ limit, coincides with the Metropolis weight shifted by 𝛽𝜎2
𝐸

2 :

𝛾
(∞)
𝜎𝐸
(𝜔) = e

−𝛽max
(
𝜔+

𝛽𝜎2
𝐸

2 ,0
)
. (3.16)

Restricting the above 𝑔(𝜔𝛾) to the interval 𝜔𝛾 ∈
(

3𝛽𝜎2
𝐸

2 ,∞
)

results in the following
smooth variant of (3.16)

𝛾̃
(∞)
𝜎𝐸
(𝜔) = e

−𝛽max
(
𝜔+

𝛽𝜎2
𝐸

2 ,0
)
· (3.17)

1
2

[
erfc

(
1
𝜎𝐸

(
𝛽𝜎2

𝐸

2
−

�����𝜔 + 𝛽𝜎2
𝐸

2

�����
))
+ e

𝛽

����𝜔+ 𝛽𝜎2
𝐸

2

���� erfc

(
1
𝜎𝐸

(
𝛽𝜎2

𝐸

2
+

�����𝜔 + 𝛽𝜎2
𝐸

2

�����
))]

︸                                                                                                  ︷︷                                                                                                  ︸
≤1

,

which resembles the Glauber filter also shifted by 𝛽𝜎2
𝐸

2 (Figure 3.3).

Proof. We directly found the above by Mathematica. ■

3.3 Algorithms
This section presents efficient quantum algorithms for simulating the advertised
Lindbladian and the associated parent Hamiltonian. The former mainly builds on
black-box Lindbladian simulation algorithms [43, 49, 112], more precisely their
improved variant described in [40, Theorem III.2] whose complexity boils down to
constructing block encoding for the Lindblad operators (Definition 3.3.1); the latter
merely requires block-encoding the parent Hamiltonian, which feeds into quantum



160

−4 −3 −2 −1 1 2 3 4

1
2

1

𝛽𝜔

𝛾(𝜔) exp(−𝛽max(𝜔, 0))
𝛾
(∞)
𝛽−1 (𝜔) in (3.16)
𝛾̃
(∞)
𝛽−1 (𝜔) in (3.17)

1/(1 + exp(𝛽𝜔))

Figure 3.3: A plot of the filter functions 𝛾(𝜔) for Metropolis, Glauber and our
filters arising from Gaussian linear combination(3.16)-(3.17) (with 𝜎𝐸 = 1

𝛽
).

simulated annealing (see [40, Appendix G] for a modern discussion) to prepare the
purified Gibbs state.

Thus, the main algorithmic contribution is to assemble the block encodings associated
with our synthetic Lindbladian (3.1) and our parent Hamiltonians (Theorem 3.1.3).
The frequency domain representation (section 3.2), which is natural in the context of
analyzing quantum detailed balance, is less instructive for algorithmic implementation.
Indeed, addressing the exact energy eigenstates (or the exact Bohr frequencies) is
generally inefficient. Nevertheless, the algorithmic task becomes straightforward in
the time domain representation. Indeed, our Lindbladian can be expressed in terms
of weighted time integrals

∫
(·)d𝑡 of some rapidly decaying functions; a standard

Linear-Combination-of-Unitary argument (under suitable discretization) leads to the
algorithmic complexity in terms of controlled Hamiltonian simulation time.

For the Lindbladian (3.1), block-encodings for the dissipative part are already
constructed in [40, Section III.B]. Thus, it remains to construct the coherent term; for
the parent Hamiltonian, we will need to construct block encodings from scratch, but
the manipulations are analogous. In the following sections, we first present the time-
domain expressions (section 3.3-3.3), which immediately yield the corresponding
block encodings (section 3.3) and the overall complexities (section 3.3-3.3).

Time-domain representation of our Lindbladians
Applying a two-dimensional Fourier Transform for the coherent term (3.14) leads
to the following time-domain representation where LCU techniques are naturally
applicable. See section 3.5 for the calculations.

Corollary 3.3.1 (Coherent term for the Gaussian case). For each 𝛽 > 0 and
parameters 𝜎𝐸 = 𝜎𝛾 = 𝜔𝛾 = 1

𝛽
, the coherent term 𝑩 (3.14) corresponding to the



161

Gaussian weight 𝛾(𝜔) = exp
(
− (𝛽𝜔+1)

2

2

)
can be written as

𝑩 :=
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑏1(𝑡)e−i𝛽𝑯𝑡

(∫ ∞

−∞
𝑏2(𝑡′)𝑨𝑎†(𝛽𝑡′)𝑨𝑎 (−𝛽𝑡′)d𝑡′

)
ei𝛽𝑯𝑡d𝑡, (3.18)

where

𝑏1(𝑡) := 2
√
𝜋e

1
8

(
1

cosh(2𝜋𝑡) ∗𝑡 sin(−𝑡) exp
(
−2𝑡2

))
such that ∥𝑏1∥1 < 1 (3.19)

𝑏2(𝑡) :=
1

2𝜋

√︂
1
𝜋

exp
(
−4𝑡2 − 2i𝑡

)
such that ∥𝑏2∥1 <

1
16
. (3.20)

Indeed, we can verify that 𝑩 is Hermitian by

𝑩† =
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑏∗1(𝑡)e

−i𝛽𝑯𝑡
(∫ ∞

−∞
𝑏∗2(𝑡

′)𝑨𝑎†(−𝛽𝑡′)𝑨𝑎 (𝛽𝑡′)d𝑡′
)
ei𝛽𝑯𝑡d𝑡

=
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑏1(𝑡)e−i𝛽𝑯𝑡

(∫ ∞

−∞
𝑏2(−𝑡′)𝑨𝑎†(−𝛽𝑡′)𝑨𝑎 (𝛽𝑡′)d𝑡′

)
ei𝛽𝑯𝑡d𝑡

(By 𝑏∗1(𝑡) = 𝑏1(𝑡) and 𝑏∗2(𝑡) = 𝑏2(−𝑡))

=
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑏1(𝑡)e−i𝛽𝑯𝑡

(∫ ∞

−∞
𝑏2(𝑡′)𝑨𝑎†(𝛽𝑡′)𝑨𝑎 (−𝛽𝑡′)d𝑡′

)
ei𝛽𝑯𝑡d𝑡 = 𝑩.

(Change of variable 𝑡′→ −𝑡′)

The explicit weights corresponding to Metropolis weights are slightly more cumber-
some due to taming a mild (logarithmic) singularity. We can also verify that 𝑩𝑀,𝜂 is
Hermitian by 𝑏𝑀,𝜂∗2 (𝑡) = 𝑏𝑀,𝜂2 (−𝑡).

Corollary 3.3.2 (Approximate coherent term for the Metropolis-like weight). If
𝜎𝐸 = 1

𝛽
, then the coherent term 𝑩𝑀 corresponding to the Metropolis-like weight

𝛾𝑀 (𝜔) = exp
(
−𝛽max

(
𝜔 + 1

2𝛽 , 0
))

satisfies



𝑩𝑀 − 𝑩𝑀,𝜂


 ≤ 




∑︁

𝑎∈𝐴
𝑨𝑎†𝑨𝑎






 min
(
𝜂𝛽∥𝑯∥
√

2𝜋
,O

(
(𝜂𝛽∥𝑯∥)3

))
, (3.21)

where

𝑩𝑀,𝜂 :=
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑏1(𝑡)e−i𝛽𝑯𝑡

(∫ ∞

−∞
𝑏
𝑀,𝜂

2 (𝑡′)𝑨𝑎†(𝛽𝑡′)𝑨𝑎 (−𝛽𝑡′)d𝑡′ + 1
16
√

2𝜋
𝑨𝑎†𝑨𝑎

)
ei𝛽𝑯𝑡d𝑡,

(3.22)
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with 𝑏1(𝑡) as in (3.19), and

𝑏
𝑀,𝜂

2 (𝑡) :=
1

4
√

2𝜋
exp

(
−2𝑡2 − i𝑡

)
+ 1( |𝑡 | ≤ 𝜂)i(2𝑡 + i)
𝑡 (2𝑡 + i)

such that ∥𝑏𝑀,𝜂2 ∥1 <
1
5
+ 1

2
√

2𝜋
ln(1/𝜂). (3.23)

Further, if
[∑

𝑎∈𝐴 𝑨𝑎†𝑨𝑎,𝑯
]
= 0, we can drop the second term in (3.22) after the

integral in 𝑡′ since
∫ ∞
−∞ 𝑏1(𝑡) = 0.

See section 3.6 for the proof. After suitable truncation, this merely incurs a logarithmic
overhead (∼ log(𝛽∥𝑯∥/𝜖)) to the algorithmic cost for an 𝜖-approximation due to
subnormalization 1

∥𝑏𝑀,𝜂

2 ∥1
.

Time-domain representation of our parent Hamiltonians
Recall that the central mathematical object for coherent Gibbs sampling is the
discriminant (i.e., the Lindbladian under a similarity transformation)

H(𝝆,L) := 𝝆−1/4L[𝝆1/4 · 𝝆1/4]𝝆−1/4.

This amounts to a mild calculation that transfers the heavy lifting done already
in the Lindbladidan context. One adaption for the coherent algorithm is that the
fundamental object is not a superoperator but an operator on a doubled Hilbert space.
Formally, we define the vectorization of a super-operator by

C[·] =
∑︁
𝑗

𝛼 𝑗 𝑨 𝑗 [·]𝑩 𝑗 → C =
∑︁
𝑗

𝛼 𝑗 𝑨 𝑗 ⊗ 𝑩𝑇𝑗 , (vectorization)

where 𝑩𝑇
𝑗

denotes the transpose of the matrix 𝑩 𝑗 in the computational basis |𝑖⟩.
We use curly fonts C for super-operators and bold fonts C for the vectorized super-
operators (which is, a matrix). For a matrix 𝝆, let us denote its vectorized version
by

|𝝆⟩ := (𝐼 ⊗ 𝑇−1)𝝆 where 𝑇 |𝑖⟩ = ⟨𝑖 | for each |𝑖⟩.

In the time domain, our parent Hamiltonian takes the following form (see section 3.5
for the calculations):

H𝛽 =
∑︁
𝑎∈𝐴

∫ ∞

−∞

∫ ∞

−∞
ℎ−(𝑡−)ℎ+(𝑡+) · 𝑨𝑎 (𝑡+ − 𝑡−) ⊗ 𝑨𝑎 (−𝑡− − 𝑡+)𝑇d𝑡+d𝑡−︸                                                                                 ︷︷                                                                                 ︸

transition part

+ 1
2
(𝑵 ⊗ 𝑰 + 𝑰 ⊗ 𝑵∗)︸                   ︷︷                   ︸

decay and coherent part

.
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Compared with the Lindbladian case, the first term is essentially the transition part
under a similarity transformation, and the second term combines the decay and
coherent part. Here, we do not care about complete positivity or trace-preserving
but merely Hermiticity.

The transition part

The transition parts for both Gaussian and Metropolis weights are as follows.

Corollary 3.3.3 (The transition part for Gaussian weights). For the Gaussian weight
𝛾(𝜔) = exp

(
− (𝛽𝜔+1)

2

2

)
with 𝜔𝛾 = 𝜎𝐸 = 𝜎𝛾 = 1/𝛽, the discriminant H𝛽 is described

in the time domain by

ℎ+(𝑡) =
1
𝛽

e−1/4 exp(−4𝑡2

𝛽2 ) and ℎ−(𝑡) =
1
𝜋𝛽

exp(−2𝑡2

𝛽2 ) such that ∥ℎ−∥1, ∥ℎ+∥1 ≤ 1.

(3.24)

Corollary 3.3.4 (The transition part for Metropolis weights). For 𝜎𝐸 = 1
𝛽
, the

Metropolis-like weight 𝛾𝑀 (𝜔) = exp
(
−𝛽max

(
𝜔 + 1

2𝛽 , 0
))

yields H𝛽 described in
the time domain by the same ℎ−(𝑡) as in Eq. (3.24) and by

ℎ+(𝑡) =
e−1/8

𝛽

e−2𝑡2/𝛽2

4
√

2𝜋( 𝑡2
𝛽2 + 1

16 )
such that ∥ℎ+(𝑡)∥1 ≤ 1.

The 𝑵-term

The time-domain presentation of the 𝑵 term is as follows.

Corollary 3.3.5 (𝑵 term for Gaussian weights). For each 𝛽, the Gaussian weight
𝛾(𝜔) = exp

(
− (𝛽𝜔+1)

2

2

)
with 𝜎𝐸 = 𝜎𝛾 = 𝜔𝛾 = 1

𝛽
corresponds to the discriminant

where

𝑵 =
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑛1(𝑡)e−i𝛽𝑯𝑡

(∫ ∞

−∞
𝑛2(𝑡′)𝑨𝑎†(𝛽𝑡′)𝑨𝑎 (−𝛽𝑡′)d𝑡′

)
ei𝛽𝑯𝑡d𝑡,

where

𝑛1(𝑡) :=
1
4
· 2
√
𝜋

(
1

cosh(2𝜋𝑡) ∗𝑡 exp
(
−2𝑡2

))
such that ∥𝑛1∥1 =

𝜋

4
√

2
< 1

(3.25)

𝑛2(𝑡) := 4 · 2 · 1
2𝜋

√︂
1
𝜋

exp
(
−4𝑡2 − 2i𝑡

)
= 8 · 𝑏2(𝑡) such that ∥𝑛2∥1 <

1
2

with 𝑏2 as in (3.20).
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Corollary 3.3.6 (𝑵 term for Metropolis weights). If 𝜎𝐸 = 1
𝛽
, then the Metropolis-like

weight 𝛾𝑀 (𝜔) = exp
(
−𝛽max

(
𝜔 + 1

2𝛽 , 0
))

corresponds to the discriminant where
𝑵𝑀 satisfies

𝑵𝑀 − 𝑵𝑀,𝜂



 ≤∑︁
𝑎∈𝐴



𝑨𝑎†𝑨𝑎

 min
(
𝜂𝛽∥𝑯∥
√

2𝜋
,O

(
(𝜂𝛽∥𝑯∥)3

))
,

where

𝑵𝑀,𝜂 :=
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑛1(𝑡)e−i𝛽𝑯𝑡

(∫ ∞

−∞
𝑛
𝑀,𝜂

2 (𝑡′)𝑨𝑎†(𝛽𝑡′)𝑨𝑎 (−𝛽𝑡′)d𝑡′ + 1
16
√

2𝜋
𝑨𝑎†𝑨𝑎

)
ei𝛽𝑯𝑡d𝑡,

with 𝑛1(𝑡) as in (3.25), and 𝑛𝑀,𝜂2 = 𝑏
𝑀,𝜂

2 as in (3.23).

In the above cases, we can verify that 𝑵 is Hermitian by 𝑛∗1(𝑡) = 𝑛1(𝑡) and
𝑛∗2(𝑡) = 𝑛2(−𝑡). For 𝑵𝑀 , we also use that (𝑨𝑎†𝑨𝑎)† = 𝑨𝑎†𝑨𝑎 .

Block-encodings
Our simulation algorithm extensively uses block encodings that are largely borrowed
from [40]. This section aims to instantiate them to state the theorems appropriately,
and the curious reader may refer to [40, Section III.B].

Definition 3.3.1 (Block-encoding for Lindbladian). Given a purely irreversible
Lindbladian

L[𝝆] :=
∑︁
𝑗∈𝐽

(
𝑳 𝑗 𝝆𝑳

†
𝑗
− 1

2
𝑳†
𝑗
𝑳 𝑗 𝝆 −

1
2
𝝆𝑳†

𝑗
𝑳 𝑗

)
,

we say that a unitary 𝑼 is a block-encoding for Lindblad operators {𝑳 𝑗 } 𝑗∈𝐽 if 11

(
〈
0𝑏

�� ⊗ 𝑰) ·𝑼 · ( |0𝑐⟩ ⊗ 𝑰) =
∑︁
𝑗∈𝐽
| 𝑗⟩ ⊗ 𝑳 𝑗 for 𝑏 ≤ 𝑐 ∈ Z+.

• Block-encoding𝑽 𝑗𝑢𝑚𝑝 of the jump operators 𝑨𝑎 in the form of Definition 3.3.1:

(
〈
0𝑏

�� ⊗ 𝑰𝑎 ⊗ 𝑰𝑠𝑦𝑠)] · 𝑽 𝑗𝑢𝑚𝑝 · ( |0𝑐⟩ ⊗ 𝑰𝑠𝑦𝑠) =
∑︁
𝑎∈𝐴
|𝑎⟩ ⊗ 𝑨𝑎 .

To implement the discriminant, we also assume access to a block-encoding
𝑽 𝑗𝑢𝑚𝑝𝑇 for the partial transpose

∑
𝑎∈𝐴 |𝑎⟩ ⊗ (𝑨𝑎)𝑇 .

11In the first register, we could use any orthonormal basis. Sticking to computational basis
elements | 𝑗⟩ is just for ease of presentation. Intuitively, one can think about 𝑏 as the number of ancilla
qubits used for implementing the Lindblad operators 𝑳 𝑗 , while typically 𝑎 − 𝑏 ≈ log |𝐽 |.
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• Quantum Fourier Transform

𝑸𝑭𝑻𝑁 : |𝑡⟩ → 1
√
𝑁

∑︁
𝜔̄∈𝑆𝜔0

e−i𝜔̄𝑡 |𝜔̄⟩.

We use “bar” to denote variables taking discrete values. In particular, the
Fourier frequencies 𝜔̄ and times 𝑡 are integer multiples of𝜔0 and 𝑡0 respectively
such that

𝜔0𝑡0 =
2𝜋
𝑁
, and 𝑆⌈𝑁⌋ :=

{
− ⌈(𝑁 − 1)/2⌉, . . . ,−1, 0, 1, . . . , ⌊(𝑁 − 1)/2⌋

}
,

and 𝑆
⌈𝑁⌋
𝜔0 := 𝜔0 · 𝑆⌈𝑁⌋ , 𝑆

⌈𝑁⌋
𝑡0

:= 𝑡0 · 𝑆⌈𝑁⌋ .

• Controlled Hamiltonian simulation∑︁
𝑡∈𝑆𝑡0

|𝑡⟩⟨𝑡 | ⊗ e±i𝑡𝑯 .

• State preparation oracles for the Fourier Transform weights, acting on the
frequency register

𝑷𝒓𝒆 𝒑 𝒇 :
��0̄〉 → | 𝑓 ⟩.

• Controlled filter for the Boltzmann factors acting on the frequency register and
the Boltzmann weight register

𝑾 :=
∑︁
𝜔̄∈𝑆𝜔0

𝒀1−𝛾(𝜔̄) ⊗ |𝜔̄⟩⟨𝜔̄ | where 0 ≤ 𝛾(𝜔̄) ≤ 1 and 𝛾(𝜔̄) = 𝛾(−𝜔̄)e−𝛽𝜔̄.

• Single qubit Pauli-Y rotations

𝒀𝜃 :=

(√
1 − 𝜃 −

√
𝜃√

𝜃
√

1 − 𝜃

)
.

• Reflection on 𝑏-qubits

𝑹𝑏 := 2
��0𝑏〉〈0𝑏

�� − 𝑰𝑏 .

To feed into the black-box Lindbladian simulation algorithm [40, Theorem III.2], we
need block-encodings for the dissipative part and the coherent term; for the coherent
Gibbs sampler, we need block-encoding for the discriminantH𝛽, which we obtain by
adding the transition part and the 𝑵 part.
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|0⟩ 𝒀1/2

𝑹𝑏+1

𝒀1/2 ⟨0|��0𝑏〉
𝑽 𝑗 𝑝 𝑽†

𝑗 𝑝

〈
0𝑏

����0𝑐−𝑏〉 〈
0𝑐−𝑏

��
𝝆 e−i𝑯𝑡 ei𝑯𝑡 e−i𝑯𝑡 ei𝑯𝑡

��0̄〉 𝑷𝒓𝒆 𝒑′ 𝑷𝒓𝒆 𝒑†
〈
0̄
��

Figure 3.4: Circuit for block-encoding (3.3). The gate 𝒑𝒓𝒆 𝒑 is a shorthand for
𝑷𝒓𝒆 𝒑√| 𝑓+ | and 𝒑𝒓𝒆 𝒑′ for 𝑷𝒓𝒆 𝒑

𝑓+/
√
| 𝑓+ |

.

Proposition 3.3.1 (Block-encoding for the coherent term). Suppose ∥ 𝑓−∥1, ∥ 𝑓+∥1 ≤ 1.
Then, there is a block-encoding for∑︁

𝑡−∈𝑆𝑡0

𝑓−(𝑡−)e−i𝑯𝑡−©­«
∑︁
𝑡+∈𝑆𝑡0

𝑓+(𝑡+)
∑︁
𝑎∈𝐴

𝑨𝑎†(𝑡+)𝑨𝑎 (−𝑡+)ª®¬ei𝑯𝑡−

using constant calls to controlled Hamiltonian simulation,𝑽 𝑗𝑢𝑚𝑝, 𝒑𝒓𝒆 𝒑√| 𝑓+ |, 𝒑𝒓𝒆 𝒑 𝑓+/
√
| 𝑓+ |

,
𝒑𝒓𝒆 𝒑√| 𝑓+ |, 𝒑𝒓𝒆 𝒑 𝑓+/

√
| 𝑓+ |

and their adjoints.

The identical statement applies to the 𝑵 term by replacing 𝑓± → 𝑛±.

Proof. It suffices to construct∑︁
𝑡+∈𝑆𝑡0

𝑓+(𝑡+)
∑︁
𝑎∈𝐴

𝑨𝑎†(𝑡+)𝑨𝑎 (−𝑡+)

and then apply the operator Fourier Transform. When there is only one jump
(|𝐴| = 1), this merely uses iterations of LCU and controlled Hamiltonian simulation.
When a block-encoding gives the set of jumps, see Figure 3.4. To see that this yields
the desired expression, observe that

𝒀1/2 |0⟩ = |+⟩ and 𝒀†1/2 |0⟩ = |−⟩.

Thus, the expression remains the same if we drop the −𝑰𝑏+1 term in 𝑹𝑏+1. ■

Proposition 3.3.2 (Bilinear). Suppose ∥ℎ−∥1 = ∥ℎ+∥1 = 1. Then, there is a
block-encoding for∑︁

𝑡−∈𝑆𝑡0

∑︁
𝑡+∈𝑆𝑡0

∑︁
𝑎∈𝐴

ℎ−(𝑡−)ℎ+(𝑡+) · 𝑨𝑎 (𝑡+ − 𝑡−) ⊗ 𝑨𝑎 (−𝑡− − 𝑡+)𝑇
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using constant calls to controlled Hamiltonian simulation,𝑽 𝑗𝑢𝑚𝑝,𝑽 𝑗𝑢𝑚𝑝𝑇 , 𝒑𝒓𝒆 𝒑√|ℎ+ |, 𝒑𝒓𝒆 𝒑ℎ+/
√
|ℎ+ |

,
𝒑𝒓𝒆 𝒑√|ℎ+ |, 𝒑𝒓𝒆 𝒑ℎ+/

√
|ℎ+ |

and their adjoints.

Proof. The proof is a modification of Proposition 3.3.1 by replacing 𝑽†
𝑗𝑢𝑚𝑝

with
𝑽𝑇
𝑗𝑢𝑚𝑝

and duplicating the system register. ■

Proving Theorem 3.1.2: complexity for Lindbladian simulation
We now combine the block-encoding to give the overall cost of Gibbs sampling. We
can implement the controlled time-evolution up to a truncation time as long as the
profiles 𝑓+, 𝑓− are well-concentrated and smooth in the time domain (and that the
Fourier Transforms are well-defined), which is the case since the frequency profiles
𝑓+, 𝑓− are smooth and concentrated Corollary 3.3.1-Proposition 3.6.1. Also, the
following results all require discretization of the time integrals, which is fortunately
handled by [40, Appendix C]; this sets the required size of the Fourier Transform
register, which uses polylogarithmically many qubits.

Proof of Theorem 3.1.2. Use the black-box Lindbladian simulation algorithm [40,
Theorem III.2] for block-encoding for the coherent term (Proposition 3.3.1) and
the dissipative part [40, Section III.B.1]. For the Metropolis weight, a logarithmic
overhead is incurred for taming the mild singularity in the 𝑏𝑀2 ; 𝑩 is especially
subnormalized by ∥𝑏𝑀2 ∥

−1
1 = 1/O(log(𝛽∥𝐻∥/𝜖)) to fit an approximation of 𝑩 into a

unitary block encoding. ■

Proving Theorem 3.1.3: complexity for the discriminant
We may now construct the advertised block encoding for the discriminant. The 𝑵

term is analogous to the coherent term (Proposition 3.3.1).

Proof of Theorem 3.1.3. Add the block encodings for the transition part (from Propo-
sition 3.3.2), 𝑵 ⊗ 𝑰, and 𝑰 ⊗ 𝑵 (from Proposition 3.3.1), up to mild subnormalization.
Again, the Metropolis case incurs an additional logarithmic factor. ■

Note that we do not implement 𝑰 +H𝛽 (as in [40, Proposition III.5]) but rather H𝛽

itself; implementing the former would allow us to obtain a quadratic speedup on the
discriminant gap, which we currently do not have.
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3.4 Discussion
We have constructed the quantum analog of the classical Monte Carlo algorithms
with desirable features. We highlight potential future directions as listed.

• Quantum simulation applications. A key factor in industrial quantum
simulation applications [30, 37, 107] is effective quantum algorithms for low-
energy states. Our algorithm can be employed for any Hamiltonian without
substantial variational parameters or a case-by-case trial state or adiabatic path.
While the mixing time can vary widely, the fact that physically relevant states
(molecules or materials) exist in Nature suggests a reasonable mixing time in
practice. Regarding practical gate complexities, the locality of our algorithm
for lattice Hamiltonian may be favorable as we merely need to simulate a
Õ(𝛽)-radius Hamiltonian patch localized around each jump 𝑨𝑎.

• Locality and complexity of quantum Gibbs state. Our algorithm opens new
angles on the locality and complexity of Gibbs states (such as the decay of
correlation, quantum conditional mutual information, recovery channels, and
quantum belief propagation). In particular, the combination of localized jumps
and exact detailed balance enables the rigorous study of convergence [31, 96]
for noncommuting lattice Hamiltonians. Rapid mixing also directly implies the
circuit complexity of the purification (Appendix 3.7) through the Lindbladian
gap, giving a dynamic perspective on the area law of entanglement [84].

• New open-system physics. Just as quantum computing lacks a go-to Monte
Carlo algorithm, open system physics lacks a simple, universal Lindbladian
that succinctly captures open system thermodynamics. Our algorithm qualifies
due to its elegant properties. For example, our Lindbladian enables a precise
definition of dynamical thermal phase transitions in terms of mixing time that
may contrast with static thermal phase transitions. Related concepts include
metastable states, the energy landscape, quantum spin glass, and self-correcting
quantum memories, whose precise formulation for noncommuting Hamiltonian
has also been lacking.

• A new algorithmic subroutine. Classical MCMC algorithms have been
widely employed to solve other problems beyond physical simulation, and we
may expect the same for our algorithm. A natural example is optimization
problems (e.g., constraint satisfaction problems and modern optimization
problems), whether applying to classical Hamiltonian (in a setting similar
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to Quantum Approximate Optimization Algorithms (QAOA) [66]) or quan-
tum Hamiltonians. Another application is Quantum Semidefinite Program
Solvers [11, 27], where Quantum Gibbs state preparation is routinely invoked.

• Comparision with existing algorithms. With a new algorithm at hand, we
expect fruitful comparison with existing (quantum or classical) algorithms
such as the adiabatic algorithm [64], phase estimation with trial states, tensor
network, Quantum Monte Carlo, etc. In particular, understanding the distinction
from classical algorithms could either inspire better classical algorithms or
expose potential sources of quantum advantage in quantum simulation (e.g.,
the sign problem or difficulty in contracting PEPS).

• Numerical studies. As the complement to theory, the explicit form of our
Lindbladian also enables direct numerical studies regarding the above notions,
e.g., the scaling of mixing time for thermal state or ground states, dynamic
phase transitions, and noncommuting quantum memories, and the interplay
with tensor networks.

To conclude, given the celebrated theoretical and empirical triumph of Markov chain
Monte Carlo methods and its successors over the past 70 years, we argue that this
work should serve similar roles in quantum computing. Especially given the current
skepticism on the practical applicability of quantum computers, our new algorithms
bring hope to the community by initiating a new wave of directions covering theory,
experiment, numerics, and application.
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3.5 Appendix:Deriving time-domain represantations
Our calculation for detailed balance has focused on the frequency domain. This
appendix applies Fourier transforms to obtain the time-domain representation. The
arguments are conceptually straightforward but require some bookkeeping.

For both the Lindbladians and the parent Hamiltonians, we will often encounter
a two-dimensional sum over Bohr frequencies. Since there are two energy labels,
we employ a two-dimensional Fourier Transform. For any function of frequencies
𝑓 (𝜈1, 𝜈2), the time-domain representation of the bilinear expression gives∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝑓 (𝜈1, 𝜈2)𝑨𝑎𝜈1 ⊗ (𝑨
𝑎
𝜈2)
† =

∑︁
𝑎∈𝐴

1
2𝜋

∫ ∞

−∞

∫ ∞

−∞
𝑓 (𝑡1, 𝑡2)𝑨𝑎 (𝑡1) ⊗ 𝑨𝑎†(−𝑡2)d𝑡1d𝑡2,

where we introduced the two-dimensional Fourier Transform

𝑓 (𝑡1, 𝑡2) :=
1

2𝜋

∫ ∞

−∞

∫ ∞

−∞
𝑓 (𝜈1, 𝜈2)ei𝜈1𝑡1ei𝜈2𝑡2d𝜈1d𝜈2.

Fortunately, for our usage, the Fourier Transform decouples into two iterations of
one-dimensional Fourier Transforms, significantly simplifying the presentation and
implementation.

Corollary 3.5.1 (Factorized time-domain functions). If the function factorizes in the
energy domain such that

1
2𝜋

𝑓 (𝜈1, 𝜈2) = 𝑓+(𝜈1 + 𝜈2) · 𝑓−(𝜈1 − 𝜈2),

then ∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝑓 (𝜈1, 𝜈2)𝑨𝑎𝜈1 ⊗ (𝑨
𝑎
𝜈2)
†

=
∑︁
𝑎∈𝐴

∫ ∞

−∞

∫ ∞

−∞
𝑓−(𝑡−) 𝑓+(𝑡+)𝑨𝑎 (−𝑡− − 𝑡+) ⊗ 𝑨𝑎†(𝑡+ − 𝑡−)d𝑡+d𝑡− (3.26)

and ∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝑓 (𝜈1, 𝜈2) (𝑨𝑎𝜈2)
†𝑨𝑎𝜈1

=
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑓−(𝑡−)e−i𝑯𝑡−

(∫ ∞

−∞
𝑓+(𝑡+)𝑨𝑎†(𝑡+)𝑨𝑎 (−𝑡+)d𝑡+

)
ei𝑯𝑡−d𝑡−,

where the function 𝑓± are inverse Fourier Transforms of 𝑓±.
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Crucially, the RHS can be implemented via Linear Combination of Unitaries by
discretizing the integral.

Proof. Since the expression is linear in the sum over jumps 𝑎 ∈ 𝐴, it suffices to
prove for any operator 𝑨, dropping the jump labels 𝑎.∑︁

𝜈1,𝜈2∈𝐵
2𝜋 𝑓+(𝜈1 + 𝜈2) · 𝑓−(𝜈1 − 𝜈2)𝑨𝜈1 ⊗ (𝑨𝜈2)†

=
∑︁

𝜈1,𝜈2∈𝐵
2𝜋 𝑓+(𝜈+) · 𝑓−(𝜈−)

(
𝑨 𝜈++𝜈−

2
⊗ 𝑨 𝜈+−𝜈−

2

)†
(Let 𝜈+ := 𝜈1 + 𝜈2 and𝜈− := 𝜈1 − 𝜈2)

=
∑︁

𝜈1,𝜈2∈𝐵

∫ ∞

−∞
𝑓+(𝑡+)𝑒−i𝜈+𝑡+d𝑡+

∫ ∞

−∞
𝑓−(𝑡−)𝑒−i𝜈−𝑡−d𝑡−𝑨 𝜈++𝜈−

2
⊗

(
𝑨 𝜈+−𝜈−

2

)†
(Fourier Transform)

=
∑︁

𝜈1,𝜈2∈𝐵

∫ ∞

−∞

∫ ∞

−∞
𝑓+(𝑡+) 𝑓−(𝑡−)𝑨 𝜈++𝜈−

2
(−𝑡+ − 𝑡−) ⊗

(
𝑨 𝜈+−𝜈−

2

)†
(𝑡+ − 𝑡−)d𝑡+d𝑡−

(Since (𝑨𝜈)† = (𝑨†)−𝜈)

=

∫ ∞

−∞

∫ ∞

−∞
𝑓+(𝑡+) 𝑓−(𝑡−)𝑨(−𝑡+ − 𝑡−) ⊗ 𝑨†(𝑡+ − 𝑡−)d𝑡+d𝑡−.

The fourth equality uses that

e−i𝜈+𝑡+e−i𝜈−𝑡− = exp( i(𝜈+ − 𝜈−) (𝑡+ − 𝑡−)
2

) · exp( i(𝜈+ + 𝜈−) (−𝑡+ − 𝑡−)
2

)

to conclude the proof. ■

Now, we plug in the appropriate functions to arrive at the time-domain functions.

Our Lindbladians
We evaluate the Fourier transform for the coherent term 𝑩. The expression looks
intimidating, but all that matters for the algorithmic complexity is that they decay
rapidly (in the time domain).

Corollary 3.5.2 (Explicit time-domain functions). In the time domain, the coherent
term 𝑩 in (3.14) corresponding to coefficients constructed in (3.15) reads

𝑓+(𝑡) =
∫ ∞

𝛽𝜎2
𝐸

2

𝑔(𝑥)𝜎𝛾 (𝑥) exp
(
−4𝑡2𝑥

𝛽
− 2i𝑡𝑥

)
d𝑥, (3.27)

𝑓−(𝑡) =
𝜎𝐸

𝜋𝛽
e

𝛽2𝜎2
𝐸

8
©­­«

1

cosh
(

2𝜋𝑡
𝛽

) ∗𝑡 sin
(
−𝛽𝜎2

𝐸 𝑡

)
e−2𝜎2

𝐸
𝑡2
ª®®¬, (3.28)
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depending on parameters 𝜎𝐸 , 𝑔(𝑥), 𝛽.12

Recall that the convolution of two functions over variable 𝑡 is defined by

( 𝑓 ∗𝑡 𝑔) (𝑡) :=
∫ ∞

−∞
𝑓 (𝑠)𝑔(𝑡 − 𝑠)d𝑠.

Nicely, the product structure persists under a convex combination of Gaussians as
only 𝑓+(𝑡) depends on 𝑔(𝑥). Otherwise, we could have had to consider a linear
combination of function products, which is messier to implement.

Proof. First, we confirm that the energy domain function indeed has a product
structure 1

2𝜋 𝑓 (𝜈1, 𝜈2) = 𝑓+(𝜈1 + 𝜈2) · 𝑓−(𝜈1 − 𝜈2) due to (3.12), (3.15) and (3.14) for

𝑓+(𝜈) =
∫ ∞

𝛽𝜎2
𝐸

2

𝑔(𝑥)𝜎𝛾 (𝑥)

2
√︃
𝜎2
𝐸
+ 𝜎2

𝛾 (𝑥)
exp

(
− (𝜈 + 2𝑥)2

16𝑥/𝛽

)
d𝑥, and (3.29)

𝑓−(𝜈) =
1

2𝜋
tanh(−𝛽𝜈/4)

2i
exp

(
− 𝜈2

8𝜎2
𝐸

)
=

1
2𝜋

1
cosh(−𝛽𝜈/4) ·

sinh(−𝛽𝜈/4)
2i

exp

(
− 𝜈2

8𝜎2
𝐸

)
.

Since we work with well-concentrated integrable functions, the Fourier Transforms
exist, and we can compute them as follows. We begin with the Gaussian integral
associated with 𝑓+

1
√

2𝜋

∫ ∞

−∞
exp

(
− (𝜈 + 2𝑥)2

16𝑥/𝛽

)
ei𝜈𝑡d𝜈 = 2

√︄
2𝑥
𝛽

exp
(
−4𝑡2𝑥

𝛽
− 2i𝑡𝑥

)
.

Thus, using (3.29) and the definition of 𝜎𝛾 (𝑥) =
√︃

2𝑥/𝛽 − 𝜎2
𝐸

, we get (3.27). In order
to compute 𝑓−(𝑡), we use the convolution theorem F −1(F ( 𝑓 ) · F (𝑔)) = 𝑓 ∗ 𝑔/

√
2𝜋.

Individually, we have

1
√

2𝜋

∫ ∞

−∞

sinh(−𝛽𝜈/4)
2i

exp

(
− 𝜈2

8𝜎2
𝐸

)
ei𝜈𝑡d𝜈 = 𝜎𝐸e

𝛽2𝜎2
𝐸

8 sin
(
−𝛽𝜎2

𝐸 𝑡

)
e−2𝜎2

𝐸
𝑡2(3.30)

1
√

2𝜋

∫ ∞

−∞

1
2𝜋 cosh(−𝛽𝜈/4) e

i𝜈𝑡d𝜈 =
2

√
2𝜋𝛽 cosh

(
2𝜋𝑡
𝛽

) .
12Note that the function 𝑏1 (𝑡) seems to have width∼ 𝛽𝜎𝐸 due to the convolution by 1

cosh(4𝜋𝑡/(𝛽𝜎𝐸 ) ) ,
meaning that the integral in 𝑡 seems to require Hamiltonian evolution times up to ∼ 𝛽. In fact,
the numerics show a 1/poly decay until about ∼ 𝛽𝜎𝐸 (after which the exponential decay starts),
suggesting that about min

(
𝜎−1
𝐸

Poly(1/𝜖), 𝛽 log(1/𝜖)
)

Hamiltonian simulation time is required in
order to achieve 𝜖 precision for the block-encoding of the coherent term. Thus, it might be difficult to
obtain exact detailed balance below Ω(𝛽) Hamiltonian evolution times. On the contrary, the function
𝑏2 (𝑡′) has a width only about 1/

√︁
𝛽𝜔𝛾 , implying that the corresponding other integral in 𝑡′ can be

well-approximated by only using Hamiltonian evolution time ∼
√︁
𝛽/𝜔𝛾 .
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Take the convolution to conclude the calculation. ■

The above explicit form allows us to compute the explicit form of the function 𝑓+(𝑡)
corresponding to our two main settings. We begin with the Gaussian case.

Corollary 3.3.1 (Coherent term for the Gaussian case). For each 𝛽 > 0 and
parameters 𝜎𝐸 = 𝜎𝛾 = 𝜔𝛾 = 1

𝛽
, the coherent term 𝑩 (3.14) corresponding to the

Gaussian weight 𝛾(𝜔) = exp
(
− (𝛽𝜔+1)

2

2

)
can be written as

𝑩 :=
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑏1(𝑡)e−i𝛽𝑯𝑡

(∫ ∞

−∞
𝑏2(𝑡′)𝑨𝑎†(𝛽𝑡′)𝑨𝑎 (−𝛽𝑡′)d𝑡′

)
ei𝛽𝑯𝑡d𝑡, (3.18)

where

𝑏1(𝑡) := 2
√
𝜋e

1
8

(
1

cosh(2𝜋𝑡) ∗𝑡 sin(−𝑡) exp
(
−2𝑡2

))
such that ∥𝑏1∥1 < 1 (3.19)

𝑏2(𝑡) :=
1

2𝜋

√︂
1
𝜋

exp
(
−4𝑡2 − 2i𝑡

)
such that ∥𝑏2∥1 <

1
16
. (3.20)

Indeed, both functions of time are rapidly decaying and have bounded ℓ1-norm (as
required for LCU implementation).

Proof. Setting 𝑔(𝑥) = 𝛿(𝑥 − 𝜔𝛾) in Corollary 3.5.1 yields the desired Gaussian
weight and 𝑓+(𝑡) in (3.27) becomes

𝑓+(𝑡) =
∫ ∞

−∞
𝛿(𝑥 − 𝜔𝛾)𝜎𝛾 exp

(
−4𝑡2𝑥

𝛽
− 2i𝑡𝑥

)
𝑑𝑥 =

√︄
2𝜔𝛾
𝛽
− 𝜎2

𝐸
exp

(
−

4𝑡2𝜔𝛾
𝛽
− 2i𝑡𝜔𝛾

)
.

Setting 𝑏1(𝑡) := 2𝜋
√
𝜋 𝑓−(𝑡/𝜎𝐸 ) and 𝑏2(𝑡′) := 𝑓+(𝛽𝑡′)/(2𝜋

√
𝜋) and applying a

change of variables in the integral (3.26) yields the desired result (3.18). Note that
the convolution ∗𝑡 implicitly is an integral over 𝑡, so we should not forget to rescale
d𝑡 there.

Lastly, we bound the ℓ1-norm of the functions by Hölder’s inequality

∥𝑏1∥1 ≤


(1 + 𝑡2)−1



2



(1 + 𝑡2)𝑏1




2 =

√︂
𝜋

2


(1 + 𝑡2)𝑏1




2 ≤ 1,

using individual bounds
∫ ∞
−∞

1
(1+2𝑡2)2 d𝑡 = 𝜋

2 and
∫ ∞
−∞

���(1 + 𝑡2)𝑏1(𝑡)
���2d𝑡 < 0.625. The

norm ∥𝑏2∥1 = 𝑒−1/4

4𝜋 < 1
16 is a Gaussian integral (Fact 3.2.1). ■
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The explicit weights corresponding to Metropolis weights are slightly more cumber-
some due to taming a logarithmic singularity; see section 3.6.

Our parent Hamiltonians
Based on the Lindbladian, we explicitly evaluate the discriminant in the frequency
domain.

Proposition 3.5.1 (Symmerized discriminant). In the setting of Corollary 3.2.2, the
discriminant corresponding to the 𝝆𝛽-DB Lindbladian reads

H𝛽 =
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

ℎ𝜈1,𝜈2 𝑨
𝑎
𝜈1 (·) (𝑨

𝑎
𝜈2)
† + 1

2
(𝑵(·) + (·)𝑵)

or H𝛽 =
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

ℎ𝜈1,𝜈2 𝑨
𝑎
𝜈1 ⊗ (𝑨

𝑎
𝜈2)
∗︸                 ︷︷                 ︸

transition part

+ 1
2
(𝑵 ⊗ 𝑰 + 𝑰 ⊗ 𝑵∗)︸                   ︷︷                   ︸

coherent and decay part

where ℎ𝜈1,𝜈2 := e𝛽(𝜈1+𝜈2)/4𝛼𝜈1,𝜈2 = ℎ−𝜈2,−𝜈1 and

𝑵 := −
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼𝜈1,𝜈2

cosh(𝛽(𝜈1 − 𝜈2)/4)
(𝑨𝑎𝜈2)

†𝑨𝑎𝜈1 = 𝑵†.

Proof. We calculate

H𝛽 = 𝝆−1/4L[𝝆1/4 · 𝝆1/4]𝝆−1/4

=
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

e𝛽(𝜈1+𝜈2)/4𝛼𝜈1,𝜈2 𝑨
𝑎
𝜈1 (·) (𝑨

𝑎
𝜈2)
† − i

∑︁
𝜈∈𝐵
(e

𝛽𝜈

4 𝑩𝜈 (·) − e−
𝛽𝜈

4 (·)𝑩𝜈)

− 1
2

∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

(
𝛼𝜈1,𝜈2e

𝛽 (𝜈1−𝜈2 )
4 (𝑨𝑎𝜈2)

†𝑨𝑎𝜈1 (·) + 𝛼𝜈1,𝜈2e−
𝛽 (𝜈1−𝜈2 )

4 (·) (𝑨𝑎𝜈2)
†𝑨𝑎𝜈1

)
=

∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

ℎ𝜈1,𝜈2 𝑨
𝑎
𝜈1 (·) (𝑨

𝑎
𝜈2)
† + 1

2
𝑵(·) + 1

2
(·)𝑵†,

where

𝑵 = −2i
∑︁
𝜈∈𝐵

e𝛽𝜈/4𝑩𝜈 −
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼𝜈1,𝜈2e
𝛽 (𝜈1−𝜈2 )

4 (𝑨𝑎𝜈2)
†𝑨𝑎𝜈1 .

We further simplify 𝑵 by expressing 𝑩 as a linear combination of (𝑨𝑎𝜈2)
†𝑨𝑎𝜈1 as

in (3.14).

𝑵 =
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

(
exp(𝛽(𝜈1 − 𝜈2)/4) tanh(𝛽(𝜈1 − 𝜈2)/4) − exp(𝛽(𝜈1 − 𝜈2)/4)

)
𝛼𝜈1,𝜈2 (𝑨𝑎𝜈2)

†𝑨𝑎𝜈1

= −
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼𝜈1,𝜈2

cosh(𝛽(𝜈1 − 𝜈2)/4)
(𝑨𝑎𝜈2)

†𝑨𝑎𝜈1 (By e𝑥 (tanh(𝑥) − 1) = −1
cosh(𝑥) )

= 𝑵†, (Invariance under 𝜈1 ↔ 𝜈2)
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as advertised.

■

The transition part

For the transition part, we quickly obtain the time-domain representation using a
two-dimensional Fourier Transform as a corollary of Corollary 3.5.1.

Corollary 3.5.3 (Time integrals). Suppose ℎ𝜈1,𝜈2 = 2𝜋 · ℎ̂+(𝜈+) · ℎ̂−(𝜈−), then∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

ℎ𝜈1,𝜈2 𝑨
𝑎
𝜈1 ⊗ (𝑨

𝑎
𝜈2)
∗

=
∑︁
𝑎∈𝐴

∫ ∞

−∞

∫ ∞

−∞
ℎ−(𝑡−)ℎ+(𝑡+) · 𝑨𝑎 (𝑡+ − 𝑡−) ⊗ 𝑨𝑎 (−𝑡− − 𝑡+)𝑇d𝑡+d𝑡−,

where ℎ±(𝑡) are Fourier Transforms of ℎ̂±(𝜈).

Now, we can evaluate the Fourier transforms explicitly.

Proposition 3.5.2 (Linear combination for ℎ). For 𝛼𝜈1,𝜈2 defined in (3.15) and each
𝜎𝐸 , 𝑔(𝑥), we have that ℎ𝜈1,𝜈2 = 2𝜋ℎ̂+(𝜈+) · ℎ̂−(𝜈−) for the discriminant (Proposi-
tion 3.5.1) where

ℎ̂+(𝜈) =
∫ ∞

𝛽𝜎2
𝐸

2

𝑔(𝑥)𝜎𝛾 (𝑥)

2
√︃
𝜎2
𝐸
+ 𝜎2

𝛾 (𝑥)
exp

(
− 𝛽𝜈

2

16𝑥
− 𝛽𝑥

4

)
d𝑥

and ℎ̂−(𝜈) :=
1

2𝜋
exp

(
− 𝜈2

8𝜎2
𝐸

)
,

with the corresponding time-domain functions

ℎ+(𝑡) =
∫ ∞

𝛽𝜎2
𝐸

2

𝑔(𝑥)𝜎𝛾 (𝑥) exp
(
−4𝑡2𝑥

𝛽
− 𝛽𝑥

4

)
d𝑥

and ℎ−(𝑡) =
𝜎𝐸

𝜋
exp(−2𝜎2

𝐸 𝑡
2). (3.31)

Proof. For ℎ̂+(𝜈) term, the cross term in the exponential e−𝛽𝜈/4 is precisely cancelled
by ℎ𝜈1,𝜈2 := e𝛽(𝜈1+𝜈2)/4𝛼𝜈1,𝜈2; the ℎ̂−(𝜈) term remains the same. To obtain the
time-domain functions, we simply carry out the Gaussian integral

1
√

2𝜋

∫ ∞

−∞
exp

(
− 𝛽𝜈

2

16𝑥
− 𝛽𝑥

4

)
ei𝜈𝑡d𝜈 = 2

√︄
2𝑥
𝛽

exp
(
−4𝑡2𝑥

𝛽
− 𝛽𝑥

4

)
and use that 𝜎2

𝐸
+ 𝜎2

𝛾 (𝑥) = 𝛽/2𝑥. ■
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Proposition 3.5.3 (The Gaussian case). In the setting of Proposition 3.5.2 and for
𝛼𝜈1,𝜈2 defined in (3.13), we have

ℎ̂+(𝜈) :=
𝜎𝛾

2
√︃
𝜎2
𝐸
+ 𝜎2

𝛾

· exp

(
−
𝜈2 + (2𝜔𝛾)2

8(𝜎2
𝐸
+ 𝜎2

𝛾 )

)
and ℎ̂−(𝜈) :=

1
2𝜋

exp

(
− 𝜈2

8𝜎2
𝐸

)
.

Corollary 3.3.3 (The transition part for Gaussian weights). For the Gaussian weight
𝛾(𝜔) = exp

(
− (𝛽𝜔+1)

2

2

)
with 𝜔𝛾 = 𝜎𝐸 = 𝜎𝛾 = 1/𝛽, the discriminant H𝛽 is described

in the time domain by

ℎ+(𝑡) =
1
𝛽

e−1/4 exp(−4𝑡2

𝛽2 ) and ℎ−(𝑡) =
1
𝜋𝛽

exp(−2𝑡2

𝛽2 ) such that ∥ℎ−∥1, ∥ℎ+∥1 ≤ 1.

(3.24)

Corollary 3.3.4 (The transition part for Metropolis weights). For 𝜎𝐸 = 1
𝛽
, the

Metropolis-like weight 𝛾𝑀 (𝜔) = exp
(
−𝛽max

(
𝜔 + 1

2𝛽 , 0
))

yields H𝛽 described in
the time domain by the same ℎ−(𝑡) as in Eq. (3.24) and by

ℎ+(𝑡) =
e−1/8

𝛽

e−2𝑡2/𝛽2

4
√

2𝜋( 𝑡2
𝛽2 + 1

16 )
such that ∥ℎ+(𝑡)∥1 ≤ 1.

Proof. Setting 𝑔(𝑥) = 1√
2𝜋𝜎𝛾 (𝑥)

on the interval
(
𝛽𝜎2

𝐸

2 ,∞
)
, yields in (3.31)

ℎ+(𝑡) =
∫ ∞

𝛽𝜎2
𝐸

2

𝑔(𝑥)𝜎𝛾 (𝑥) exp
(
−4𝑡2𝑥

𝛽
− 𝛽𝑥

4

)
d𝑥 =

1
√

2𝜋

∫ ∞

𝛽𝜎2
𝐸

2

exp
(
−4𝑡2𝑥

𝛽
− 𝛽𝑥

4

)
d𝑥

=
1
𝛽

e−2𝜎2
𝐸
𝑡2−𝛽2𝜎2

𝐸
/8

4
√

2𝜋( 𝑡2
𝛽2 + 1

16 )
.

Set 𝜎𝐸 = 1/𝛽 to conclude the calculation. To obtain the ℓ1-norm bound, integrate
e−1/8

4
√

2𝜋

∫ ∞
−∞

e−2𝑥2

𝑥2+1/16d𝑥 =
√︁
𝜋
2 erfc(1/

√
8) < 0.78. ■

The 𝑵-term

We instantiate the time-domain presentation of the 𝑵 term (adapted from the
calculation for the coherent term 𝑩 (Corollary 3.5.2)).

Corollary 3.5.4 (Explicit time-domain functions). In the time domain, the 𝑵 term
corresponding to coefficients constructed in (3.15) can be written as

𝑵 =
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑓−(𝑡−)e−i𝑯𝑡−

(∫ ∞

−∞
𝑓+(𝑡+)𝑨𝑎†(𝑡+)𝑨𝑎 (−𝑡+)d𝑡+

)
ei𝑯𝑡−d𝑡−
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for 𝑓+(𝑡) as in (3.27) and

𝑓−(𝑡) =
2𝜎𝐸
𝜋𝛽

©­­«
1

cosh
(

2𝜋𝑡
𝛽

) ∗𝑡 e−2𝜎2
𝐸
𝑡2
ª®®¬,

depending on parameters 𝜎𝛾, 𝜎𝐸 , 𝑔(𝑥), 𝛽.

Proof. Follow the proof of Corollary 3.5.2, but drop the sinh(−𝛽𝜈/4)/(2i) term
in (3.30). The convolution then gives

1
√

2𝜋

∫ ∞

−∞
exp

(
− 𝜈2

8𝜎2
𝐸

)
ei𝜈𝑡d𝜈 = 2𝜎𝐸e−2𝜎2

𝐸
𝑡2 .

■

We instantiate similar results with minor modifications without replicating the proofs.

Corollary 3.3.5 (𝑵 term for Gaussian weights). For each 𝛽, the Gaussian weight
𝛾(𝜔) = exp

(
− (𝛽𝜔+1)

2

2

)
with 𝜎𝐸 = 𝜎𝛾 = 𝜔𝛾 = 1

𝛽
corresponds to the discriminant

where

𝑵 =
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑛1(𝑡)e−i𝛽𝑯𝑡

(∫ ∞

−∞
𝑛2(𝑡′)𝑨𝑎†(𝛽𝑡′)𝑨𝑎 (−𝛽𝑡′)d𝑡′

)
ei𝛽𝑯𝑡d𝑡,

where

𝑛1(𝑡) :=
1
4
· 2
√
𝜋

(
1

cosh(2𝜋𝑡) ∗𝑡 exp
(
−2𝑡2

))
such that ∥𝑛1∥1 =

𝜋

4
√

2
< 1

(3.25)

𝑛2(𝑡) := 4 · 2 · 1
2𝜋

√︂
1
𝜋

exp
(
−4𝑡2 − 2i𝑡

)
= 8 · 𝑏2(𝑡) such that ∥𝑛2∥1 <

1
2

with 𝑏2 as in (3.20).

Proof. As both functions are positive 1
cosh(2𝜋𝑡) , exp(−2𝑡2) > 0, we have that

∥𝑛1(𝑡)∥1 =
∫ ∞
−∞ 𝑛1(𝑡)d𝑡 =

√
𝜋

2

(∫ ∞
−∞

1
cosh(2𝜋𝑡)d𝑡

)
·
(∫ ∞
−∞ exp(−2𝑡2)d𝑡

)
, where the sec-

ond equality follows from the fact that the integral of a convolution is the product of
the integrals of the convolved functions due to Fubini’s theorem. The first integral
evaluates to 1/2 and the second evaluates to

√︁
𝜋/2 due to Fact 3.2.1, therefore
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∥𝑛1(𝑡)∥1 = 𝜋/
√

32. The second bound follows from the analogous bound on 𝑏2

in Corollary 3.3.1. The factor of 4 and 1
4 is redistributed to ensure both 𝑛1 and

𝑛2 are normalized. Note the overall extra factor of 2 in Corollary 3.5.4 compared
with Corollary 3.5.2. ■

Corollary 3.3.6 (𝑵 term for Metropolis weights). If 𝜎𝐸 = 1
𝛽
, then the Metropolis-like

weight 𝛾𝑀 (𝜔) = exp
(
−𝛽max

(
𝜔 + 1

2𝛽 , 0
))

corresponds to the discriminant where
𝑵𝑀 satisfies

𝑵𝑀 − 𝑵𝑀,𝜂



 ≤∑︁
𝑎∈𝐴



𝑨𝑎†𝑨𝑎

 min
(
𝜂𝛽∥𝑯∥
√

2𝜋
,O

(
(𝜂𝛽∥𝑯∥)3

))
,

where

𝑵𝑀,𝜂 :=
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑛1(𝑡)e−i𝛽𝑯𝑡

(∫ ∞

−∞
𝑛
𝑀,𝜂

2 (𝑡′)𝑨𝑎†(𝛽𝑡′)𝑨𝑎 (−𝛽𝑡′)d𝑡′ + 1
16
√

2𝜋
𝑨𝑎†𝑨𝑎

)
ei𝛽𝑯𝑡d𝑡,

with 𝑛1(𝑡) as in (3.25), and 𝑛𝑀,𝜂2 = 𝑏
𝑀,𝜂

2 as in (3.23).

3.6 Appendix:Calculating the coherent term for the Metropolis-like weights
In this section, we dedicate to calculating the weights corresponding to the Metropolis-
like weight in order to arrive at an expression that enables efficient implementation
via LCU.

Proposition 3.6.1 (Metropolis-like weights). Setting 𝑔(𝑥) = 1√
2𝜋𝜎𝛾 (𝑥)

on the interval(
𝛽𝜎2

𝐸

2 , 𝑠
2

𝛽

)
, yields in (3.27)

𝑓
(𝑠)
+ (𝑡) =

1
𝛽

e−2𝜎2
𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡 − e−4 𝑡2

𝛽2 𝑠
2−2i 𝑡

𝛽
𝑠2

2
√

2𝜋 𝑡
𝛽
(2 𝑡

𝛽
+ i)

. (3.32)

In particular, in the 𝑠→∞ limit, the second term vanishes, but we can only interpret
the result as a distribution

𝑓
(∞)
+ (𝑡) = lim

𝜂→0+
1( |𝑡 | ≥ 𝜂) 1

𝛽

e−2𝜎2
𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡

2
√

2𝜋 𝑡
𝛽
(2 𝑡

𝛽
+ i)
+

√︂
𝜋

8
𝛿(𝑡),

which again decays rapidly; we would need to pay attention to the 𝑡 ∼ 0 regime due
to the delta function 𝛿(𝑡) and 1/𝑡 dependence.
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Proof. We substitute 𝑔(𝑥) = 1√
2𝜋𝜎𝛾 (𝑥)

in (3.27), which due to 𝜎2
𝐸
+ 𝜎2

𝛾 =
2𝜔𝛾

𝛽
gives

𝑓
(𝑠)
+ (𝑡) :=

∫ ∞

𝛽𝜎2
𝐸

2

1
√

2𝜋𝜎𝛾 (𝑥)
𝜎𝛾 (𝑥) exp

(
−4𝑡2𝑥

𝛽
− 2i𝑡𝑥

)
d𝑥 =

1
√

2𝜋

∫ 𝑠2
𝛽

𝛽𝜎2
𝐸

2

exp
(
−4𝑡2𝑥

𝛽
− 2i𝑡𝑥

)
d𝑥

=
1
𝛽

e−2𝜎2
𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡 − e−4 𝑡2

𝛽2 𝑠
2−2i 𝑡

𝛽
𝑠2

2
√

2𝜋 𝑡
𝛽
(2 𝑡

𝛽
+ i)

.

In order to properly understand the 𝑠→∞ limit we also need to analyze (3.29):

𝑓
(𝑠)
+ (𝜈) =

∫ ∞

𝛽𝜎2
𝐸

2

𝑔(𝑥)𝜎𝛾

2
√︃
𝜎2
𝐸
+ 𝜎2

𝛾

exp
(
− (𝜈 + 2𝑥)2

16𝑥/𝛽

)
d𝑥 =

∫ 𝑠2
𝛽

𝛽𝜎2
𝐸

2

√︂
𝛽

16𝜋𝑥
exp

(
− (𝜈 + 2𝑥)2

16𝑥/𝛽

)
d𝑥

(3.33)

=
1
4

(
e−

𝛽𝜈

2 erf
(

𝜈
√

8𝜎𝐸
− 𝛽𝜎𝐸√

8

)
− erf

(
𝜈
√

8𝜎𝐸
+ 𝛽𝜎𝐸√

8

)
+ e−

𝛽𝜈

2 erf
(
𝑠

2
− 𝛽𝜈

4𝑠

)
+ erf

(
𝑠

2
+ 𝛽𝜈

4𝑠

))
,

which in the 𝑠→∞ limit becomes

𝑓
(∞)
+ (𝜈) = 1

4

(
erfc

(
𝛽𝜎𝐸√

8
+ 𝜈
√

8𝜎𝐸

)
+ e−

𝛽𝜈

2 erfc
(
𝛽𝜎𝐸√

8
− 𝜈
√

8𝜎𝐸

))
. (3.34)

In order to compute 𝑓
(∞)
+ (𝜈), let us consider the function 𝑓

(∞)
+,0 (𝜈) := 𝑓

(∞)
+ (𝜈) −

1−sgn(𝜈)
4 , where

sgn(𝜈) =


0 if 𝜈 = 0

sgn(𝜈) = 𝜈/|𝜈 | if 𝜈 ≠ 0
.

Since 𝑓 (∞)+,0 (𝜈) ∈ ℓ1, its inverse Fourier Transform exists, and it can be computed as

𝑓
(∞)
+,0 (𝑡) =

1
𝛽

e−2𝜎2
𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡+2i 𝑡

𝛽
−1

2
√

2𝜋 𝑡
𝛽
(2 𝑡

𝛽
+i)

after a change of variables by utilizing the (complex)

Laplace transform of the error function erf [146]. Moreover, since 𝑓 (∞)+,0 (𝜈) is smooth,
apart from 𝜈 = 0 where its value is the mean of its left and right side limits, standard
results in the theory of Fourier integrals (see, e.g., [189, Chapter 18.3.1.d]) imply

𝑓
(∞)
+,0 (𝜈) = lim

𝜂→0+

1
√

2𝜋

∫ 1
𝜂

− 1
𝜂

𝑓
(∞)
+,0 (𝜈)𝑒

−i𝜈𝑡d𝑡 = lim
𝜂→0+

1
√

2𝜋

∫ 1
𝜂

− 1
𝜂

1
𝛽

e−2𝜎2
𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡 + 2i 𝑡

𝛽
− 1

2
√

2𝜋 𝑡
𝛽
(2 𝑡

𝛽
+ i)

d𝑡.
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On the other hand, it is a standard calculation that

1
4

sgn(𝜈) = lim
𝜂→0+

1
8𝜋

∫ ∞

𝜂

sin(𝜈𝑡)
𝑡

d𝑡 = lim
𝜂→0+

1
√

2𝜋

(∫ −𝜂

− 1
𝜂

i
√

8𝜋𝑡
e−i𝜈𝑡d𝑡 +

∫ 1
𝜂

𝜂

i
√

8𝜋𝑡
e−i𝜈𝑡d𝑡

)
.

Since 𝑓 (∞)+,0 (𝜈) is bounded in the neighborhood of 0 we can combine the above two
expression, yielding

𝑓
(∞)
+ (𝜈) − sgn(𝜈)

4
= 𝑓

(∞)
+,0 (𝜈) −

1
4

= lim
𝜂→0+

1
√

2𝜋

∫ ∞

−∞
1( |𝑡 | ∈ (𝜂, 1/𝜂))

(
𝑓
(∞)
+,0 (𝜈) −

i
√

8𝜋𝑡

)
𝑒−i𝜈𝑡d𝑡

= lim
𝜂→0+

1
√

2𝜋

∫ ∞

−∞
1( |𝑡 | ∈ (𝜂, 1/𝜂)) 1

𝛽

e−2𝜎2
𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡

2
√

2𝜋 𝑡
𝛽
(2 𝑡

𝛽
+ i)

e−i𝜈𝑡d𝑡

= lim
𝜂→0+

1
√

2𝜋

∫ ∞

−∞
1( |𝑡 | ≥ 𝜂) 1

𝛽

e−2𝜎2
𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡

2
√

2𝜋 𝑡
𝛽
(2 𝑡

𝛽
+ i)

e−i𝜈𝑡d𝑡,

where the last equality holds because of the rapid decay of the function for large
𝑡 values. We can conclude the proof by observing that the Fourier Transform of√︁
𝜋
8 𝛿(𝑡) is 1

4 . ■

In the 𝑠 = ∞ case, the diverging ℓ1 norm of 𝑓 (∞)+ (𝑡) raises the question: how big
could the norm



𝑩𝑀

 be? In the following we spell out the explicit form of 𝑩 by
removing the singularity at 𝑡 = 0, which shows that in fact



𝑩𝑀

 ≤ O(log(𝛽∥𝑯∥)),
because ∥ 𝑓−∥1 = O(1). Although the exact formula becomes cumbersome, it enables
us to find a very precise approximation by a much simpler formula in Corollary 3.3.2.

Proposition 3.6.2 (Exact form of Metropolis coherent term). The coherent term 𝑩𝑀

corresponding to the quasi-Metropolis weight 𝛾 (∞)𝜎𝐸
(𝜔) in (3.16) can be written as

𝑩𝑀 =
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑓−(𝑡−)e−i𝑯𝑡−𝑶𝑀

𝑎 ei𝑯𝑡−d𝑡−,
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where 𝑓−(𝑡−) is defined in (3.28), and for arbitrary 𝜃 > 0 we have

𝑶𝑀
𝑎 =

∫ ∞

−∞
ei𝑯𝑡𝑨𝑎†

©­­«
e−2𝜎2

𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡 + 1( |𝑡 | ≤ 𝜃)i

(
2 𝑡
𝛽
+ i

)
√

8𝜋𝑡 (2 𝑡
𝛽
+ i)

e−2i𝑯𝑡 − 1( |𝑡 | ≤ 𝜃)𝑯 sinc(2𝑯𝑡)
√

2𝜋

ª®®¬𝑨𝑎ei𝑯𝑡d𝑡

+ 1
√

8𝜋

∫ 𝜃

−𝜃
cos(𝑯𝑡)𝑨𝑎† cos(2𝑯𝑡)𝑨𝑎𝑯 sinc(𝑯𝑡) + sinc(𝑯𝑡)𝑯𝑨𝑎† cos(2𝑯𝑡)𝑨𝑎 cos(𝑯𝑡)d𝑡

+
√︂
𝜋

8
𝑨𝑎†𝑨𝑎 .

Proof. By Corollary 3.5.1-Proposition 3.6.1 we know that

𝑶𝑀
𝑎 = lim

𝜂→0+

∫ ∞

−∞

(
1( |𝑡 | ≥ 𝜂) e−2𝜎2

𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡

√
8𝜋𝑡 (2 𝑡

𝛽
+ i)
+

√︂
𝜋

8
𝛿(𝑡)

)
𝑨𝑎†(𝑡)𝑨𝑎 (−𝑡)𝑑𝑡.

We decompose the above integral in order to remove its singularity at 𝑡 = 0. We start
with the decomposition

e−2𝜎2
𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡

√
8𝜋𝑡 (2 𝑡

𝛽
+ i)

=

e−2𝜎2
𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡 + 1( |𝑡 | ≤ 𝜃)i

(
2 𝑡
𝛽
+ i

)
√

8𝜋𝑡 (2 𝑡
𝛽
+ i)

− 1( |𝑡 | ≤ 𝜃) i
√

8𝜋𝑡
,

implying that

e−2𝜎2
𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡

√
8𝜋𝑡 (2 𝑡

𝛽
+ i)

𝑨𝑎†(𝑡)𝑨𝑎 (−𝑡)

= ei𝑯𝑡𝑨𝑎† ·
(

e−2𝜎2
𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡

√
8𝜋𝑡 (2 𝑡

𝛽
+ i)

e−2i𝑯𝑡

)
𝑨𝑎ei𝑯𝑡

= ei𝑯𝑡𝑨𝑎† ·
©­­«

e−2𝜎2
𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡 + 1( |𝑡 | ≤ 𝜃)i

(
2 𝑡
𝛽
+ i

)
√

8𝜋𝑡 (2 𝑡
𝛽
+ i)

− 1( |𝑡 | ≤ 𝜃) i
√

8𝜋𝑡

ª®®¬e−2i𝑯𝑡𝑨𝑎ei𝑯𝑡 ,

where

i
√

8𝜋𝑡
e−2i𝑯𝑡 =

i
√

8𝜋𝑡
cos(2𝑯𝑡) + 1

√
8𝜋𝑡

sin(2𝑯𝑡)︸    ︷︷    ︸
2𝑯𝑡 sinc(2𝑯𝑡)

= i
cos(2𝑯𝑡)
√

8𝜋𝑡
+ 𝑯 sinc(2𝑯𝑡)

√
2𝜋

.
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Finally, observe that due to parity reasons, we have∫ ∞

−∞
1( |𝑡 | ≥ 𝜂)ei𝑯𝑡𝑨𝑎†1( |𝑡 | ≤ 𝜃) i

√
8𝜋

cos(2𝑯𝑡)
𝑡

𝑨𝑎ei𝑯𝑡d𝑡

=
−1
√

8𝜋

∫ ∞

−∞
1(𝜂 ≤ |𝑡 | ≤ 𝜃)

(
cos(𝑯𝑡)𝑨𝑎† cos(2𝑯𝑡)

𝑡
𝑨𝑎 sin(𝑯𝑡) + sin(𝑯𝑡)𝑨𝑎† cos(2𝑯𝑡)

𝑡
𝑨𝑎 cos(𝑯𝑡)

)
d𝑡

=
−1
√

8𝜋

∫ ∞

−∞
1(𝜂 ≤ |𝑡 | ≤ 𝜃)(

cos(𝑯𝑡)𝑨𝑎† cos(2𝑯𝑡)𝑨𝑎𝑯 sinc(𝑯𝑡) + sinc(𝑯𝑡)𝑯𝑨𝑎† cos(2𝑯𝑡)𝑨𝑎 cos(𝑯𝑡)
)
d𝑡.

Since in the above provided decomposition, every (matrix) function is bounded in
the neighborhood of 0, we can obtain the 𝜂 → 0+ limit by simply removing the
indicator 1( |𝑡 | ≥ 𝜂).

lim
𝜂→0+

∫ ∞

−∞
1( |𝑡 | ≥ 𝜂) e−2𝜎2

𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡

√
8𝜋𝑡 (2 𝑡

𝛽
+ i)

𝑨𝑎†(𝑡)𝑨𝑎 (−𝑡)𝑑𝑡

=

∫ ∞

−∞
ei𝑯𝑡𝑨𝑎† ·

©­­«
e−2𝜎2

𝐸
𝑡2−i𝛽𝜎2

𝐸
𝑡 + 1( |𝑡 | ≤ 𝜃)i

(
2 𝑡
𝛽
+ i

)
√

8𝜋𝑡 (2 𝑡
𝛽
+ i)

e−2i𝑯𝑡 − 1( |𝑡 | ≤ 𝜃)𝑯 sinc(2𝑯𝑡)
√

2𝜋

ª®®¬𝑨𝑎ei𝑯𝑡d𝑡

+ 1
√

8𝜋

∫ 𝜃

−𝜃
cos(𝑯𝑡)𝑨𝑎† cos(2𝑯𝑡)𝑨𝑎𝑯 sinc(𝑯𝑡) + sinc(𝑯𝑡)𝑯𝑨𝑎† cos(2𝑯𝑡)𝑨𝑎 cos(𝑯𝑡)d𝑡.

We conclude by noting that
∫ ∞
−∞

√︁
𝜋
8 𝛿(𝑡)𝑨

𝑎†(𝑡)𝑨𝑎 (−𝑡)𝑑𝑡 =
√︁
𝜋
8 𝑨

𝑎†𝑨𝑎. ■

Note that this exact formula could be directly and efficiently implemented using
QSVT. However, the gains are minimal, as it would only reduce subnormalization
from O(log(𝛽∥𝐻∥/𝜖)) (this being the ℓ1 norm required to achieve 𝜖 precision in
Corollary 3.3.2) to O(log(𝛽∥𝐻∥)) (the ℓ1 norm of the weight function corresponding
to the natural choice 𝜃 = 1/𝛽∥𝑯∥ in Proposition 3.6.2).

More interestingly, this exact formula seems also to hold in the infinite-dimensional
case, giving rise to exact detailed balance in the infinite-dimensional version as well.
We leave it for future work to verify that the construction and its analysis can indeed
be generalized to infinite dimensional systems.
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Moreover, the above result actually also implies that the Lindbladian corresponding
to (3.32) also well-approximates its 𝑠 → ∞ limit, i.e., the above Metropolis-like
Lindbladian. The argument goes as follows: first, “round” the Hamiltonian 𝑯

to discretize its spectrum at some finite resolution ≪ 1/𝛽. Due to the form of
(3.32), the resulting perturbation of the Lindbladian is bounded. Then, take the
𝑠 → ∞ limit. Since (3.33) is exponentially close to its limit (3.34) and there is a
limited number of Bohr frequencies due to rounding, the resulting perturbation of
the Lindbladian is once again bounded. Finally, undo the rounding, which again
causes a bounded perturbation due to the exact form of Metropolis coherent term
(Proposition 3.6.2). Carefully executing these bounds in the 𝜎𝐸 = 𝛽 case should
show that for 𝑠 = Θ((𝛽∥𝐻∥ + log(1/𝜖) + 1)2) the resulting Lindbladian is 𝜖-close to
its 𝑠 = ∞ limit.

Now we show how to approximate the exact Metropolis Lindbladian in a different
efficient way.

Corollary 3.3.2 (Approximate coherent term for the Metropolis-like weight). If
𝜎𝐸 = 1

𝛽
, then the coherent term 𝑩𝑀 corresponding to the Metropolis-like weight

𝛾𝑀 (𝜔) = exp
(
−𝛽max

(
𝜔 + 1

2𝛽 , 0
))

satisfies



𝑩𝑀 − 𝑩𝑀,𝜂


 ≤ 




∑︁

𝑎∈𝐴
𝑨𝑎†𝑨𝑎






 min
(
𝜂𝛽∥𝑯∥
√

2𝜋
,O

(
(𝜂𝛽∥𝑯∥)3

))
, (3.21)

where

𝑩𝑀,𝜂 :=
∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑏1(𝑡)e−i𝛽𝑯𝑡

(∫ ∞

−∞
𝑏
𝑀,𝜂

2 (𝑡′)𝑨𝑎†(𝛽𝑡′)𝑨𝑎 (−𝛽𝑡′)d𝑡′ + 1
16
√

2𝜋
𝑨𝑎†𝑨𝑎

)
ei𝛽𝑯𝑡d𝑡,

(3.22)

with 𝑏1(𝑡) as in (3.19), and

𝑏
𝑀,𝜂

2 (𝑡) :=
1

4
√

2𝜋
exp

(
−2𝑡2 − i𝑡

)
+ 1( |𝑡 | ≤ 𝜂)i(2𝑡 + i)
𝑡 (2𝑡 + i)

such that ∥𝑏𝑀,𝜂2 ∥1 <
1
5
+ 1

2
√

2𝜋
ln(1/𝜂). (3.23)

Further, if
[∑

𝑎∈𝐴 𝑨𝑎†𝑨𝑎,𝑯
]
= 0, we can drop the second term in (3.22) after the

integral in 𝑡′ since
∫ ∞
−∞ 𝑏1(𝑡) = 0.

Proof. First, let us establish the norm bound (3.23). Observe that

𝑏
𝑀,𝜂

2 (𝑡) = 𝑏𝑀,12 (𝑡) − 1
4
√

2𝜋
1(𝜂 < |𝑡 | ≤ 1) i

𝑡
.
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Using the above identity and applying a triangle inequality and then Hölder’s
inequality gives

∥𝑏𝑀,𝜂2 ∥1 ≤


(1 + 4𝑡2)−1



2




(1 + 4𝑡2)𝑏𝑀,12





2
+ 1

4
√

2𝜋





1(𝜂 < |𝑡 | ≤ 1) i
𝑡






1
.

To obtain (3.23), use that
∫ 1
𝜂

1
𝑡
d𝑡 = ln(1/𝜂),

∫ ∞
−∞

1
(1+4𝑡2)2 d𝑡 = 𝜋

4 ,
∫ ∞

1

�� exp(−2𝑡2) (2𝑡−i)
𝑡

��2d𝑡 =

e−4 −
√
𝜋 erfc(2), and a direct computation of

∫ 1
−1

��� exp(−2𝑡2−i𝑡) (2𝑡−i)+i(1+4𝑡2)
𝑡

���2 < 16.

Next, setting 𝜃 = 𝜂𝛽 in Proposition 3.6.2 and scaling the variables 𝑡, 𝑡′ by a factor of
𝛽 reveals that

𝑩𝑀 − 𝑩𝑀,𝜂 =
1

2
√

2𝜋2

∑︁
𝑎∈𝐴

∫ ∞

−∞
𝑏1(𝑡)e−i𝛽𝑯𝑡𝑸𝑎ei𝛽𝑯𝑡d𝑡, (3.35)

where

𝑸𝑎 =
1
2

∫ 𝜂

−𝜂
cos(𝛽𝑯𝑡′)𝑨𝑎† cos(2𝛽𝑯𝑡′)𝑨𝑎𝛽𝑯 sinc(𝛽𝑯𝑡′)

+ sinc(𝛽𝑯𝑡′)𝛽𝑯𝑨𝑎† cos(2𝛽𝑯𝑡′)𝑨𝑎 cos(𝛽𝑯𝑡′)d𝑡′

−
∫ 𝜂

−𝜂
ei𝛽𝑯𝑡′𝑨𝑎†

(
𝛽𝑯 sinc(2𝛽𝑯𝑡′)

)
𝑨𝑎ei𝛽𝑯𝑡′d𝑡′.

We can decompose in the second term ei𝛽𝑯𝑡′ = cos(𝛽𝑯𝑡′) + i sin(𝛽𝑯𝑡′). Due to
parity reasons, we can see that the second term can be replaced by

−
∫ 𝜂

−𝜂
cos(𝛽𝑯𝑡′)𝑨𝑎†

(
𝛽𝑯 sinc(2𝛽𝑯𝑡′)

)
𝑨𝑎 cos(𝛽𝑯𝑡′) − sin(𝛽𝑯𝑡′)𝑨𝑎†

(
𝛽𝑯 sinc(2𝛽𝑯𝑡′)

)
𝑨𝑎 sin(𝛽𝑯𝑡′)d𝑡′.

Now, let us define

𝜇𝑎 (𝑿) := cos(𝑿)𝑨𝑎† cos(2𝑿)𝑨𝑎𝑿 sinc(𝑿) + sinc(𝑿)𝑿𝑨𝑎† cos(2𝑿)𝑨𝑎 cos(𝑿)
− 2 cos(𝑿)𝑨𝑎†

(
𝑿 sinc(2𝑿)

)
𝑨𝑎 cos(𝑿) + 2 sin(𝑿)𝑨𝑎†

(
𝑿 sinc(2𝑿)

)
𝑨𝑎 sin(𝑿),

so that

𝑸𝑎 =

∫ 𝜂

−𝜂

𝜇𝑎 (𝛽𝑯𝑡′)
2𝑡′

d𝑡′.

If 𝑿 is Hermitian, by the triangle inequality, we can see that ∥𝜇𝑎 (𝑿)∥ ≤ 6∥𝑨𝑎∥2∥𝑿∥.
Moreover, from its definition, we can see that 𝜇𝑎 (𝑿) is an odd analytic entire
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function, and its derivative is 0 at 𝑿 = 0. From this it directly follows that
𝜇𝑎 (𝑿) = O

(
∥𝑨𝑎∥2∥𝑿∥3

)
for every Hermitian 𝑿. Due to the triangle inequality,

∥𝑸𝑎∥ ≤
∫ 𝜂

−𝜂

∥𝜇𝑎 (𝛽𝑯𝑡′)∥
2|𝑡′| d𝑡′ ≤

∫ 𝜂

−𝜂
∥𝑨𝑎∥2∥𝛽𝑯∥min

(
6
2
,O

(
∥𝛽𝑯𝑡′∥2

))
d𝑡′

= ∥𝑨𝑎∥2 min
(
6𝜂𝛽∥𝑯∥,O

(
(𝜂𝛽∥𝑯∥)3

))
.

Finally, we can prove (3.21) for individual jumps by combining the above bound
and the inequality ∥𝑏1∥1 ≤ 1 within (3.35). To obtain the bound in terms of the
norm-of-sum ∥∑𝑎 𝑨

𝑎†𝑨𝑎∥, note that for any matrices 𝑿,𝒀 , 𝒁, we have

∥
∑︁
𝑎

𝑿𝑨𝑎†𝒀𝑨𝑎𝒁∥ ≤ ∥𝑿∥ · ∥
∑︁
𝑎

𝑨𝑎† ⊗ ⟨𝑎 |∥ · ∥𝒀 ⊗ 𝑰∥ · ∥
∑︁
𝑎

𝑨𝑎 ⊗ |𝑎⟩∥ · ∥𝒁∥

= ∥𝑿∥∥𝒀 ∥∥𝒁∥ · ∥
∑︁
𝑎

𝑨𝑎†𝑨𝑎∥.

And rewrite 𝜇𝑎 (𝑿) as a linear combination of terms each bounded byO(∥∑𝑎 𝑨
𝑎†𝑨𝑎∥∥𝑿∥3)

by canceling out the linear O(𝑿) terms. ■

3.7 Appendix:The discriminant gap and area law
The fact that the discriminant H𝛽 can be regarded as frustration-free, spatially
local Hamiltonian (Proposition 3.1.1) has direct implications on the “locality” of its
zero-eigenstate, the purified Gibbs state. In particular, existing analytic techniques
for studying gapped phases immediately lead to explicit low-depth circuits assuming
a large discriminant gap for H𝛽. Elegantly, lowering the temperature can now
be interpreted as the Nature-given adiabatic paths parameterized by the inverse
temperature 𝛽 (known as quantum simulated annealing).

The particularly helpful tool is quasi-adiabatic evolution [85], a version of adiabatic
evolution that exploits spatial locality.

Lemma 3.7.1 (Quasi-adiabatic evolution [15, Proposition 2.4]). Consider a one-
parameter family of Hamiltonians

𝑯(𝑠) for each 𝑠 ∈ [0, 1] with minimal gap Δ.

Then, the family of ground-state projectors can be generated by a time-dependent
Hamiltonian

𝑷′(𝑠) = i[𝑾 (𝑠), 𝑷(𝑠)] where

𝑾 (𝑠) :=
∫ ∞

−∞
d𝑡 𝑤(𝑡)

∫ 𝑡

0
𝑑𝑢 ei𝑢𝑯(𝑠)𝑯′(𝑠)e−i𝑢𝑯(𝑠) for each 𝑠 ∈ [0, 1]
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for any weight function 𝑤(𝑡) satisfying∫ ∞

−∞
𝑤(𝑡)d𝑡 = 1 and 𝑤̃(𝜔) = 0 if |𝜔 | ≥ |Δ|.

For geometrically local Hamiltonian on 𝑑-dimention lattice with single-site jumps
∥𝑨𝑎∥ = 1 (note that the natural normalization here is to make the strength extensive
∥∑𝑎∈𝐴 𝑨𝑎†𝑨𝑎∥ ∝ 𝑛), we can plug the discriminant into the above by

𝑯(𝑠) → H𝑠𝛽 and Δ→ min
𝑠
𝜆𝑔𝑎𝑝 (H𝑠𝛽).

Strictly speaking, we are interested in the top eigenvector instead of the ground state
due to its Lindbladian origin (Lindbladian spectrum is always nonpositive), but this
is also handled by quasi-adiabatic continuation. We obtain a unitary circuit preparing
the purified Gibbs state driven by the following time-dependent Hamiltonian:

𝑾 (𝑠) =
∑︁
𝑎

∫ ∞

−∞
d𝑡 𝑤(𝑡)

∫ 𝑡

0
𝑑𝑢 ei𝑢H𝑠𝛽H

𝑎′

𝑠𝛽e
−i𝑢H𝑠𝛽︸                                             ︷︷                                             ︸

=:𝑾𝑎 (𝑠)

. (3.36)

Algorithmically, the above should be considered an alternative to modernized adia-
batic algorithms based on amplitude amplification [40, Appedix G]. The Heisenberg
evolution is particularly powerful in the case of local Hamiltonians as it manifestly
gives a quasi-local unitary circuit. Based on existing tools, we quickly instantiate
several notations of locality. First, the unitary preserves spatially local operators.

Proposition 3.7.1 (Quasi-local unitary [15]). Consider the one-parameter family of
unitaries generated by the time-dependent Hermitian matrix 𝑾 (𝑠) as in (3.36)

𝑽′(𝑠) = i𝑾 (𝑠)𝑽 (𝑠) for each 𝑠 ∈ [0, 1] .

Then, the unitary satisfies a Lieb-Robinson bound with almost exponential decay

∥ [𝑽 (𝑠)𝑶1𝑽
†(𝑠),𝑶2] ∥ ≤ O

(
exp(− 𝑑

Poly𝐷 (𝛽) ln(𝑑2)
)
)

where 𝑑 = 𝑑 (𝑶1,𝑶2).

Second, the unitary generates limited entanglement. Since the unitary is generated
by (quasi)-local operators, integrating the entangling rate from 0→ 𝛽 13 gives an
area law of entanglement [171] for purified Gibbs state.

13The infinite temperature Gibbs state is the maximally entangled state. It is a tensor product of
bell pairs across the two copies and has trivially entanglement across regions.
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Corollary 3.7.1 (Thermal area-law from entangling rates (similar argument to [171])).
The purified Gibbs state satisfies an entanglement area-law

(the entanglement entropy for any region 𝑅) ≤
Poly𝐷 (𝛽)

Δ
· |𝜕𝑅 |.

The above thermal area-law is weaker than existing bounds14 and should be thought
of as a sanity check. However, what’s new is the explicitly parameterized low-depth
unitary circuit (which is not a consequence of the area law). The unitary 𝑽 (1)
corresponding to (3.36) for a 𝐷-dimensional lattice Hamiltonian can be decomposed
into a

depth
Poly𝐷 (𝛽)

Δ
· Poly log(𝑛/𝜖) circuit of 2-qubit gates

up to 𝜖-error in the operator norm using the HHKL algorithm [80]. The discriminant
gap Δ is expected to be independent of the system size in the rapid mixing regime
(under the normalization ∥𝑨𝑎∥ = 1). To obtain gapped ground states, we could scale
the inverse temperature with the Hamiltonian gap Δ(𝑯)(not to confuse with the
discriminant gap Δ)

𝛽 = O
(
Δ(𝑯) log(𝑛/𝜖)

)
.

Of course, there might be phase transitions at low temperatures where the discriminant
gap may close. The logarithmic dependence on the system size marks a technical
difference from the area law setting. Nevertheless, the explicit circuit appears novel
and could potentially lead to new numerical ansatz for low-energy states.

The Lindbladian case
Of course, we may apply the same line of thought to Lindbladians, assuming
the quasi-local Lindbladian mixes in logarithmic time. However, there are subtle
differences. The spectral gap of the parent Hamiltonian is qualitatively the same as
the mixing time of our Lindbladian (which has a vanishing anti-Hermitian part)

ln(2)
𝜆𝑔𝑎𝑝 (H)

≤ 𝑡𝑚𝑖𝑥 (L) ≤
ln(2∥𝝆−1/2∥)
𝜆𝑔𝑎𝑝 (H)

.

The conversion overhead ln(2∥𝝆−1/2∥) = O(𝛽∥𝑯∥) could scale with the system
size in general. However, to drop this O(𝛽∥𝑯∥) factor (i.e., proving rapid mixing

14Ref. [104] states that the mutual information between regions satisfies 𝐼 (𝑅 : 𝑅′) ≤ O(𝛽2/3) |𝜕𝑅 |
in any 𝐷-dimension lattice.
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such that the mixing time scaling logarithmically with the system size) amounts to
proving a more stringent quantum log-Sobelov inequality, which has been highly
nontrivial [31]. Even if we assume rapid mixing, to get a low-depth circuit for
the Gibbs state, we still need an efficient algorithm to implement the Lindbladian
evolution that parallelizes the Lindblad operators. However, the HHKL algorithm [80]
achieving this parallelization for local Hamiltonians made critical use of reversing
time evolutions, which does not obviously apply to the dissipative setting.

As a remedy, one may consider trotterizing into quasi-local brickwork nonunitary
circuits, giving a discrete-time Quantum Markov chain15

eL𝜃 → N :=
∏
𝑔

eL𝑔𝜃 where L =
∑︁
𝑔

L𝑔

such that each L𝑔 is a sum of quasi-local, nearly commuting block.

That is, we regroup the Lindbladian L =
∑
𝑎∈𝐴 L𝑎 into quasi-local blocks to exploit

the fact that nearly disjoint Lindbladians can be efficiently implemented in parallel
(after spatial truncation). However, the Trotter error from first-order product formulas
is extensive; thus, the discrete-time channel would not approximate the continuous-
time evolution in general, and the mixing time analysis might require quantitatively
different formalism. Nevertheless, the Gibbs state remains stationary

N[𝝆𝛽] = 𝝆𝛽,

and could potentially share similar mixing behavior as the continuous case in practice.

3.8 Appendix:Why Gaussians?
Our direct calculation confirms the correctness of our ansatz. But why does the filter
𝑓 (𝑡) need to be Gaussian (3.3)? In this section, we try to derive the Gaussians from
scratch, which can be viewed as an alternative view of detailed balance in the time
domain. While we try to make our arguments precise, we stop at physicists’ level of
rigor and do not attempt to extract a mathematical theorem.

Assume that the filter function is real on the real axis

𝑓 (𝑡) = 𝑓 (𝑡)∗ for each 𝑡 ∈ R

and complex analytic, independent of 𝛽, and that the jump operator 𝑨 = 𝑨† is
Hermitian (Let us focus on a single jump and drop the jump labels 𝑎 ∈ 𝐴.). The goal
is to solve for the viable choices of 𝑓 (𝑡).

15The observation that discretization can be helpful despite deviating from the continuum was
made in [61].
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We calculate the associated “transition” part (3.1) in the time domain

T † [·] =

∫ ∞

−∞
𝛾(𝜔) 𝑨̂(𝜔)†(·) 𝑨̂(𝜔)d𝜔

=

∫
𝛾(𝜔)ei𝜔(𝑡−𝑡′) 𝑓 (𝑡) 𝑓 (𝑡′)𝑨(𝑡) (·)𝑨(𝑡′)d𝜔d𝑡d𝑡′ (using 𝑓 (𝑡) = 𝑓 (𝑡)∗)

=
1
√

2𝜋

∫
𝑐(𝑡 − 𝑡′) 𝑓 (𝑡) 𝑓 (𝑡′)𝑨(𝑡) (·)𝑨(𝑡′)d𝑡d𝑡′.

The third line uses the inverse Fourier Transform

𝑐(𝑡) = 1
√

2𝜋

∫ ∞

−∞
ei𝜔𝑡𝛾(𝜔)d𝜔.

We may interpret 𝑐(𝑡) as a certain correlation function (hence the notation). Now,
note that conjugating the Gibbs state yields

Λ( 𝑨̂(𝜔)) =
∫ ∞

−∞
e−i𝜔𝑡 𝑓 (𝑡)ei𝑯(𝑡−i𝛽/2)𝑨e−i𝑯(𝑡−i𝛽/2)d𝑡

=

∫
e−i𝑠𝜔e𝛽𝜔/2𝑨(𝑠) 𝑓 (𝑠 + i𝛽/2)d𝑠 (setting 𝑠 := 𝑡 − i𝛽/2).

Then, we get that

Γ−1 ◦ T ◦ Γ[·]

=

∫ ∞

−∞
𝛾(𝜔)Λ( 𝑨̂(𝜔)) (·)Λ−1( 𝑨̂(𝜔)†)d𝜔

=

∫ ∞

−∞

∫ ∫
𝛾(𝜔)e−i𝜔(𝑠−𝑠′+i𝛽) 𝑓 (𝑠 + i𝛽/2) 𝑓 (𝑠′ − i𝛽/2)𝑨(𝑠) (·)𝑨(𝑠′)d𝑠d𝑠′d𝜔

(setting 𝑠′ := 𝑡′ + i𝛽)

=
1
√

2𝜋

∫ ∫
𝑐(𝑠′ − 𝑠 − i𝛽) 𝑓 (𝑠 + i𝛽/2) 𝑓 (𝑠′ − i𝛽/2)𝑨(𝑠) (·)𝑨(𝑠′)d𝑠d𝑠′

(continuing 𝑐(𝑧), 𝑧 ∈ C)

=
1
√

2𝜋

∫ ∫
𝑐(𝑡′ − 𝑡 − i𝛽) 𝑓 (𝑡 + i𝛽/2) 𝑓 (𝑡′ − i𝛽/2)𝑨(𝑡) (·)𝑨(𝑡′)d𝑡d𝑡′ .

(shifting integration)

The third line uses that (𝑨(𝑧))† = 𝑨(𝑧∗) for Heisenberg evolution at complex times.
The last line shifts the integrals by 𝑠→ 𝑡 and 𝑠′→ 𝑡′ (assuming the absence of poles
across the strip).

Comparing the coefficient of product integrals over 𝑨(𝑡) · 𝑨(𝑡′) for each 𝑡, 𝑡′, the
condition

𝑐(𝑡 − 𝑡′) 𝑓 (𝑡) 𝑓 (𝑡′) = 𝑐(𝑡′ − 𝑡 − i𝛽) 𝑓 (𝑡 + i𝛽/2) 𝑓 (𝑡′ − i𝛽/2) for each 𝑡, 𝑡′ ∈ R
ensures T † = Γ−1 ◦ T ◦ Γ.
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This condition can be rearranged as (whenever the denominators are non-zero)

𝑐(𝑡 − 𝑡′)
𝑐(𝑡′ − 𝑡 − i𝛽) =

𝑓 (𝑡 + i𝛽/2) 𝑓 (𝑡′ − i𝛽/2)
𝑓 (𝑡) 𝑓 (𝑡′) for each 𝑡, 𝑡′ ∈ R. (3.40)

Solving the functional equation
We proceed to solve (3.40) for a fixed 𝛽. Consider a change of variable 𝑡 ↔ 𝑡′

𝑐(𝑡′ − 𝑡)
𝑐(𝑡 − 𝑡′ − i𝛽) =

𝑓 (𝑡′ + i𝛽/2) 𝑓 (𝑡 − i𝛽/2)
𝑓 (𝑡′) 𝑓 (𝑡) . (3.41)

Then, divide the two equations and observe that the LHS depends only on the time
difference 𝑡 − 𝑡′

(3.40)/(3.41) : 𝑓1(𝑡 − 𝑡′) =
𝑓 (𝑡 + 𝑖𝛽/2)
𝑓 (𝑡 − i𝛽/2) ·

𝑓 (𝑡′ − i𝛽/2)
𝑓 (𝑡′ + i𝛽/2) := 𝑔(𝑡)/𝑔(𝑡′).

We must have that

𝑔(𝑡) = 𝑎e𝑏𝑡 for constants 𝑎, 𝑏 independent of 𝑡.

Thus,

𝑎e𝑏𝑡 𝑓 (𝑡 − i𝛽/2) = 𝑓 (𝑡 + i𝛽/2)
=⇒ 𝑎e𝑏𝑡e−𝑖𝛽/2·𝜕𝑡 𝑓 (𝑡) = e𝑖𝛽/2·𝜕𝑡 𝑓 (𝑡) (analyticity)

=⇒ e𝑎
′+𝑏′𝑡−𝑖𝛽·𝜕𝑡 𝑓 (𝑡) = 𝑓 (𝑡) (since [𝑡, 𝜕𝑡] ∝ 1).

The last equality regards 𝑡 and 𝜕𝑡 as linear operators acting on functions and use the
matrix-exponential fact that

[𝑿,𝒀] commutes with 𝑿,𝒀 implies e𝑿e𝒀 = e𝑿+𝒀+[𝑿,𝒀]/2.

We can get rid of the exponential by regarding it as an eigenproblem

e𝑿 |𝑣⟩ = |𝑣⟩ implies 𝑿 |𝑣⟩ = i2𝜋Z · |𝑣⟩.

This amounts to solving the differential equation

(𝑎1𝜕𝑡 + 𝑎2𝑡 + 𝑎3) 𝑓 (𝑡) = 0

which has the general solution being Gaussians (the constants may depend on the
fixed 𝛽.). Plugging back into (3.40), we can solve for 𝑐(𝑡), which would not be
unique as it allows for linear combinations.
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As a sanity check, we re-derive the constraints between the Gaussian parameters and
the temperature in the time picture. Let

𝑐(𝑥) = 𝑒−𝑖𝑎𝑥e−𝑥2/𝛿2
, a𝑛𝑑 𝑓 (𝑡) = 𝑒−𝑡2/𝜅2

,

where 𝑎, 𝛿, 𝜅 are all real parameters. Then, letting 𝑡 − 𝑡′ := 𝑥 we get:

log
[

𝑐(𝑡 − 𝑡′)
𝑐(𝑡′ − 𝑡 − i𝛽)

]
= log

[
𝑓 (𝑡 + i𝛽/2) 𝑓 (𝑡′ − i𝛽/2)

𝑓 (𝑡) 𝑓 (𝑡′)

]
=⇒ log

[
𝑒−𝑖𝑎𝑥e−𝑥2/𝛿2

𝑒𝑖𝑎(𝑥+i𝛽)e−(𝑥+i𝛽)2/𝛿2

]
= log

[
𝑒−(𝑡+i𝛽/2)

2/𝜅2e−(𝑡′−i𝛽/2)2/𝜅2

𝑒−𝑡2/𝜅2−𝑡′2/𝜅2

]
,

it suffices if 2𝑖𝑥( 𝛽
𝛿2 − 𝑎) + 𝑎𝛽 −

𝛽

𝛿2 =
−𝑖𝑥𝛽
𝜅2 +

𝛽2

2𝜅2 .

Equating the imaginary and real parts leads to two linearly dependent equations with
the same solution:

𝑎 = 𝛽( 1
𝛿2 +

1
2𝜅2 ).

Then identifying 𝑎 ≡ 𝜔𝛾, 𝛾−2 = 𝜎2
𝛾/2, and 𝜅−2 = 𝜎2

𝐸
leads to the same relationship

between 𝜔𝛾, 𝜎2
𝛾 , 𝜎

2
𝐸

and 𝛽 as in (3.4).

3.9 Appendix:Other notions of detailed balance
In addition to our KMS detailed balance condition (Definition 3.2.1), other quantum
detailed balance has also been studied (see, e.g., [8, 32, 69]). In this section, we will
discuss two variants of quantum detailed balance, and only the first one seems to
work.

Detailed balance with unitary drift
We constructed a Lindbladian satisfying the KMS detailed balance condition. How-
ever, much of our results remain to hold even if we add a suitable Hamiltonian term,
which might enable alternative constructions.

Definition 3.9.1 (KMS-detailed balance with unitary drift [69, Section 5]). We
say that the Lindbladian L satisfies 𝝆-detailed balance with unitary drift (in short
𝝆-DBU) with respect to a full-rank state 𝝆 if there exists a Hermitian operator 𝑸
such that

L† [·] − √𝝆−1L[√𝝆 · √𝝆]√𝝆−1
= i[𝑸, ·] . (3.45)

Or, in terms of discriminants,

A(𝝆,L) :=
D(𝝆,L) − D(𝝆,L)†

2
= −i𝝆1/4 [𝑸, 𝝆−1/4(·)𝝆−1/4]𝝆1/4.
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That is, we relax the KMS detailed balance condition (Definition 3.2.1) by allowing
the RHS to be any commutator term i[𝑸, ·] 16; this enlarges the family of possible
Lindbladian for the stationary state 𝝆.

Proposition 3.9.1 (Fixed point). If a Lindbladian L is 𝝆-detailed-balanced with
unitary drift, then

L[𝝆] = 0.

Proof. Evaluate the superoperator (3.45) for the identity 𝑰 and conclude√𝝆−1L[√𝝆𝑰√𝝆]√𝝆−1
=

L† [𝑰] = 0. ■

Intuitively, we can certainly add any Hermitian 𝑸 that commutes with 𝝆 without
changing the stationary state. In fact, this is the only possibility17.

Proposition 3.9.2 (Structure of 𝑸 [69, Lemma 28]). In the setting of Definition 3.9.1,
𝑸 must commute with 𝝆.

Indeed, we can solve for 𝑩 and 𝑸 by modifying the argument for Corollary 3.2.1

𝑸 = 𝑸†

⇕

(Λ − Λ−1) (𝑩) = i
2
(2I − (Λ + Λ−1)) (𝑹)

⇕∑︁
𝜈∈𝐵
(e

𝛽𝜈

2 − e
−𝛽𝜈

2 )𝑩𝜈 =
i
2

∑︁
𝜈∈𝐵
(2 − e−

𝛽𝜈

2 − e
𝛽𝜈

2 )𝑹𝜈

⇕∑︁
𝜈∈𝐵\{0}

𝑩𝜈 =
i
2

∑︁
𝜈∈𝐵\{0}

tanh
(
𝛽𝜈

4

)
𝑹𝜈 . (e

𝛽𝜈

2 − e
−𝛽𝜈

2 ≠ 0 ⇐⇒ 𝜈 ≠ 0)

Thus, allowing the term 𝑸 ≠ 0 merely amounts to dropping constraints on the 𝑩0

component (which is exactly the set of operators that commute with the Hamiltonian).

This relaxed version of detailed balance comes with the conceptual price of making
the Lindbladian “non-self-adjoint” under similarity transformation. Due to the anti-
self-adjoint componentA(𝝆,L)†, the spectral theory of convergence (at first glance)

16In an email exchange with Jonathan Moussa, he mentioned analogous unitary effect for discrete
quantum channels.

17We thank Jonathan Moussa for pointing us to [69, Lemma 28]. This further simplifies the
derivation and the presentation, clarifying that our construction actually has 𝑸 = 0 and a vanishing
anti-Hermitian component.
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seems to break since the right eigenvectors are not orthogonal in the Hilbert-Schmidt
norm. Fortunately, the following observation comes to the rescue.

Proposition 3.9.3. If a Lindbladian L is 𝝆-detailed-balanced with unitary drift,
then

A(𝝆,L)[√𝝆] = H(𝝆,L)[√𝝆] = 0.

In other words, the specific form of detailed balance implies that the anti-self-adjoint
component preserves the eigenvector √𝝆; the particular eigenvector √𝝆, which we
care about, is orthogonal to other eigenvectors. Therefore, the second eigenvalue
of H corresponds to the contraction of the Hilbert-Schmidt norm of the other
eigenvector, controlling the mixing time.

Proposition 3.9.4 (Mixing time from spectral gap (adapted from [40, Proposition
II.2])). If a Lindbladian L satisfies 𝝆-DBU, then

𝑡𝑚𝑖𝑥 (L) ≤
ln(2∥𝝆−1/2∥)
𝜆𝑔𝑎𝑝 (H)

where H :=
D(𝝆,L)† + D(𝝆,L)

2
,

and the mixing time 𝑡𝑚𝑖𝑥 is the smallest time for which

eL𝑡𝑚𝑖𝑥 [𝝆1 − 𝝆2]




1 ≤
1
2
∥𝝆1 − 𝝆2∥1 for any states 𝝆1, 𝝆2.

In other words, adding a coherent term only seems to help with the convergence.

Proof. Write 𝑹 = 𝝆1 − 𝝆2, then

eL𝑡 [𝑹]




1 =




𝝆1/4eD𝑡 [𝝆−1/4𝑹𝝆−1/4]𝝆1/4





1

≤



𝝆1/4





4
·



eD𝑡 [𝝆−1/4𝑹𝝆−1/4]





2
·



𝝆1/4





4

≤ e−𝜆𝑔𝑎𝑝 (H)𝑡



𝝆−1/4𝑹𝝆−1/4





2

≤ e−𝜆𝑔𝑎𝑝 (H)𝑡 ∥𝝆−1/4∥2∥𝑹∥2
≤ e−𝜆𝑔𝑎𝑝 (H)𝑡 ∥𝝆−1/4∥2∥𝑹∥1
= e−𝜆𝑔𝑎𝑝 (L

†)𝑡 ∥𝝆−1/2∥∥𝑹∥1.

The first inequality uses Hölder’s inequality. The second inequality uses the
orthogonality to the leading eigenvector such that Tr[√𝝆 ·𝝆−1/4𝑹𝝆−1/4] = Tr[𝑹] = 0.
Take the logarithm to conclude the proof. ■
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However, if we wish to obtain a parent Hamiltonian corresponding to this Lindbladian,
the anti-Hermitian component forces us to consider the symmetrized discriminant

H𝜷 =
D + D†

2
.

Unfortunately, the presence of the anti-Hermitian component breaks the qualitative
analogy between mixing times and discriminant gaps; fast mixing can hold despite a
small symmetrized discriminant gap, marking a limitation of the parent Hamiltonian
approach. Incorporating a coherent term, the general conversion bound is as
follows [40]; unfortunately, some bounds are only meaningful if the anti-Hermitian
part A is small enough.

Proposition 3.9.5 (Spectral gap from mixing time [40, Proposition E.5]). For any
Lindbladian L, let −𝜆Re(𝑔𝑎𝑝) (L) be the second largest real part in its spectrum
(counted by algebraic multiplicity), then

𝜆𝑔𝑎𝑝 (H) + 2∥A∥2−2 ≥ ∥A∥2−2 − 𝜆2(H) ≥ 𝜆Re(𝑔𝑎𝑝) (L) ≥
ln(2)
𝑡𝑚𝑖𝑥 (L)

. (3.46)

Moreover, if 𝜆Re(𝑔𝑎𝑝) (L) ≥ 2∥A∥2−2, then there is unique eigenvalue 𝜆1(H) ≥
−∥A∥2−2 and

𝜆𝑔𝑎𝑝 (H) + 2∥A∥2−2 ≥ ∥A∥2−2 − 𝜆2(H) ≥ 𝜆Re(𝑔𝑎𝑝) (L). (3.47)

Corollary 3.9.1 (Spectral gap from mixing time). If a Lindbladian L satisfies
𝝆-DBU and ln(2)

2𝑡𝑚𝑖𝑥 (L) ≥ ∥A∥2−2, then18

𝜆𝑔𝑎𝑝 (H) ≥
ln(2)

2𝑡𝑚𝑖𝑥 (L)
.

Proof. Observe that ln(2)
2𝑡𝑚𝑖𝑥 (L) ≥ ∥A∥2−2 implies 𝜆Re(𝑔𝑎𝑝) (L) ≥ 2∥A∥2−2 due to

(3.46), which in turn by (2.79) also implies that 𝜆1(H) = 0 (since 0 is an eigenvalue
due to Proposition 3.9.3). Thus combining (3.46)-(3.47) yields

∥A∥2−2 + 𝜆gap(H) ≥ 𝜆Re(𝑔𝑎𝑝) (L) ≥
ln(2)
𝑡𝑚𝑖𝑥 (L)

. ■

18The bound cannot be qualitatively strengthened without additional structural understanding or
assumptions, e.g., consider 𝑯 := 𝒁 − (1 + 𝜖)𝑰, 𝑨 := i𝑿; the eigenvalues of 𝑯 + 𝑨 are −1 − 𝜖 , while
𝜆1 (𝑯) = −𝜖 , ∥𝑨∥ = 1, and the relaxation (mixing) time is O(1).
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The proof of the above proceeds by showing that 𝜆Re(𝑔𝑎𝑝) (L) ≥ ln(2)
𝑡𝑚𝑖𝑥 (L) , however

without any prior knowledge on ∥A∥2−2 it does not seem to be possible to lower bound
𝜆𝑔𝑎𝑝 (H) in general. Indeed, if the Lindbladian L satisfies 𝝆-detailed balance with
unitary drift, then L andD(𝝆,L) = H +A are related by a similarity transform and
are thus co-spectral. Due to Proposition 3.9.3 we know that 𝑉 := Span(√𝝆)⊥ is an
invariant subspace of bothH and A, and thus also of L. SinceH|𝑉 ⪯ −𝜆𝑔𝑎𝑝 (H)I
and A |𝑉 is anti-Hermitian we get that every eigenvalue of L†|𝑉 has real part at most
−𝜆𝑔𝑎𝑝 (H), thus 𝜆Re(𝑔𝑎𝑝) (L) ≥ 𝜆𝑔𝑎𝑝 (H), which is an inequality in the “wrong”
direction.

𝑠-detailed balance
Our KMS detailed balance condition (Definition 3.9.2) is a special case (𝑠 = 1/2) of
a larger family of 𝑠-detailed balance condition.

Definition 3.9.2 (𝑠-detailed balance condition). For a normalized, full-rank state
𝝆 ≻ 0 and an scalar 0 ≤ 𝑠 ≤ 1, we say that an super-operator L satisfies
(𝑠, 𝝆)-detailed balance (or 𝑠-DB in short) if

L† [·] = 𝝆𝑠−1L[𝝆1−𝑠 · 𝝆𝑠]𝝆−𝑠 .

Since 𝝆 is an operator, different choices of 0 ≤ 𝑠 ≤ 1 yield different detailed balance
conditions. Nevertheless, they all prescribe the same fixed point.

Proposition 3.9.6 (Fixed point). If a Lindbladian L is (𝑠, 𝝆)-detailed-balanced,
then L[𝝆] = 0.

The case 𝑠 = 0 corresponds to the so-called Gelfand-Naimark-Segal (GNS) inner
product. One naturally wonders if our constructions also apply here. Unfortunately,
the case 𝑠 = 1/2 appears to be a special point in the interval 0 ≤ 𝑠 ≤ 1. Let us
revisit the energy domain representation of detailed balance (Proposition 3.2.2) for
the transition part. Consider a super-operator parameterized by a Hamiltonian 𝑯, 𝛽,
and a set of operators including its adjoints {𝑨𝑎 : 𝑎 ∈ 𝐴} = {𝑨𝑎† : 𝑎 ∈ 𝐴}:

T =
∑︁
𝑎∈𝐴

∑︁
𝜈1,𝜈2∈𝐵

𝛼𝜈1,𝜈2 𝑨
𝑎
𝜈1 (·) (𝑨

𝑎
𝜈2)
†.

Then, the 𝑠-detailed balance condition

T † [·] = 𝝆𝑠−1T [𝝆1−𝑠 · 𝝆𝑠]𝝆−𝑠 demands that

𝛼𝜈1,𝜈2 = 𝛼−𝜈2,−𝜈1 exp(−𝛽(1 − 𝑠)𝜈1 − 𝛽𝑠𝜈2) for each 𝜈1, 𝜈2 ∈ 𝐵.
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However, this appears to be a strong condition; if we apply a change of variable
(𝜈1, 𝜈2) → (−𝜈2,−𝜈1),

𝛼−𝜈2,−𝜈1 = 𝛼𝜈1,𝜈2 exp(𝛽(1 − 𝑠)𝜈2 + 𝛽𝑠𝜈1) for each 𝜈1, 𝜈2 ∈ 𝐵.

Multiply the two to see that (see [32, Lemma 2.5] for an abstract argument)

𝛼𝜈1,𝜈2𝛼−𝜈2,−𝜈1 = 𝛼𝜈1,𝜈2𝛼−𝜈2,−𝜈1 exp(𝛽(1 − 2𝑠) (𝜈2 − 𝜈1)) for each 𝜈1, 𝜈2 ∈ 𝐵.

Therefore, if 𝑠 ≠ 1
2 and 𝛽 ≠ 0, we must have that

𝛼𝜈1,𝜈2 = 0 if 𝜈1 ≠ 𝜈2 (3.48)

which contradicts our construction, and currently, we do not know how to algorith-
mically ensure (3.48). The only existing Lindbladian we knew that satifies (3.48)
is the Davies’ generator [56], which requires resolving the level spacing using a
(exponentially) long Hamiltonian simulation time.
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C h a p t e r 4

COOLING IS UNIVERSAL FOR QUANTUM COMPUTATION

4.1 Introduction
Finding ground states and other low-energy states of quantum many-body systems is a
central problem in physics, materials science, and chemistry. To address this problem,
many powerful computational methods, such as density functional theory (DFT)
[89, 103], quantum Monte Carlo (QMC) [17, 34, 155], variational optimization
with tensor network ansatzes [82, 93, 145, 156, 173, 177, 178] or neural network
ansatzes [33, 59, 88], and data-driven machine learning approaches [71, 91, 111, 147],
have been developed. These methods, which can be implemented using classical
computers, work well for many physically relevant problem instances but fail badly
in other cases.

Quantum computers may be able to find ground states efficiently in cases that are
too hard to solve classically, but conclusively identifying such cases is challenging.
Even when known classical methods falter, one cannot easily rule out that alternative
classical methods will have much better performance. Furthermore, finding ground
states of local Hamiltonians is known to be QMA-hard [98, 100], and therefore is
expected to be intractable even for quantum computers for some physical systems. To
establish the efficacy of existing quantum algorithms for the ground-state problem,
assumptions are required that might not be justified [108], such as the presence of a
trial state with sufficient ground state overlap [70, 114] or a parameterized adiabatic
path whose spectral gap remains open [65].

If finding ground states is hard for quantum computers, we expect that the task
is hard for Nature as well. In searching for physics problems where quantum
computers could have an advantage over classical computers, we should follow
Nature’s guidance. With that in mind, we observe that when a quantum system is
placed in a low-temperature thermal bath [28, 55, 115, 135], it seeks a local minimum
of the energy which may be far from the global minimum. For some physical systems,
such as spin glasses [23, 63, 99, 136], finding a ground state is indeed known to be
hard; such systems, when cooled, almost always find a local minimum instead of
the ground state. In these cases, the ground state of the Hamiltonian is physically
irrelevant because it is unlikely to be observed in experiments.
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Figure 4.1: (a) Energy landscape with multiple local minima. Some Hamiltonians,
such as magnets in a small external magnetic field, have multiple local minima.
One is the ground state while the other local minima are suboptimal. (b) Energy
landscape with one local minimum. For some local Hamiltonians, such as a family of
BQP-hard Hamiltonians, the energy landscape over the entire 𝑛-qubit state space has
a nice bowl shape, and the only local minimum is the global minimum. However, for
QMA-hard Hamiltonians, the energy landscape necessarily contains many suboptimal
local minima. (c) Energy landscape under local unitary perturbations. For any
local Hamiltonian 𝑯, there are always doubly exponentially many local minima
within the 𝑛-qubit state space that stems from a large barren plateau. Local unitary
perturbations are reversible, while thermal perturbations are irreversible.

This perspective encourages us to formulate and study a physically motivated
alternative to the ground-state problem. We ask:

How tractable is the problem of finding local minima of the energy
in quantum systems using classical and quantum computers?

We address this question by proving that a machine that cools physical systems to
local minima is a universal quantum computer; that is, by finding local minima
one can solve any problem that is efficiently solvable by a quantum computer,
and furthermore a quantum computer can always find local minima efficiently for
any physical system. Hence, under the widely accepted assumption that quantum
computing is more powerful than classical computing, finding local minima is both
classically hard and quantumly easy. This result raises the hope that exploring local
minima in quantum systems arising from physics, chemistry, and materials science
may offer new opportunities for solving classically intractable and physically relevant
problems using quantum computers.

4.2 Results
We now present our main results concerning the tractability of finding local minima
in quantum systems. A collection of notational conventions and some background



199

on quantum thermodynamics can be found in Appendix 4.5. Based on the standard
definition in mathematical optimization [2, 5, 25, 94, 144], we consider a local
minimum in a quantum system governed by Hamiltonian 𝑯 to be a quantum state
such that the expectation value of 𝑯 does not decrease under any small perturbation
applied to the state; see a brief review of mathematical optimization in Appendix 4.6.

Let P𝜶 be a perturbation parameterized by a small vector 𝜶 that maps quantum states
to quantum states. An 𝜖-approximate local minimum of an 𝑛-qubit Hamiltonian
𝑯 under perturbation P is a state 𝝆 with an energy tr(𝑯𝝆) that is an approximate
minimum under perturbations, i.e.,

tr(𝑯𝝆) ≤ tr(𝑯P𝜶 (𝝆)) + 𝜖 ∥𝜶∥

for all small enough 𝜶. The formal definition is given in Appendix 4.6. The local
minima of 𝑯 form a subset of the entire quantum state space, which contains the
global minima, the ground states of 𝑯. See Fig. 4.1 for energy landscapes with
different numbers of local minima. We say an algorithm A has solved the problem
of finding local minima under perturbation P if given any 𝑛-qubit Hamiltonian 𝑯,
written as a sum of few-qubit Hermitian operators, and any few-qubit observable 𝑶,
the algorithm A can output a real value tr(𝑶𝝆) corresponding to any approximate
local minimum 𝝆 of 𝑯 under perturbations P up to a small error.1

Inspired by the physical process that Nature uses to cool quantum systems, we define
local minima based on thermal perturbations rooted in open system thermodynamics
[28, 39, 55, 115, 135]. Thermal perturbations are fundamentally different from local
unitary perturbations, which are short-time unitary evolution governed by a sum
of few-body Hermitian operators, as may arise in an adaptive variational quantum
eigensolver (VQE) [35, 77, 143]. These two types of perturbations yield distinct
energy landscapes as illustrated in Fig. 4.1, leading to vastly different computational
complexity for the task of finding a local minimum. Indeed, we argue in Section 4.2
that for local unitary perturbations, in contrast to thermal perturbations, finding a
local minimum is classically easy.

Local minima under thermal perturbations
In this section, we consider local minima under thermal perturbations induced by a
heat bath, formally defined in Appendix 4.6. When the coupling between an 𝑛-qubit
system and a thermal bath is weak, and the bath is memoryless, the complicated joint

1Since there could be multiple local minima and we consider finding one instance to be sufficient,
this problem is closer to a relational problem than to a decision problem.
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system-bath Hamiltonian dynamics reduces to a Markovian Lindbladian evolution
of the system alone, 𝝆(𝑡) = eL𝑡 [𝝆]. Remarkably, this continuous time generator L
can be defined by merely the system Hamiltonian 𝑯, the jump operators 𝑨𝑎 through
which the bath interacts with the system, and thermodynamic quantities of the bath:
inverse temperature 𝛽 and a characteristic time-scale 𝜏. See Appendix 4.5 for an
introduction and Appendix 4.10 for an in-depth discussion. Under these assumptions,
we may effectively consider a thermal perturbation of 𝑛-qubit state 𝝆 to be

(thermal perturbation): 𝝆 → exp

(
𝑚∑︁
𝑎=1

𝛼𝑎L𝛽,𝜏,𝑯𝑎

)
(𝝆), (4.1)

whereL𝛽,𝜏,𝑯𝑎 is the thermal Lindbladian associated with each jump operator 𝑨𝑎 acting
on a few qubits, 𝑚 = poly(𝑛) is the number of jump operators, and 𝜶 =

∑
𝑎 𝛼𝑎𝒆𝑎 ∈

R𝑚≥0 is a nonnegative vector close to zero. Here, the vector is nonnegative because
thermodynamic processes are generally irreversible. The irreversibility in thermal
perturbations is crucial to ensure that there are fewer than doubly-exponentially many
local minima in the energy landscape; see the discussion in Appendix 4.6.

We define a local minimum under thermal perturbations to be a state 𝝆 with the
minimum energy tr(𝑯𝝆) under thermal perturbations given in Eq. (4.1). Given the
definition, we next study how tractable is the problem of finding a local minimum
under thermal perturbations. Our complexity-theoretic results show that finding
local minima under thermal perturbations is both quantumly easy (Section 4.2)
and classically hard (Section 4.2), the latter under the well-accepted assumption
that not all quantum circuits can be efficiently simulated on classical computers
(BPP ≠ BQP).

Finding local minima is easy for quantum computers

If our notion of local minima properly captures how a quantum system behaves in a
cold environment, we expect finding local minima to be quantumly easy. Indeed, in
the following theorem, we prove that a quantum computer can always efficiently find
a local minimum of 𝑯 under thermal perturbations starting from any initial state.

Theorem 4.2.1 (Quantumly easy to find local minima under thermal perturbations;
informal). The problem of finding an 𝜖-approximate local minimum of an 𝑛-qubit
local Hamiltonian 𝑯 under thermal perturbations with inverse temperature 𝛽 and
time scale 𝜏 can be solved in poly(𝑛, 1/𝜖, 𝛽, 𝜏) quantum computational time.
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The formal statement is given in Theorem 4.9.1 and is proven in Appendix 4.11. To
establish the theorem, we propose a quantum thermal gradient descent algorithm
that cools down a quantum system by performing gradient descent based on quantum
thermodynamics. This result builds on the recent algorithmic developments for
quantum Markov Chain Monte Carlo methods [41, 61, 149, 167].

Finding local minima is hard for classical computers

While local minima are easier to find than ground states for quantum computers,
how hard is it to find them? As our second main result, we address this question
by considering a class of geometrically local Hamiltonians {𝑯𝐶} on a 2D lattice,
such that the ground state of 𝑯𝐶 encodes the outcome of a polynomial-size quantum
circuit 𝐶 using a modified Kitaev’s circuit-to-Hamiltonian construction [3, 100, 142].
To understand the computational hardness, we provide the following characterization
of the energy landscape.

Theorem 4.2.2 (No suboptimal local minimum in BQP-hard Hamiltonians; informal).
For any quantum circuit 𝐶 with size |𝐶 |, all approximate local minima of the
geometrically local 2D Hamiltonian 𝑯𝐶 under thermal perturbations with inverse
temperature 𝛽 = Poly( |𝐶 |) and time scale 𝜏 = Poly( |𝐶 |) are close to the ground
state.

This theorem is the most technically involved contribution of this work. The formal
statement is given in Theorem 4.9.2 and is proven in Appendix 4.14. Conceptually,
the landscape of these 2D Hamiltonians has a nice bowl shape, like in convex
optimization [25]. Therefore, performing thermal gradient descent (Theorem 4.2.1)
allows us to prepare the ground state starting from an arbitrary initial state. To prove
the theorem, we develop a set of techniques for establishing that a Hamiltonian 𝑯

has no suboptimal local minima, i.e., all local minima of 𝑯 are global minima.

Using this energy landscape characterization, we can show that finding a local
minimum under thermal perturbations is classically intractable, assuming quantum
computation is more powerful than classical computation. Suppose that a classical
computer can efficiently find any local minima under thermal perturbations. Then by
Theorem 4.2.2, the classical computer can efficiently find the ground state of 𝑯𝐶

and thus simulate any efficient quantum circuit 𝐶, which is widely believed to be
impossible. See Theorem 4.9.3 for a formal statement and the proof.
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Theorem 4.2.3 (Classically hard to find local minima under thermal perturbations;
informal). Assume the widely believed conjecture that BPP ≠ BQP. The problem
of finding an approximate local minimum of an 𝑛-qubit local Hamiltonian 𝑯 under
thermal perturbations is universal for quantum computation and is thus classically
hard.

Local minima under local unitary perturbations
Instead of defining local minima in terms of thermal perturbations, one could consider
local unitary perturbations instead. Local unitary perturbations are mathematically
simple and commonly considered in adaptive variational quantum eigensolvers
[35, 77, 143]. However, as we now explain, the task of finding a local minimum with
respect to unitary perturbations is classically easy and, therefore, does not fulfill our
goal of identifying a problem that separates quantum from classical computation.

Local unitary perturbations are short-time unitary evolutions under a sum of few-body
Hermitian operators (e.g., a quantum circuit consisting of near-identity two-qubit
gates). A local unitary perturbation of an 𝑛-qubit pure state|𝜓⟩ is given by

(local unitary perturbation): |𝜓⟩ → exp

(
−i

𝑚∑︁
𝑎=1

𝛼𝑎𝒉
𝑎

)
|𝜓⟩,

where 𝒉𝑎 is a Hermitian operator acting on a few qubits, 𝑚 = poly(𝑛) is the number
of such Hermitian operators, and 𝜶 =

∑
𝑎 𝛼𝑎𝒆𝑎 ∈ R𝑚 is a vector close to zero. This

definition is inspired by adaptive VQE [35, 77, 143], and is the state version of
the Riemannian geometry of quantum computation defined in [140]. When one
variationally minimizes the energy by applying unitary gates, one finds a local
minimum under local unitary perturbations.

We prove that for any Hamiltonian 𝑯, a random 𝑛-qubit pure state is almost always a
local minimum of 𝑯 under local unitary perturbations; see Lemma 4.4.1 in Methods.
Hence, there are exp(exp(Ω(𝑛))) many suboptimal local minima in the energy
landscape, i.e., a large barren plateau. Because the number of local minima is
enormous, the properties of these local minima concentrate on fixed values, making
this problem classically easy.

Proposition 4.2.1 (Classically easy to find local minima under local unitary per-
turbations; informal). The problem of finding approximate local minima of 𝑛-qubit
local Hamiltonian 𝑯 under local unitary perturbations is classically easy.
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See Proposition 4.9.1 for the detailed statement and Appendix 4.9 for its proof. Aside
from being classically easy, the landscape defined by local unitary perturbation is
not physically well motivated because a physical system in contact with a thermal
bath cools by open system dynamics rather than by unitary dynamics acting on the
system.

4.3 Discussion
We have good reasons for believing that scalable fault-tolerant quantum computers will
be more powerful than classical computers, but for what problems of practical interest
should we expect a superpolynomial quantum advantage? Quantum computers might
substantially speed up the task of characterizing properties of ground states for some
local Hamiltonians that arise in physics, chemistry, and materials science, but it is
not clear how to identify particular problems for which such speedups occur [109].
In some cases, classical methods provide good solutions, while in other cases, the
problem is hard even for quantum computers.

Here, we have focused on an easier problem, namely finding local minima rather than
global minima of a Hamiltonian. This problem is well motivated physically because
the task of finding a local minimum under thermal perturbations is routinely carried
out by actual physical systems when in contact with a cold thermal bath. We showed
that this problem is solved efficiently by a proposed quantum optimization algorithm,
the quantum thermal gradient descent algorithm. Furthermore, we showed that
finding a local minimum is classically hard in general (assuming that BPP ≠ BQP).
Hence, the local minimum problem is a quantumly tractable alternative to the ground
state problem for which superpolynomial quantum advantage can be achieved for
some problem instances.

There have been other proposals for solving classically hard problems by finding
suitable quantum states, such as designing a gapped adiabatic path for Hamiltonians
to find ground states [3], engineering Lindbladians to have rapid dissipative evolution
towards steady states [174] and performing quantum phase estimation on an initial
state with high ground-state overlap [70]. These approaches draw inspiration from
physics to motivate algorithms for solving problems on analog and digital quantum
devices but do not emulate naturally occurring physical processes. In contrast, the
problem of finding a local minimum is motivated by ubiquitous physical processes
in Nature that produce the low-energy states studied in physics, chemistry, and
materials science. Furthermore, the local minima problem enjoys the robustness of
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thermodynamics: one merely needs to specify macroscopic bath quantities 𝛽 and 𝜏
without worrying about microscopic details, and the choice of jump operators can be
flexible since adding more jumps (even unwanted ones) only removes suboptimal
local minima.

There are a plethora of classical algorithms for minimizing energies of quantum
systems based on classical variational ansatzes for quantum states, such as tensor
networks [1, 13, 52, 82, 93, 95, 106, 145, 156, 162, 163, 172, 173, 177, 178, 183, 187]
and neural quantum states [33, 46, 47, 59, 60, 67, 74, 88, 120, 131, 141, 175]. These
classical algorithms find a local minimum within a family of states defined by the
classical variational ansatz. However, such a local minimum for the classical ansatz
might not be a local minimum under thermal perturbations. If not, we can load the
state found by the classical algorithm into a quantum computer and find a lower
energy state by running the quantum thermal gradient descent algorithm. A corollary
of our main results states the following.

Corollary 4.3.1 (Quantum advantage in finding lower-energy state; informal).
Assume that not all polynomial-size quantum circuits can be efficiently simulated
classically. Then there are 2D geometrically local Hamiltonians such that given any
classical ansatz that allows efficient estimation of single-qubit observables and an
output state 𝝆# of any efficient classical algorithm that optimizes the classical ansatz,
running quantum thermal gradient descent starting at 𝝆# strictly lowers the energy.

A formal statement is in Corollary 4.9.1, and its proof is in Appendix 4.9. In many
cases, we can check if the classically optimized state 𝝆# is a local minimum under
thermal perturbation by executing an efficient classical computation to compute the
energy gradient. A negative energy gradient confirms that a quantum algorithm
starting from 𝝆# could outperform the classical algorithm.

Furthermore, we may be able to do better than quantum thermodynamics by
sharpening our quantum algorithms. Indeed, we may modify the thermal Lindbladians
to have nicer analytic properties or lower algorithmic cost [39]. While these synthetic
Lindbladians may not simulate Nature, they constitute a broader class of Quantum
Markov Chain Monte Carlo algorithms [39, 41, 61, 149, 167] that may improve upon
Nature. Apart from Lindbladians, other families of perturbations, such as unitary
perturbations accompanied by mid-circuit measurements and/or qubit resets, may also
yield nice bowl-shaped energy landscapes without suboptimal local minima. Progress
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in this direction could lead to more efficient quantum optimization algorithms for
finding low-energy states or for other applications.

Many other interesting and challenging questions remain open. Sometimes, when
a system performs a random walk over a large plateau of suboptimal local minima
for a sufficiently long time, the system escapes the plateau and reaches the true
ground state (see, e.g., Case 1 in section 4.13). Could we characterize when ground
states can be found efficiently despite having many suboptimal local minima? Our
conclusion that finding local minima under thermal perturbations is classically hard
relied on the complexity-theoretic conjecture that BPP ≠ BQP. Can we prove
unconditionally that finding local minima is hard for classical algorithms, perhaps
within a black-box oracle model? We have shown that there is a quantum advantage in
finding local minima of quantum systems. Might there also be a quantum advantage
in finding better local minima in classical optimization problems under some variant
of quantum thermal gradient descent?

While ground state problems are hard to solve in general, many experimentally
observed quantum systems efficiently relax to their ground states when cooled. This
physical phenomenon suggests that perhaps many Hamiltonians of interest in physics,
chemistry, and materials science have no suboptimal local minima. We have shown in
Theorem 4.2.2 that a particular family of BQP-hard Hamiltonians has no suboptimal
local minima under thermal perturbation. An important future goal is to characterize
broader classes of Hamiltonians that have a similarly good energy landscape. Our
proposed negative gradient condition suffices to rule out suboptimal local minima
(Lemma 4.8.3), but checking this condition for a general Hamilton involves highly
complex calculations. It would be helpful to develop more general-purpose and
efficient methods to verify this property for specified physical Hamiltonians over
spins, fermions, or bosons. We hope the ideas and techniques presented here will
yield a deeper understanding of the energy landscapes of quantum systems and
point toward promising opportunities for achieving quantum advantage for physically
relevant problems.

Data availability
We do not analyse or generate any datasets, because our work proceeds within a
theoretical and mathematical approach.
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Code availability
We do not have any computer code, because our work proceeds within a theoretical
and mathematical approach. All algorithms are analyzed mathematically in the
Supplementary Information.
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4.4 Methods
Local minima under thermal perturbations
A central concept that enables us to understand the energy landscape and establish
the computational complexity of finding local minima under thermal perturbations
in Theorem 4.2.1 and 4.2.3 is the energy gradient operator,

(energy gradient operator):
𝑚∑︁
𝑎=1
L†𝛽,𝜏,𝑯𝑎 (𝑯)𝒆𝑎,

where the adjoint L† is the Heisenberg-picture Lindbladian, i.e., tr(L† [𝑶]𝝆) =
tr(𝑶L[𝝆]). The energy gradient operator is a vector of individual gradient operators2
associated with each jump operator 𝑨𝑎. Indeed, the energy gradient operator naturally

2This is similar to the spin operator 𝝈 = 𝜎𝑥𝑥 + 𝜎𝑦 𝑦̂ + 𝜎𝑧𝑧, which is a vector of Hermitian
observables.
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emerges by taking an infinitesimal perturbation, i.e., the gradient of the energy tr(𝑯𝝆),

tr

(
𝑯 exp

(
𝑚∑︁
𝑎=1

𝛼𝑎L𝛽,𝜏,𝑯𝑎

)
(𝝆)

)
= tr(𝑯𝝆) +𝜶 ·

𝑚∑︁
𝑎=1

tr
(
L†𝛽,𝜏,𝑯𝑎 (𝑯)𝝆

)
𝒆𝑎 + O(∥𝜶∥2).

In Appendix 4.8, we describe the formal definition and some properties of the
energy gradient. We provide a concrete example by showing the sets of local
minima for ferromagnetic Ising chains under different longitudinal field strengths in
Appendix 4.13.

Quantum thermal gradient descent

To establish Theorem 4.2.1 showing that finding local minima under thermal
perturbations is quantumly easy, we propose an algorithm called quantum thermal
gradient descent. Gradient descent is necessary when the inverse temperature 𝛽 and
time scale 𝜏 are not infinite. When 𝛽 = 𝜏 = ∞, the energy gradient L†∞,∞,𝑯𝑎 (𝑯) ⪯ 0
is nonpositive. In this case, the algorithm can just perform a random walk along
random directions because no perturbations increase energy, and the use of gradient
descent is not necessary. But when 𝛽 and 𝜏 are finite, the energy gradient can be
positive. To find a local minimum that is a minimum under all thermal perturbations,
the algorithm needs to carefully walk in directions with negative energy gradients.

To prove the convergence of quantum thermal gradient descent to a local minimum,
we show that every small gradient step starting from a state that is not an approximate
local minimum will decrease the energy. Because the energy of a quantum system
cannot go unboundedly to negative infinity, the algorithm must terminate at some
point, which means it will find an approximate local minimum. To establish this
claim, we derive analytic properties of thermal Lindbladians based on a smoothness
bound on the second derivatives in [39]. To implement a gradient step based on
thermal perturbations on a quantum computer, we build on a recently developed
efficient quantum algorithm that simulates thermal Lindbladian evolution using a
quantum circuit augmented by mid-circuit measurements [39].

All local minima are global

We now highlight the proof idea for Theorem 4.2.2 showing that all approximate local
minima are close to ground states in a family of Hamiltonians with classically-hard
ground states. The family of geometrically local 𝑛-qubit Hamiltonians {𝑯𝐶} in a
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2D lattice studied in this work is a modification of Kitaev’s circuit-to-Hamiltonian
construction [100, 142] where the ground state encodes the computation of a quantum
circuit 𝑼𝐶 = 𝑼𝑇 . . .𝑼1. In particular, we design the ground state of 𝑯𝐶 to be

𝑇∑︁
𝑡=0

√︁
𝜉𝑡

(
𝑼𝑡 · · ·𝑼1 |0𝑛⟩

)
⊗

��1𝑡0𝑇−𝑡〉, where 𝜉𝑡 :=
1
2𝑇

(
𝑇

𝑡

)
.

The binomial coefficient 𝜉𝑡 is our modification of Kitaev’s construction and is chosen
to ensure that desired properties hold for the spectrum and the energy gradients.3
Estimating local properties of the ground state of 𝑯𝐶 is equivalent to simulating the
quantum circuit 𝐶, which is BQP-hard. Hence, under the standard assumption that
not all quantum circuits can be simulated by classical computations, estimating local
properties of the ground state of 𝑯𝐶 is classically hard.

Given the Hamiltonian 𝑯𝐶 , showing that all of its approximate local minima under
thermal perturbations are also approximate global minima seems daunting due to the
complex expression for the thermal Lindbladian L𝛽,𝜏,𝑯𝑎 and the doubly exponentially
large space of possible quantum states. Previous studies on circuit-to-Hamiltonian
mappings mainly focused on the lowest energy states. Here, we need to worry about
potential local minima in all excited states in any superposition. To make progress,
we propose a sufficient condition in Appendix 4.8 that captures the nice landscape of
𝑯𝐶 and rules out the presence of any suboptimal local minimum. Let 𝑷𝐺 (𝑯) be
the projector onto the ground state space of 𝑯. Assume there exists a unit vector
𝜶̂ ∈ R𝑚≥0 and 𝑟 > 0 with

(negative gradient condition): −
𝑚∑︁
𝑎=1

𝛼̂𝑎L†𝛽,𝜏,𝑯𝑎 (𝑯) ⪰ 𝑟 (𝑰 − 𝑷𝐺 (𝑯)).

This negative gradient condition implies that any state with a small ground state
overlap must experience a substantially negative energy gradient, i.e., it must not be
a local minimum.

To prove that 𝑯𝐶 satisfies the negative gradient condition, we propose a series of
lemmas and mathematical techniques for characterizing energy gradients in few-qubit
systems, in commuting Hamiltonians, and in subspaces of the Hamiltonian, which
are stated in Appendix 4.12 and proven in Appendix 4.16. These new techniques
build on the operator Fourier transform, and the secular approximation given in [39]

3The binomial distribution ensures the Bohr-frequency gap is sufficiently large, which is central
to the robustness of energy gradients under errors due to finite temperature and small perturbations.
We believe that the standard circuit-to-Hamiltonian construction also has a large Bohr-frequency gap,
but the proof seems more difficult.
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for systematically handling energy uncertainty in thermal Lindbladians, which we
review and adapt for our purpose in Appendix 4.15. Using these techniques, we
analyze the energy gradient of the entire system perturbatively by considering a
sequence of Hamiltonians

𝑯1 → 𝑯2 → 𝑯3 = 𝑯𝐶 with refining ground spaces 𝑷1 ⊃ 𝑷2 ⊃ 𝑷3,

where ∥𝑯1∥ ≫ ∥𝑯2 − 𝑯1∥ ≫ ∥𝑯3 − 𝑯2∥.

Through these perturbations, we sequentially rule out local minima in excited states
of the Hamiltonian 𝑯1,𝑯2 and, finally, 𝑯3 = 𝑯𝐶 . For example, we show the first
Hamiltonian 𝑯1 satisfies the negative gradient condition and that the gradient is
stable under perturbation going from 𝑯1 → 𝑯2 → 𝑯3. Controlling perturbations
of the energy gradient is surprisingly challenging, and it is not a priori clear why
this stability property should hold due to multiple (possibly competing) energy
scales, including 𝛽−1, 𝜏−1, the spectral gap, and the Bohr-frequency gap.4 The
perturbative errors are not suppressed by the spectral gap of the Hamiltonian as seen
in standard settings, but instead by the Bohr-frequency gap, which can be much
smaller (see Theorem 4.16.1). These techniques allow us to establish the robustness
of energy gradients when perturbing a degenerate Hamiltonian with a sufficiently
large Bohr-frequency gap.

We emphasize that while we proved that 𝑯𝐶 has no suboptimal local minima
when 𝐶 is a polynomial-size quantum circuit, the same is not true for general
local Hamiltonians. Finding the ground state of a local Hamiltonian is a QMA-
hard problem; hence, we do not expect it to be solved efficiently by the quantum
thermal gradient descent algorithm or by any other quantum algorithm. In the
case of a quantum circuit that verifies the witness for a problem in QMA, Kitaev’s
corresponding local Hamiltonian contains a term, often denoted 𝑯i𝑛, which specifies
some of the input qubits and leaves the input qubits corresponding to the witness
unspecified, and a term, often denoted 𝑯o𝑢𝑡 , which checks whether the witness
is accepted. Due to the unspecified witness qubits in 𝑯i𝑛, the energy landscape
contains a significant number of local minima corresponding to all possible witnesses.
Furthermore, most of these local minima correspond to rejected witnesses and are
suboptimal because of the energy penalty from 𝑯o𝑢𝑡 . For these QMA-complete
Hamiltonians, quantum thermal gradient descent is likely to remain stuck for a long
time at a suboptimal local minimum. In 𝑯𝐶 , the term 𝑯i𝑛 specifies all input qubits,

4Recall that spectral gap is the minimum nonzero difference between energy eigenvalues.
Bohr-frequency gap is the minimum nonzero difference between the difference of energy eigenvalues.
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and the term 𝑯o𝑢𝑡 is absent, which greatly simplifies the energy landscape, enabling
quantum thermal gradient descent to find the global minimum efficiently.

Local minima under local unitary perturbations
We present the central idea for proving Proposition 4.2.1 that establishes the classical
easiness for finding local minima under local unitary perturbations.

To understand how easy the problem of finding local minima under local unitary
perturbations is, we need to characterize the energy landscape. The following lemma
provides a universal characterization of the structure of the energy landscape under
local unitary perturbations. The formal statement is given in Lemma 4.7.1, and the
proof is given in Appendix 4.7.

Lemma 4.4.1 (Barren plateau; informal). Given any 𝑛-qubit local Hamiltonian 𝑯.
A random pure 𝑛-qubit state |𝜓⟩ is an approximate local minimum of 𝑯 under local
unitary perturbations.

The proof of the above lemma illustrates the following physical picture: the energy
landscape in the pure state space defined in terms of local unitary perturbations
consists of a large barren plateau [129] with doubly-exponentially many approximate
local minima having exponentially small energy gradient. Additionally, almost all
of the local minima have local properties that are exponentially close to that of the
maximally mixed state. As a result, while finding ground states is classically hard,
finding local minima under local unitary perturbations is classically trivial.

4.5 Appendix:Notations and Preliminaries
Before we begin stating and proving our results formally in the rest of the appendices,
we present some notations used throughout the paper. We also give a brief review of
key concepts in quantum information theory that we utilize in this work.
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Notations
This section recapitulates notations, and the reader may skim through this and return
as needed.

𝑯 :=
∑︁
𝑖

𝐸𝑖 |𝜓𝑖⟩⟨𝜓𝑖 | Hamiltonian and the eigendecomposition

Spec(𝑯) := {𝐸𝑖} the spectrum of the Hamiltonian

𝜈 ∈ 𝐵(𝑯) := {𝐸𝑖 − 𝐸 𝑗 | 𝐸𝑖, 𝐸 𝑗 ∈ Spec(𝑯)} the set of Bohr frequencies

Δ𝜈 (𝑯) := min{|𝜈1 − 𝜈2 | : 𝜈1 ≠ 𝜈2 ∈ 𝐵(𝑯)} the Bohr-frequency gap

𝑨(𝑡) := ei𝑯𝑡𝑨e−i𝑯𝑡 Heisenberg evolution for operator 𝑨

𝑚 : the number of jump operators

{𝑨𝑎}𝑚𝑎=1 : the set of jump operators

𝝆 : the density matrix

L : a Lindbladian in the Schrodinger Picture

𝛽 : the inverse temperature

𝑨̂ 𝑓 (𝜔) :=
1
√

2𝜋

∫ ∞

−∞
𝑓 (𝑡)e−i𝜔𝑡𝑨(𝑡)d𝑡 Operator Fourier transform of 𝑨 under 𝑓

𝑓𝜏 (𝑡) :=
1
√
𝜏
· 1( |𝑡 | ≤ 𝜏/2) the normalized window function with width 𝜏

𝑓 (𝜔) = 1
√

2𝜋

∫ ∞

−∞
e−i𝜔𝑡 𝑓 (𝑡)d𝑡 Fourier transform of a scalar function 𝑓 (𝑡)

𝑨𝜈 :=
∑︁

𝐸2−𝐸1=𝜈

𝑷𝐸2 𝑨𝑷𝐸1 operator 𝑨 at exact Bohr frequency 𝜈

𝑰 : the identity operator

∥ 𝑓 ∥𝑝 := (
∫ ∞

−∞
| 𝑓 (𝑡) |𝑝d𝑡)1/𝑝 the 𝑝-norm of a function

∥𝑶∥ := sup
|𝜓⟩,|𝜙⟩

⟨𝜙 |𝑶 |𝜓⟩
∥ |𝜓⟩∥ · ∥ |𝜙⟩∥ the operator norm of a matrix 𝑶

∥𝑶∥𝑝 := (tr|𝑶 |𝑝)1/𝑝 the Schatten p-norm of a matrix 𝑶

∥L∥𝑝−𝑝 := sup
𝑶

∥L[𝑶] ∥𝑝
∥𝑶∥𝑝

the induced 𝑝 − 𝑝 norm of a superoperator L

We write scalars, functions and vectors in normal font, and natural constants e, i, 𝜋
are particularly in Roman font. We write matrices in bold font 𝑶 and super-operators
in curly font L.

Furthermore, we define the indicator function 1(𝑆) which is 1 if the statement 𝑆 is
true and 0 otherwise. For any orthogonal projector 𝑷, we denote 𝑷⊥ = 𝑰 − 𝑷. We
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<latexit sha1_base64="qJVUOHSM9hpCm3uSHow9M47lD+4=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerk9iOJ5ERkDJtE6EuoCh2AkN9g27bl+jTdDfotg9SUrQjhsftaGPyfP/h5Yi/ZOGM0Vy0Wm+fPH3v/Q8+/OjZxyuffNr47PPnq1/087TgEelFKUv5AKOcMJqQnqCCkUHGCYoxI1f4LtD8ShKe0zTpivuMDGM0SeiYRkio0GWYFLfPm631VnX5sNGeN5re/OrcrjZWw1EaFTFJRMRQnt+0W5kYzhAXNGKkXFkJi5xkKLpDEzJDcZ7fx7j012IkprnLdHAZuynE+OfhjCZZIUgSKYli44L5IvX1PvwR5SQS7F41UMSpmtqPpoijSKjdLp3l8bpwrAJrvj1lVU1VyLv8peAF+c5HjFWx/CVmBRnOpmpizslYZTqDcXRHRLmyZgcTJDDFepY1hDEnciXkJCG/RGkco2Q0CyWJylmoFxLa4WBTRfWKI8Rmm6VLtyy6BShigcUDl28tKMYQBttW6jagOxbdAQPv1AMDGOxaqbuA7ll0D9B9i+4DemDRA0APLXoI6JFFjwA9tugxoCcWPQH01KKnoFSndakADM6s1DNAOxbtgIE79cAABudW6jlIPa9TAQwurNQLkHpRpwIYXFqpl4B2LdoFtGfRHqB9i/YBvbLoFaADiw4Afe1bWHVcfm3h68f0W+3qLFcCibhqUJYm+mnxaAC5WdkeelsiAxAAWwYAv0tsAAYgMACYXG4bAPwtdwwA7pW7BgDjyj0DgGflvgHArvLAAOBUeWgAMKk8MgD4Ux4bAKwpTwwArpSnBgDPyTMDgN1kxwBgJnluALCKvDAAGEFeGgA8ILsGgOMvewaAky/7BoBDL68MAOddDgwAR11WR10ReMrltSHXAOR0Es8Pqh+ajiPBtQZxJZJLVZJP08Uwulm670d9hxkZCydPl5jTyVQAY+GkmM+p/te4000rOEViGcSLREjihzFjCKu3RAUDfRDXHtOdBQSewmlMJosChabjSEZoMinND+Gls1OmzwDrE+4Wh2vAlwD1J1BQSsub9nBmylqFwjvCk+9b6xs/kDfvivrNtm8qD0XvDLvbS1IeV4sJ9WL9WbNd+uGSdWdGuDE0KbPmRnmrxUuGy2xZW8s2XBmzdOz/hON6fbWseurz6kkIbghDODd6TCcTUy+zqYe+u5aHjLrCJsOq2pLlWzl9N2dJAUn5sG7i7pIWCRU1py7n9D+hetMJXtMuBzhL2X0t6OgeGOE+qxW64wq6tqC7RIC4erK8mWvSTC059lXsVx0MGY2pyN0UOiormfp1yGWRWdNVPfc+02Skv53Sxdaxenypw6g+otruJxNs9DfW2z+uvzh/0Xy1Nf+ceuZ95X3tfeO1vZ+8V96+1/F6XuRNvN+8370/Gn82/mq8bfxtpE+fzHO+9B5djX/+BXkWZ3o=</latexit>⌫

<latexit sha1_base64="YGcWRjXkmMjKSnCKRJSgNtCutHQ=">AAAOK3ichZdbbyM1FMdnl9tSCGzhkZcRUQVCUCXVcnlZadvp/Zq2uZR2osqeOIlVz0Uej9kqGj4Cr/Al+DQ8gXjle2CPk47rE9h5iX1+/+PLGf9nMjhjNBet1p9Pnr719jvvvvfs/ZUPPmx89PHz1U/6eVrwiPSilKX8CqOcMJqQnqCCkauMExRjRgb4LtB8IAnPaZp0xX1GhjGaJHRMIyR0KEyKL26fN1vrreryYaM9bzS9+dW5XW2shqM0KmKSiIihPL9ptzIxnCEuaMRIubISFjnJUHSHJmSG4jy/j3Hpr8VITHOX6eAydlOI8Q/DGU2yQpAkUhLFxgXzRerrjfgjykkk2L1qoIhTNbUfTRFHkVDbXTrL43XhWAXWfHvKqpyqknf5S8EL8rWPGKti+UvMCjKcTdXEnJOxynQG4+iOiHJlzQ4mSGCK9SxrCGNO5ErISUJ+itI4RsloFkoSlbNQLyS0w8GmiuoVR4jNNkuXbll0C1DEAosHLt9aUIwhDLat1G1Adyy6AwbeqQcGMNi1UncB3bPoHqD7Ft0H9MCiB4AeWvQQ0COLHgF6bNFjQE8segLoqUVPQalO61IBGJxZqWeAdizaAQN36oEBDM6t1HOQel6nAhhcWKkXIPWiTgUwuLRSLwHtWrQLaM+iPUD7Fu0DOrDoANAri14B+qNvYdVx+bWFrx/Tr7Srs1wJJOKqQVma6KfFowHkZmV76G2JDEAAbBkA/C6xARiAwABgcrltAPC33DEAuFfuGgCMK/cMAJ6V+wYAu8oDA4BT5aEBwKTyyADgT3lsALCmPDEAuFKeGgA8J88MAHaTHQOAmeS5AcAq8sIAYAR5aQDwgOwaAI6/7BkATr7sGwAOvRwYAM67vDIAHHVZHXVF4CmX14ZcA5DTSTw/qH5oOo4E1xrElUguVUk+TRfD6Gbpvh/1HWZkLJw8XWJOJ1MBjIWTYj6n+mPjTjet4BSJZRAvEiGJH8aMIazeEhUM9EFce0x3FhB4CqcxmSwKFJqOIxmhyaQ0P4SXzk6ZPgOsT7hbHK4BXwLUv0BBKS1v2sOZKWsVCu8IT75prW98S16/Keo3276pPBS9MexuL0l5XC0m1Iv1Z8126YdL1p0Z4cbQpMyaG+WtFi8ZLrNlbS3bcGXM0rH/E47r9dWy6qnPqychuCEM4dzoMZ1MTL3Mph767loeMuoKmwyrakuWb+X03ZwlBSTlw7qJu0taJFTUnLqc0/+E6k0neE27HOAsZfe1oKN7YIT7rFbojivo2oLuEgHi6snyeq5JM7Xk2Fexn3UwZDSmIndT6KisZOrXIZdFZk1X9dz7TJOR/nhKF1vH6vGlDqP6iGq7n0yw0d9Yb3+3/uL8RfPV1vxz6pn3mfe596XX9r73Xnn7XsfreZE39X7xfvV+a/ze+KPxV+NvI336ZJ7zqffoavzzL8R3Z6s=</latexit>

⌫0

(                )

<latexit sha1_base64="c/7UCjhRwxRk7cNsMS2EUTMmOIk=">AAAOLXichZdbbyM1FMdnl9tSCGzhkZcRUaUFQZVUy+VlpW2m99umbZKWdqLKnjiJqecij8dsFQ2fgVf4EnwaHpAQr3wN7HHScX0COy+xz+9/fDnj/0wGZ4zmotX689Hjt95+5933nry/8sGHjY8+frr6ySBPCx6RfpSylF9ilBNGE9IXVDBymXGCYszIBb4NNL+QhOc0TXriLiPDGE0SOqYREio06DwL5d4XN0+brfVWdfmw0Z43mt786t6sNlbDURoVMUlExFCeX7dbmRjOEBc0YqRcWQmLnGQoukUTMkNxnt/FuPTXYiSmuct0cBm7LsT4++GMJlkhSBIpiWLjgvki9fVW/BHlJBLsTjVQxKma2o+miKNIqA0vneXhunCsAmu+PWVVUFXL2/yF4AX5ykeMVbH8BWYFGc6mamLOyVhlOoNxdEtEubJmBxMkMMV6ljWEMSdyJeQkIT9FaRyjZDQLJYnKWagXEtrhYFNF9YojxGabpUs7Fu0Ailhg8cDlnQXFGMJgy0rdAnTbottg4O16YACDHSt1B9Bdi+4CumfRPUD3LboP6IFFDwA9tOghoEcWPQL02KLHgJ5Y9ASU6qQuFYDBKyv1FaBdi3bBwN16YACDUyv1FKSe1qkABmdW6hlIPatTAQzOrdRzQHsW7QHat2gf0IFFB4BeWPQC0EuLXgL6g29h1XH5lYWvHtIvtauzXAkk4qpBWZrop8WDAeRmZXvobYkMQAB0DAB+l9gADEBgADC53DIA+FtuGwDcK3cMAMaVuwYAz8o9A4Bd5b4BwKnywABgUnloAPCnPDIAWFMeGwBcKU8MAJ6TrwwAdpNdA4CZ5KkBwCryzABgBHluAPCA7BkAjr/sGwBOvhwYAA69vDAAnHd5aQA46rI66orAUy6vDLkCIKeTeH5Q/dB0HAmuNYgrkVyqknyaLobRzdJ9P+o7zMhYOHm6xJxOpgIYCyfFfM5QtZy0aQWnSCyDeJEISXw/Zgxh9ZaoYKAP4tpDur2AwFM4jclkUaDQdBzJCE0mpfkhvHR2yvQZYAPC3eJwDfgSoP4HCkpped0ezkxZq1B4S3jydWt94xvy+k1Rv9n2TeWh6I1hd3tJyuNqMaFerD9rtks/XLLuzAg3hiZl1twob7R4yXCZLWtr2YYrY5aO/Z9wXK+vllVPfV49CcENYQjnRo/pZGLqZTZ133fXcp9RV9hkWFVbsnwrZ+DmLCkgKe/XTdxd0iKhoubU5Zz+J1RvOsFr2uMAZym7qwVd3QMj3GW1QndcQc8W9JYIEFdPltdzTZqpJce+iv2sgyGjMRW5m0JHZSVTvw45LzJruqrn3meajPTnU7rYOlaPL3UY1UdU2/1kgo3Bxnr72/Xnp8+bLzvzz6kn3mfe594zr+1957309ryu1/ci70fvF+9X77fG740/Gn81/jbSx4/mOZ96D67GP/8C+jJoBg==</latexit>

B(H)

<latexit sha1_base64="+xOj0eg0uGsB/ppUdS+7tS2abcM=">AAAOLnichZdbb+NEFMe9y20pBLbwyItFFLEgqJJq2eVlpW3c+zVtcymto2rGmSSjjC8aj4etIvMdeIUvwadB4gHxysdg7Enq6ZzA+iUz5/c/czmevx3jhNFUNJt/Pnr8zrvvvf/Bkw/XPvq49smnT9c/66dxxgPSC2IW8yuMUsJoRHqCCkauEk5QiBkZ4JlX8IEkPKVx1BV3CRmGaBLRMQ2QUKFB+5kv97/6+vZpvbnRLC8XNlqLRt1ZXJ3b9dq6P4qDLCSRCBhK05tWMxHDOeKCBozka2t+lpIEBTM0IXMUpuldiHO3ESIxTW1WBFexm0yMfxjOaZRkgkSBkig2zpgrYrfYizuinASC3akGCjhVU7vBFHEUCLXjlbM8XBcOVaDhmlOWFVXFnKWvBM/Ity5irIylrzDLyHA+VRNzTsYq0xqMoxkR+VrDDEZIYIqLWRoIY07kms9JRH4K4jBE0WjuSxLkc79YiG+GvS0VLVYcIDbfym3aNmgbUMQ8g3s2by8pxhB620bqNqA7Bt0BA+9UAwPo7Rqpu4DuGXQP0H2D7gN6YNADQA8NegjokUGPAD026DGgJwY9AfTUoKegVKdVqQD0zozUM0A7Bu2AgTvVwAB650bqOUg9r1IB9C6M1AuQelGlAuhdGqmXgHYN2gW0Z9AeoH2D9gEdGHQA6JVBrwD90TWw6tj82sDXD+k3hauTVAkk4qpBWRwVT4sHA8it0vbQ2xJpgABoawD8LrEGGABPA2Byua0B8Lfc0QC4V+5qAIwr9zQAnpX7GgC7ygMNgFPloQbApPJIA+BPeawBsKY80QC4Up5qADwnzzQAdpMdDYCZ5LkGwCryQgNgBHmpAfCA7GoAjr/saQBOvuxrAA69HGgAzru80gAcdVkedUXgKZfXmlwDkNJJuDiorq87lgRXGsSVSK5UST6Nl8MUzdx+PxZ3mJGxsPKKEnM6mQpgLBxlizl91bLSpiWcIrEK4mUiJOH9mCGE5VuihF5xEBsP6c4SAk/hOCSTZYF83bEkIzSZ5PqH8NzaKSvOAOsTbheHF4CvAOqPoKCU5jet4VyXtQz5M8Kj75obm9+TN2+LuvWWqysPRW8N29uLYh6Wi/GLxbrzeit3/RXrTrRwc6hT5vXN/LYQrxguMWWtQrZpy5ihY/8nHFfrq2TlU5+XT0JwQxjCqdZjOpnoeulN3ffttdxnVBXWGUbVVizfyOnbOSsKSPL7dRN7lzSLqKg4tTmn/wnVm07winY5wEnM7ipBp+iBEe6SSlF0bEHXFHRXCBBXT5Y3C02cqCWHror9XAR9RkMqUjuFjvJSpn4tcpklxnRlz77PNBoV30/xcutYPb7UYVQfUS37kwk2+psbrRcbz8+f11+3F59TT5wvnC+dZ07Leem8dvadjtNzAmfm/OL86vxW+732R+2v2t9a+vjRIudz58FV++dfRhRoNw==</latexit>

B(H 0)

<latexit sha1_base64="42MbwBSXlyh3ZK6vMqpOgTGKDPA=">AAAOMnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrANqaXzQCTKPerk9hOJpERkDJtE6EuoCh2AkN9i27bl+jLtLui2z5ESdGOGB63o43J8/2HlyP+koUzRnPRav3x5Ok77773/gfPPlz56OPGJ58+X/1skKcFj0g/SlnKrzDKCaMJ6QsqGLnKOEExZuQS3wWaX0rCc5omPXGfkWGMJgkd0wgJFbrphEnK41koB+Xt82ZrvVVdPmy0542mN7+6t6uN1XCURkVMEhExlOc37VYmhjPEBY0YKVdWwiInGYru0ITMUJzn9zEu/bUYiWnuMh1cxm4KMf5xOKNJVgiSREqi2Lhgvkh9vR9/RDmJBLtXDRRxqqb2oyniKBJq10tnebwuHKvAmm9PWVVVFfQufyl4Qb7xEWNVLH+JWUGGs6mamHMyVpnOYBzdEVGurNnBBAlMsZ5lDWHMiVwJOUnIT1EaxygZqeKTqJyFeiGhHQ42VFSvOEJstlG6dNOim4AiFlg8cPnmgmIMYbBlpW4Bum3RbTDwdj0wgMGOlboD6K5FdwHds+geoPsW3Qf0wKIHgB5a9BDQI4seAXps0WNATyx6Akp1UpcKwODUSj0FtGvRLhi4Ww8MYHBmpZ6B1LM6FcDg3Eo9B6nndSqAwYWVegFoz6I9QPsW7QM6sOgA0EuLXgJ6ZdErQF/7FlYdl19b+Pox/Vq7OsuVQCKuGpSliX5aPBpAblS2h96WyAAEwKYBwO8SG4ABCAwAJpdbBgB/y20DgHvljgHAuHLXAOBZuWcAsKvcNwA4VR4YAEwqDw0A/pRHBgBrymMDgCvliQHAc/LUAGA32TUAmEmeGQCsIs8NAEaQFwYAD8ieAeD4y74B4OTLgQHg0MtLA8B5l1cGgKMuq6OuCDzl8tqQawByOonnB9UPTceR4FqDuBLJpSrJp+liGN0s3fejvsOMjIWTp0vM6WQqgLFwUsznDFXLSZtWcIrEMogXiZDED2PGEFZviQoG+iCuPabbCwg8hdOYTBYFCk3HkYzQZFKaH8JLZ6dMnwE2INwtDteALwHqz6CglJY37eHMlLUKhXeEJ9+21jvfkTdvi/rNtm8qD0VvDbvb0/8/q8WEerH+rNku/XDJujMj7AxNyqzZKW+1eMlwmS1ra1nHlTFLx/5POK7XV8uqpz6vnoTghjCEc6PHdDIx9TKbeui7a3nIqCtsMqyqLVm+lTNwc5YUkJQP6ybuLmmRUFFz6nJO/xOqN53gNe1xgLOU3deCru6BEe6zWqE7rqBnC3pLBIirJ8ubuSbN1JJjX8V+1sGQ0ZiK3E2ho7KSqV+HXBSZNV3Vc+8zTUb6GypdbB2rx5c6jOojqu1+MsHGoLPe/n79xdmL5qvN+efUM+8L70vvK6/t/eC98va8rtf3Ii/1fvF+9X5r/N74s/FX428jffpknvO59+hq/PMvtK9q9Q==</latexit>

2kV k

<latexit sha1_base64="6wYedfaLxoVJ7TZUIIyanKOv7CQ=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerk9iOJ5ERkDJtE6EuoCh2AkN9g27bl+jTdDfotg9SUrQjhsftaGPyfP/h5Yi/ZOGM0Vy0Wm+fPH3v/Q8+/OjZxyuffNr47PPnq1/087TgEelFKUv5AKOcMJqQnqCCkUHGCYoxI1f4LtD8ShKe0zTpivuMDGM0SeiYRkio0GUYF7fPm631VnX5sNGeN5re/OrcrjZWw1EaFTFJRMRQnt+0W5kYzhAXNGKkXFkJi5xkKLpDEzJDcZ7fx7j012IkprnLdHAZuynE+OfhjCZZIUgSKYli44L5IvX1PvwR5SQS7F41UMSpmtqPpoijSKjdLp3l8bpwrAJrvj1lVU1VyLv8peAF+c5HjFWx/CVmBRnOpmpizslYZTqDcXRHRLmyZgcTJDDFepY1hDEnciXkJCG/RGkco2Q0CyWJylmoFxLa4WBTRfWKI8Rmm6VLtyy6BShigcUDl28tKMYQBttW6jagOxbdAQPv1AMDGOxaqbuA7ll0D9B9i+4DemDRA0APLXoI6JFFjwA9tugxoCcWPQH01KKnoFSndakADM6s1DNAOxbtgIE79cAABudW6jlIPa9TAQwurNQLkHpRpwIYXFqpl4B2LdoFtGfRHqB9i/YBvbLoFaADiw4Afe1bWHVcfm3h68f0W+3qLFcCibhqUJYm+mnxaAC5WdkeelsiAxAAWwYAv0tsAAYgMACYXG4bAPwtdwwA7pW7BgDjyj0DgGflvgHArvLAAOBUeWgAMKk8MgD4Ux4bAKwpTwwArpSnBgD PyTMDgN1kxwBgJnluALCKvDAAGEFeGgA8ILsGgOMvewaAky/7BoBDL68MAOddDgwAR11WR10ReMrltSHXAOR0Es8Pqh+ajiPBtQZxJZJLVZJP08Uwulm670d9hxkZCydPl5jTyVQAY+GkmM8ZqpaTNq3gFIllEC8SIYkfxowhrN4SFQz0QVx7THcWEHgKpzGZLAoUmo4jGaHJpDQ/hJfOTpk+A6xPuFscrgFfAtSfQEEpLW/aw5kpaxUK7whPvm+tb/xA3rwr6jfbvqk8FL0z7G4vSXlcLSbUi/VnzXbph0vWnRnhxtCkzJob5a0WLxkus2VtLdtwZczSsf8Tjuv11bLqqc+rJyG4IQzh3OgxnUxMvcymHvruWh4y6gqbDKtqS5Zv5fTdnCUFJOXDuom7S1okVNScupzT/4TqTSd4Tbsc4Cxl97Wgo3tghPusVuiOK+jagu4SAeLqyfJmrkkzteTYV7FfdTBkNKYid1PoqKxk6tchl0VmTVf13PtMk5H+dkoXW8fq8aUOo/qIarufTLDR31hv/7j+4vxF89XW/HPqmfeV97X3jdf2fvJeeftex+t5kTfxfvN+9/5o/Nn4q/G28beRPn0yz/nSe3Q1/vkXa1FneQ==</latexit>µ

<latexit sha1_base64="kfCxbLZTAPYdcn5xzv9PbOGtQSo=">AAAOM3ichZdbbyM1FMdnl9tSCGzhkZcRUSWEoEqq5fKy0rbT+zVtkzTbTlTZEyex6rnI45itRsPH4BW+BB8G8YZ45Ttgj5OO6xPYeYl9fv/jy4n/c8EZo7lotf548vSdd997/4NnH6589HHjk0+fr37Wz9MZj0gvSlnKBxjlhNGE9AQVjAwyTlCMGbnCd4HmV5LwnKZJV9xnZBijSULHNEJChcJwmzCBboswmZW3z5ut9VZ1+bDRnjea3vzq3K42VsNRGs1ikoiIoTy/abcyMSwQFzRipFxZCWc5yVB0hyakQHGe38e49NdiJKa5y3RwGbuZifGPw4Im2UyQJFISxcYz5ovU1xvyR5STSLB71UARp2pqP5oijiKhtr10lsfrwrEKrPn2lFVZVUXv8peCz8g3PmKsiuUvMZuRYTFVE3NOxirTGYyjOyLKlTU7mCCBKdazrCGMOZErIScJ+SlK4xgloyKUJCqLUC8ktMPBporqFUeIFZulS7csugUoYoHFA5dvLSjGEAbbVuo2oDsW3QED79QDAxjsWqm7gO5ZdA/QfYvuA3pg0QNADy16COiRRY8APbboMaAnFj0B9NSip6BUp3WpAAzOrNQzQDsW7YCBO/XAAAbnVuo5SD2vUwEMLqzUC5B6UacCGFxaqZeAdi3aBbRn0R6gfYv2Ab2y6BWgA4sOAH3tW1h1XH5t4evH9Gvt6ixXAom4alCWJvpu8WgAuVnZHnpbIgMQAFsGAL9LbAAGIDAAmFxuGwD8LXcMAO6VuwYA48o9A4Bn5b4BwK7ywADgVHloADCpPDIA+FMeGwCsKU8MAK6UpwYAz8kzA4DdZMcAYCZ5bgCwirwwABhBXhoAPCC7BoDjL3sGgJMv+waAQy+vDADnXQ4MAEddVkddEXjK5bUh1wDkdBLPD6ofmo4jwbUGcSWSS1WST9PFMLpZus9H/Q8zMhZOni4xp5OpAMbC6nXGzKlfbJy0aQWnSCyDeJEISfwwZgxh9ZSoYKAP4tpjurOAwFM4jclkUaDQdBzJCE0mpfkhvHR2yvQZYH3C3eJwDfgSoN4GBaW0vGkPC1PWKhTeEZ5821rf+I68eVvUb7Z9U3koemvY3V6S8rhaTKgX6xfNdumHS9adGeHG0KQUzY3yVouXDJfZsraWbbgyZunY/wnH9fpqWXXX59WdEPwhDOHc6DGdTEy9zKYe+u5aHjLqCpsMq2pLlm/l9N2cJQUk5cO6ibtLOkuoqDl1Oaf/CdWTTvCadjnAWcrua0FH98AI91mt0B1X0LUF3SUCxNWd5c1ck2ZqybGvYj/rYMhoTEXuptBRWcnUr0MuZ5k1XdVz/2eajPRHVLrYOla3L3UY1UdU2/1kgo3+xnr7+/UX5y+ar7bmn1PPvC+8L72vvLb3g/fK2/c6Xs+LvMz7xfvV+63xe+PPxl+Nv4306ZN5zufeo6vxz78MB2tx</latexit>

�⌫

<latexit sha1_base64="yehDoKhlNJxgd37Ei7TUvmbVO3U=">AAAOOXichZfLbuM2FIY109s0rdukXXYj1AgwLdrADqad2QwwiXK/OokvmURGQMq0TYS6gKLYBIL6JN22L9En6bK7otu+QCnRjhget6ONyfP9h5cj/pKFE0ZT0Wr98eTpe+9/8OFHzz5e+uTTxmefL6980U/jjAekF8Qs5pcYpYTRiPQEFYxcJpygEDMywLdeyQeS8JTGUVfcJ2QYoklExzRAQoVulpd9Qe5EfpGQoHjuy71vbpabrbVWdbmw0Z41ms7s6tysNFb8URxkIYlEwFCaXrdbiRjmiAsaMFIsLflZShIU3KIJyVGYpvchLtzVEIlparMyuIhdZ2L8apjTKMkEiQIlUWycMVfEbrktd0Q5CQS7Vw0UcKqmdoMp4igQavMLZ3m8LhyqwKprTlkVV9X1Nn0teEa+cxFjVSx9jVlGhvlUTcw5GatMazCObokollbNYIQEpricZRVhzIlc8jmJyE9BHIYoGuW+VLcg98uF+GbY21DRcsUBYvlGYdNNg24CiphncM/mm3OKMYTelpG6Bei2QbfBwNv1wAB6O0bqDqC7Bt0FdM+ge4DuG3Qf0AODHgB6aNBDQI8MegTosUGPAT0x6Ako1UldKgC9UyP1FNCOQTtg4E49MIDemZF6BlLP6lQAvXMj9RykntepAHoXRuoFoF2DdgHtGbQHaN+gfUAHBh0AemnQS0DfugZWHZtfGfjqMf22dHWSKoFEXDUoi6PyafFoALlR2R56WyINEACbGgC/S6wBBsDTAJhcbmkA/C23NQDulTsaAOPKXQ2AZ+WeBsCucl8D4FR5oAEwqTzUAPhTHmkArCmPNQCulCcaAM/JUw2A3WRHA2AmeaYBsIo81wAYQV5oADwguxqA4y97GoCTL/sagEMvBxqA8y4vNQBHXVZHXRF4yuWVJlcApHQSzg6q6+uOJcG1BnElkgtVkk/j+TBls7Dfj+UdZmQsrLyyxJxOpgIYC0fZbE5ftay0aQWnSCyCeJ4ISfgwZghh9ZaooFcexNXHdHsOgadwHJLJvEC+7liSEZpMCv1DeGHtlJVngPUJt4vDS8AXAPWfUFBKi+v2MNdlrUL+LeHR96219R/I3buibrPt6spD0TvD9vaimIfVYvxysW7ebBeuv2DdiRauD3VK3lwvbkrxguESU9YuZeu2jBk69n/Ccb2+WlY99Xn1JAQ3hCGcaj2mk4mul97UQ99ey0NGXWGdYVRtwfKNnL6ds6CApHhYN7F3SbOIippTm3P6n1C96QSvaZcDnMTsvhZ0yh4Y4T6pFWXHFnRNQXeBAHH1ZLmbaeJELTl0VeznMugzGlKR2il0VFQy9WuRiywxpqt69n2m0aj8lIrnW8fq8aUOo/qIatufTLDRX19r/7j24uxF883m7HPqmfOV87Xz3Gk7L503zp7TcXpO4EjnF+dX57fG740/G381/tbSp09mOV86j67GP/8CX7Fs/Q==</latexit>

Spec(H)

<latexit sha1_base64="vetgvobRuP6Wi6IgFBOnC1ecE8E=">AAAOKHichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKM79Yie240lkBKRM24SpCyiKHcNQX6Db9iX6NN0Vs+2TlBLtiOFxO9qYPN9/eDniL1k4YTQVjcbbJ0/fe/+DDz969vHGJ5/WPvv8+eYX/TTOeEB6QcxiPsAoJYxGpCeoYGSQcIJCzMgNnnkFv5GEpzSOumKekGGIJhEd0wAJFeq07p/XG9uN8nJho7ls1J3l1b7frG36ozjIQhKJgKE0vWs2EjFcIC5owEi+seFnKUlQMEMTskBhms5DnLtbIRLT1GZFcB27y8T45+GCRkkmSBQoiWLjjLkidotduCPKSSDYXDVQwKma2g2miKNAqL2uneXxunCoAluuOWVZS1XGWfpS8Ix85yLGylj6ErOMDBdTNTHnZKwyrcE4mhGRb2yZwQgJTHExyxbCmBO54XMSkV+COAxRNFr4kgT5wi8W4pthb1dFixUHiC12c5vuGXQPUMQ8g3s231tRjCH09o3UfUBbBm2BgVvVwAB6B0bqAaCHBj0E9MigR4AeG/QY0BODngB6atBTQM8MegbouUHPAb0w6AUo1UVVKgC9SyP1EtC2Qdtg4HY1MIBex0jtgNROlQqgd2WkXoHUqyoVQO/aSL0GtGvQLqA9g/YA7Ru0D+iNQW8AHRh0AOhr18CqY/NbA98+pt8Wrk5SJZCIqwZlcVQ8LR4NIHdL20NvS6QBAmBPA+B3iTXAAHgaAJPLfQ2Av2VLA+BeeaABMK481AB4Vh5pAOwqjzUATpUnGgCTylMNgD/lmQbAmvJcA+BKeaEB8Jy81ADYTbY1AGaSHQ2AVeSVBsAI8loD4AHZ1QAcf9nTAJx82dcAHHp5owE473KgATjqsjzqisBTLm81uQUgpZNweVBdX3csCa40iCuRXKuSfBqvhimauf1+LO4wI2Nh5RUl5nQyFcBYOMqWc/qqZaVNSzhFYh3Eq0RIwocxQwjLt0QJveIgbj2mrRUEnsJxSCarAvm6Y0lGaDLJ9Q/hubVTVpwB1ifcLg4vAF8D1F9AQSnN75rDhS5rGfJnhEffN7Z3fiBv3hV1601XVx6K3hm2txfFPCwX4xeLdRf1Zu76a9adaOHOUKcs6jv5fSFeM1xiypqFbMeWMUPH/k84rtZXycqnPi+fhOCGMIRTrcd0MtH10pt66NtrecioKqwzjKqtWb6R07dz1hSQ5A/rJvYuaRZRUXFqc07/E6o3neAV7XKAk5jNK0G76IER5kmlKDq2oGsKumsEiKsny5ulJk7UkkNXxX4tgj6jIRWpnUJHeSlTvxa5zhJjurJn32cajYovp3i1daweX+owqo+opv3JBBv9ne3mj9svOi/qr/aWn1PPnK+cr51vnKbzk/PKOXLaTs8JHOL85vzu/FH7s/ZX7e/aWy19+mSZ86Xz6Kr98y+jbGZs</latexit>

E

<latexit sha1_base64="ZXmJceOEOc2EPO46XcjW2c+YN7E=">AAAONXichZdbc+M0FMe9y20pBLbwyIuHTGcWBjpJZ7m87Mw27v22aZukpXXoSI6SaCpfRpbFdjLmc/AKX4LPwgNvDK98BSQrqVWdwPol0vn9jy7H+tsxzhjNRav1x6PHb739zrvvPXl/5YMPGx99/HT1k0GeFjwi/ShlKb/EKCeMJqQvqGDkMuMExZiRC3wbaH4hCc9pmvTEXUaGMZokdEwjJFToxzAp/JAmfudZKPe+uHnabK23qsuHjfa80fTmV/dmtbEajtKoiEkiIoby/LrdysRwhrigESPlykpY5CRD0S2akBmK8/wuxqW/FiMxzV2mg8vYdSHG3w9nNMkKQZJISRQbF8wXqa+35I8oJ5Fgd6qBIk7V1H40RRxFQm186SwP14VjFVjz7Smrwqqa3uYvBC/IVz5irIrlLzAryHA2VRNzTsYq0xmMo1siypU1O5gggSnWs6whjDmRKyEnCfkpSuMYJaNZKElUzkK9kNAOB5sqqlccITbbLF3asWgHUMQCiwcu7ywoxhAGW1bqFqDbFt0GA2/XAwMY7FipO4DuWnQX0D2L7gG6b9F9QA8segDooUUPAT2y6BGgxxY9BvTEoiegVCd1qQAMXlmprwDtWrQLBu7WAwMYnFqppyD1tE4FMDizUs9A6lmdCmBwbqWeA9qzaA/QvkX7gA4sOgD0wqIXgF5a9BLQH3wLq47Lryx89ZB+qV2d5UogEVcNytJEPy0eDCA3K9tDb0tkAAKgYwDwu8QGYAACA4DJ5ZYBwN9y2wDgXrljADCu3DUAeFbuGQDsKvcNAE6VBwYAk8pDA4A/5ZEBwJry2ADgSnliAPCcfGUAsJvsGgDMJE8NAFaRZwYAI8hzA4AHZM8AcPxl3wBw8uXAAHDo5YUB4LzLSwPAUZfVUVcEnnJ5ZcgVADmdxPOD6oem40hwrUFcieRSleTTdDGMbpbu+1HfYUbGwsnTJeZ0MhXAWDgp5nOqvzjudNMKTpFYBvEiEZL4fswYwuotUcFAH8S1h3R7AYGncBqTyaJAoek4khGaTErzQ3jp7JTpM8AGhLvF4RrwJUD9HxSU0vK6PZyZslah8Jbw5OvW+sY35PWbon6z7ZvKQ9Ebw+72kpTH1WJCvVh/1myXfrhk3ZkRbgxNyqy5Ud5o8ZLhMlvW1rINV8YsHfs/4bheXy2rnvq8ehKCG8IQzo0e08nE1Mts6r7vruU+o66wybCqtmT5Vs7AzVlSQFLer5u4u6RFQkXNqcs5/U+o3nSC17THAc5SdlcLuroHRrjLaoXuuIKeLegtESCuniyv55o0U0uOfRX7WQdDRmMqcjeFjspKpn4dcl5k1nRVz73PNBnpz6h0sXWsHl/qMKqPqLb7yQQbg4319rfrz0+fN1925p9TT7zPvM+9Z17b+8576e15Xa/vRR73fvF+9X5r/N74s/FX428jffxonvOp9+Bq/PMvusxrCA==</latexit>

⌫ 2 B(H)

<latexit sha1_base64="mUQxSZ5CyOcuLeZG9Iq+Z38dDJ0=">AAAONXichZfLbuM2FIY109s0rdtJu+xGqBFgWnQCO5heNgNMojj3i5PYTprIE5AybROmLqAodgJBfY5u25fos3TRXdFtX6GUaEcMj9vRxuT5/sPLEX/JwgmjqWi1/nj0+J1333v/gycfrnz0ceOTT5+ufjZI44wHpB/ELOZXGKWE0Yj0BRWMXCWcoBAzcolnXskvJeEpjaOeuEvIMESTiI5pgIQKvfa902e+QNnr/Hm7+Or2abO13qouFzba80bTmV/d29XGqj+KgywkkQgYStObdisRwxxxQQNGipUVP0tJgoIZmpAchWl6F+LCXQuRmKY2K4PL2E0mxj8McxolmSBRoCSKjTPmitgtt+SOKCeBYHeqgQJO1dRuMEUcBUJtfOksD9eFQxVYc80pq8Kqms7Sl4Jn5BsXMVbF0peYZWSYT9XEnJOxyrQG42hGRLGyZgYjJDDF5SxrCGNO5IrPSUR+CuIwRNEo9yUJitwvF+KbYW9TRcsVB4jlm4VNtwy6BShinsE9m28tKMYQettG6jagHYN2wMCdemAAvR0jdQfQXYPuArpn0D1A9w26D+iBQQ8APTToIaBHBj0C9Nigx4CeGPQElOqkLhWA3qmRegpo16BdMHC3HhhA78xIPQOpZ3UqgN65kXoOUs/rVAC9CyP1AtCeQXuA9g3aB3Rg0AGglwa9BPTKoFeA/ugaWHVsfm3g64f069LVSaoEEnHVoCyOyqfFgwHkZmV76G2JNEAAbGkA/C6xBhgATwNgcrmtAfC37GgA3Ct3NADGlbsaAM/KPQ2AXeW+BsCp8kADYFJ5qAHwpzzSAFhTHmsAXClPNACek6caALvJrgbATPJMA2AVea4BMIK80AB4QPY0AMdf9jUAJ18ONACHXl5qAM67vNIAHHVZHXVF4CmX15pcA5DSSTg/qK6vO5YE1xrElUguVUk+jRfDlM3Cfj+Wd5iRsbDyyhJzOpkKYCwcZfM5fdWy0qYVnCKxDOJFIiTh/ZghhNVbooJeeRDXHtLOAgJP4Tgkk0WBfN2xJCM0mRT6h/DC2ikrzwAbEG4Xh5eALwHq/6CglBY37WGuy1qF/Bnh0fPW+sa35M3bom6z7erKQ9Fbw/b2opiH1WL8crFu3mwXrr9k3YkWbgx1St7cKG5L8ZLhElPWLmUbtowZOvZ/wnG9vlpWPfV59SQEN4QhnGo9ppOJrpfe1H3fXst9Rl1hnWFUbcnyjZyBnbOkgKS4Xzexd0mziIqaU5tz+p9QvekEr2mPA5zE7K4WdMseGOEuqRVlxxb0TEFviQBx9WR5M9fEiVpy6KrYz2XQZzSkIrVT6KioZOrXIhdZYkxX9ez7TKNR+RkVL7aO1eNLHUb1EdW2P5lgY7Cx3v5u/cXZi+arrfnn1BPnC+dL55nTdr53Xjl7TtfpO4HDnV+cX53fGr83/mz81fhbSx8/mud87jy4Gv/8C9j8a0I=</latexit>

O(⌧�1)

<latexit sha1_base64="OlwtxZlxQdCA+IAru9oU02pSec4=">AAAOLnichZdbj+M0FMezy20pFHbgkZeIagRCMGpHy+VlpZ1m7tfOTG/MpBrZqdtadS5yHLOjKnwHXuFL8GmQeEC88jFw4nbi8SlsXmqf3//4cuJ/0uCE0VQ0m38+efrW2++8+96z92sffFj/6OPnG5/00zjjAekFMYv5EKOUMBqRnqCCkWHCCQoxIwM89wo+kISnNI664j4hoxBNIzqhARIqNPDjkEzRF3fPG82tZnm5sNFaNhrO8urcbdQ3/HEcZCGJRMBQmt62mokYLRAXNGAkr9X8LCUJCuZoShYoTNP7EOfuZojELLVZEVzHbjMx+WG0oFGSCRIFSqLYJGOuiN1iL+6YchIIdq8aKOBUTe0GM8RRINSO187yeF04VIFN15yyrKgq5jx9KXhGvnYRY2UsfYlZRkaLmZqYczJRmdZgHM2JyGubZjBCAlNczLKJMOZE1nxOIvJTEIchisYLX5IgX/jFQnwz7O2oaLHiALHFTm7TtkHbgCLmGdyzeXtFMYbQ2zVSdwHdM+geGHivGhhAb99I3Qf0wKAHgB4a9BDQI4MeAXps0GNATwx6AuipQU8BPTPoGaDnBj0HpTqvSgWgd2GkXgDaMWgHDNypBgbQuzRSL0HqZZUKoHdlpF6B1KsqFUDv2ki9BrRr0C6gPYP2AO0btA/owKADQIcGHQL6o2tg1bH5jYFvHtOvClcnqRJIxFWDsjgqnhaPBpA7pe2htyXSAAHQ1gD4XWINMACeBsDkclcD4G+5pwFwr9zXABhXHmgAPCsPNQB2lUcaAKfKYw2ASeWJBsCf8lQDYE15pgFwpTzXAHhOXmgA7CY7GgAzyUsNgFXklQbACPJaA+AB2dUAHH/Z0wCcfNnXABx6OdAAnHc51AAcdVkedUXgKZc3mtwAkNJpuDyorq87lgRXGsSVSK5VST6LV8MUzdx+PxZ3mJGJsPKKEnM6nQlgLBxlyzl91bLSZiWcIbEO4lUiJOHDmCGE5VuihF5xEDcf070VBJ7C5X+vFdYdSzJG02mufwjPrZ2y4gywPuF2cXgB+Bqg/ggKSml+2xotdFnLkD8nPPqmubX9LXn9pqjbaLm68lD0xrC9vSjmYbkYv1isu2i0ctdfs+5EC7dHOmXR2M7vCvGa4RJT1ipk27aMGTr2f8JJtb5KVj71efkkBDeEIZxqPabTqa6X3tRD317LQ0ZVYZ1hVG3N8o2cvp2zpoAkf1g3sXdJs4iKilObc/qfUL3pBK9olwOcxOy+EnSKHhjhPqkURccWdE1Bd40AcfVkeb3UxIlacuiq2M9F0Gc0pCK1U+g4L2Xq1yLXWWJMV/bs+0yjcfH9FK+2jtXjSx1G9RHVsj+ZYKO/vdX6buvF5YvGq/byc+qZ85nzufOl03K+d145h07H6TmBM3d+cX51fqv/Xv+j/lf9by19+mSZ86nz6Kr/8y8uEmjv</latexit>

!0

<latexit sha1_base64="kPMxVYUsJeMCFuBAQIhg2iRPXK0=">AAAOTXichZdbb9s2FMfV7tIum9uke9yLMC9oN6yBHXTdXgo0Ue5XJ7GdLJERkDJtE6EuoCiugaB9gH2avW5fYs/7IHsbhlGiHTE83qoXk+f3P7wc868LThhNRav154OHH3z40cePHn+y8OlnjSdPF5ee9dM44wHpBTGL+QVGKWE0Ij1BBSMXCScoxIyc4xuv5OeS8JTGUVfcJmQQonFERzRAQoWuF7/yJ0jko8IPKA/c9Dr3w6x44cchGaPn7kvXj7LnX18vNlsrrepyYaM9bTSd6dW5Xmos+cM4yEISiYChNL1qtxIxyBEXNGCkWFjws5QkKLhBY5KjME1vQ1y4yyESk9RmZXAeu8rE6IdBTqMkEyQKlESxUcZcEbvlVt0h5SQQ7FY1UMCpmtoNJoijQKiCzJ3l/rpwqALLrjllVXBV65v0jeAZ+dZFjFWx9A1mGRnkEzUx52SkMq3BOLoholhYNoMREpjicpZlhDEncsHnJCI/BXEYomiY+5IERe6XC/HNsLemouWKA8TytcKm6wZdBxQxz+CezddnFGMIvQ0jdQPQTYNugoE364EB9LaM1C1Atw26DeiOQXcA3TXoLqB7Bt0DdN+g+4AeGPQA0EODHgJ6ZNAjUKqjulQAesdG6jGgHYN2wMCdemAAvRMj9QSkntSpAHqnRuopSD2tUwH0zozUM0C7Bu0C2jNoD9C+QfuAnhv0HNALg14A+qNrYNWx+aWBL+/Tb0pXJ6kSSMRVg7I4Ku8W9waQa5Xtobcl0gABsK4B8LvEGmAAPA2AyeWGBsDfclMD4F65pQEwrtzWAHhW7mgA7Cp3NQBOlXsaAJPKfQ2AP+WBBsCa8lAD4Ep5pAHwnDzWANhNdjQAZpInGgCryFMNgBHkmQbAA7KrATj+sqcBOPmyrwE49PJcA3De5YUG4KjL6qgrAk+5vNTkEoCUjsPpQXV93bEkuNYgrkRyrkrySTwbpmwW9vOx/IcZGQkrrywxp+OJAMbCUTadU73Z2NNNKli+EM2BeJYISXg3Zghh9ZSooFcexOX7dHMGgadw9Q42w7pjSYZoPC70D+GFtVNWngHWJ9wuDi8BnwPUe6KglBZX7UGuy1qF/BvCo5etldXvyLv3Rd1m29WVh6L3hu3tRTEPq8X45WLdvNkuXH/OuhMtXB3olLy5WlyX4jnDJaasXcpWbRkzdOz/hKN6fbWsuuvz6k4I/hCGcKr1mI7Hul56U3d9ey13GXWFdYZRtTnLN3L6ds6cApLibt3E3iXNIipqTm3O6X9C9aQTvKZdDnASs9ta0Cl7YITbpFaUHVvQNQXdOQLE1Z3l3VQTJ2rJoatiP5dBn9GQitROocOikqlfi5xliTFd1bP/ZxoNy8+reLZ1rG5f6jCqj6i2/ckEG/3VlfbrlVcnr5pv16efU4+dL5wvnRdO2/neeevsOB2n5wTOL86vzm/O740/Gn81/m78o6UPH0xzPnfuXU8e/QvFtHOD</latexit>
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Figure 4.2: The Bohr frequencies 𝜈 ∈ 𝐵(𝑯) = {𝐸𝑖 − 𝐸 𝑗 | 𝐸𝑖, 𝐸 𝑗 ∈ Spec(𝑯)} are
the differences of energy (eigenvalues of the Hamiltonian 𝑯).

say 𝑨
𝐸≈ 𝑩 when ∥𝑨 − 𝑩∥ ≤ 𝐸 .

To simplify the notation, we often drop 𝑓 as a subscript 𝑨̂ 𝑓 (𝜔) ≡ 𝑨̂(𝜔), by which
we have chosen the window function 𝑓 (𝑡) = 𝑓𝜏 (𝑡).

Lindbladians
Completely Positive Trace-Preserving (CPTP) maps, also called quantum channels
and quantum processes in the literature, correspond to all possible physical operations
that could transform quantum states into other quantum states. Lindbladians are
infinitesimal generators of CPTP maps. That is, they map density operators to density
operators (even if the map is tensored with the identity)

I ⊗ eL𝑡 [·] : S → S for each 𝑡 ≥ 0.

In the Schrodinger Picture, a Lindbladian always has the following structure:

L[𝝆] = −i[𝑯, 𝝆]︸    ︷︷    ︸
coherent term

+
∑︁
𝑗∈𝐽

(
𝑳 𝑗 𝝆𝑳

†
𝑗︸  ︷︷  ︸

transition rate

− 1
2
{𝑳†

𝑗
𝑳 𝑗 , 𝝆}︸         ︷︷         ︸

decay rate

)
,

where the commutator is shorthanded by [𝑨, 𝑩] = 𝑨𝑩−𝑩𝑨 and the anti-commutator
by {𝑨, 𝑩} = 𝑨𝑩 + 𝑩𝑨. The operator 𝑯 can be any Hermitian matrix, and the set
of Lindblad operators {𝑳 𝑗 } 𝑗∈𝐽 can be arbitrary as the second term always ensures
trace-preserving.

Thermal Lindbladians
In this section, we describe the basic parameters that define a thermal Lindbladian, i.e.,
Lindbladian originating from generic system-bath interactions under a Markovian,



213

weak-coupling assumption [135]. Consider an 𝑛-qubit quantum system governed
by a Hamiltonian 𝑯 and a heat bath with inverse temperature 𝛽 and time scale 𝜏.
The bath interacts with the system via a set of local interaction terms acting on the
system {𝑨1, . . . , 𝑨𝑚} = {𝑨𝑎}𝑚

𝑎=1, where each operator 𝑨𝑎 acts on a constant number
of qubits. Each operator 𝑨𝑎 can be arbitrary (𝑨𝑎 does not need to be Hermitian nor
unitary), but the set should be closed under Hermitian conjugate,

{𝑨𝑎}𝑚𝑎=1 = {𝑨𝑎†}𝑚𝑎=1.

Each 𝑨𝑎 is referred to as a jump operator and induces changes in energy (in the
𝑛-qubit system). For simplicity, we will enforce the following normalization for the
interaction strengths,

∥𝑨𝑎†𝑨𝑎∥∞ ≤ 1 for each 𝑎 = 1, . . . , 𝑚. (4.2)

For example, we may consider 𝑚 = 3𝑛 and 𝑨1, . . . , 𝑨𝑚 to be all single-qubit
Pauli observables 𝑿𝑖,𝒀𝑖, 𝒁𝑖 for 𝑖 = 1, . . . , 𝑛, which have an interaction strength
∥𝑨𝑎†𝑨𝑎∥∞ = 1.

The above parameters determine the thermal Lindbladian governing the equation
of motion for the density operator, also referred to as the coarse-grained master
equation [135]

d𝝆
d𝑡

= −i[𝑯, 𝝆] +
𝑚∑︁
𝑎=1

𝛼𝑎L𝛽,𝜏,𝑯𝑎 (𝝆), (4.3)

The term −i[𝑯, 𝝆] corresponds to the Hamiltonian dynamics governed by the system
Hamiltonian 𝑯, the (closed system) Schrodinger’s equation. The effects of system
bath interaction are captured by a weighted average of the thermal Lindbladian
L𝛽,𝜏,𝑯𝑎 , defined by each local jump operator 𝑨𝑎, the Hamiltonian 𝑯, and parameters
of the bath 𝛽, 𝜏. The weighting is captured by the nonnegative vector 𝜶 ∈ R𝑚≥0.

By varying the 𝑚-dimensional nonnegative vector 𝜶 ∈ R𝑚≥0, the open system
dynamics in Eq. (4.3) have the freedom to tune the interaction strengths for the jump
operators. Each 𝛼𝑎 corresponds to the interaction strength of a jump operator 𝑨𝑎

and can be effectively absorbed into the set of jump operators by considering{√
𝛼𝑎𝑨

𝑎
}
𝑎
.

The interaction strength 𝛼𝑎 ≥ 0 determines how much contribution each thermal
Lindbladian L𝛽,𝜏,𝑯𝑎 provides, and can be regarded as a probabilistic mixture. For
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example, if 𝛼2 is set to 0, one removes the jump operator 𝑨2 from the system-bath
interaction. This flexibility lets us study a (convex) set of thermal perturbations due
to system-bath interaction by considering all 𝜶 ∈ R𝑚≥0. As the system is weakly
coupled to the bath, 𝜶 is considered to be a vector with a small ∥𝜶∥1 =

∑
𝑎 𝛼𝑎.

For each local interaction term 𝑨𝑎, the corresponding thermal Lindbladian L𝛽,𝜏,𝑯𝑎 is
an open system evolution with Lindblad jump operators { 𝑨̂𝑎 (𝜔)}𝜔 for all possible
energy differences 𝜔 ∈ (−∞,∞). Each Lindblad jump operator 𝑨̂𝑎 (𝜔) is a restricted
version of the system-bath interaction term 𝑨𝑎 that only contains transitions between
eigenstates of 𝑯 whose associated eigenvalues, i.e., energies, differ by approximately
𝜔. The inverse temperature 𝛽 sets the transition weight 𝛾𝛽 (𝜔), which determines the
probability of occurrence for each Lindblad operator 𝑨̂𝑎 (𝜔). For 𝛽 > 0, the transition
weight 𝛾𝛽 (𝜔) favors cooling (𝜔 < 0) over heating (𝜔 > 0) transitions. The timescale
𝜏 sets the resolution (1/𝜏) at which 𝑨̂(𝜔) identifies the energy differences between
the eigenstates. The exact form of thermal Lindbladians is relatively complex, so we
defer further discussion to Appendix 4.10 when needed for the full technical proof.

4.6 Appendix:Local minima in quantum systems
In this appendix, we will introduce local minima in classical optimization, extend
the definition to quantum systems, and formalize the problem of finding a local
minimum in quantum systems.

Local minima in classical optimization
In this subsection, we describe the definition of local minima in finite-dimensional
Euclidean spaces, introduce a direct generalization to geometries with tangent spaces
and exponential maps (such as circles and spheres), and discuss the concept of
approximate local minima.

Local minima in Euclidean space

In classical optimization, one considers a real-valued function ℎ(𝒙) : X → R over
a domain X ⊆ R𝑛 consisting of 𝑛-dimensional vectors, and the goal is to find the
global minimum of ℎ(𝒙),

𝒙∗ = arg min
𝒙∈X

ℎ(𝒙).

Finding the global minimum is already NP-hard even when ℎ(𝒙) is a quadratic
function [144]. Instead of finding a global minimum, one typically resorts to finding
a local minimum 𝒙#, which is the minimum in a neighborhood around 𝒙#. The
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definition of a local minimum 𝒙# is that there exists a distance 𝛿 > 0, such that

ℎ(𝒙# + 𝜶) ≥ ℎ(𝒙#), for all ∥𝜶∥ ≤ 𝛿 and 𝒙# + 𝜶 ∈ X. (4.4)

Here the vector 𝜶 is of the same dimension as 𝒙#. We will refer to the above as
an exact local minimum because all points in the neighborhood have to be at least
ℎ(𝒙#). When there is an 𝜶 such that ℎ(𝒙# + 𝜶) is only lower than ℎ(𝒙#) by an
extremely small value, 𝒙# is still not an exact local minimum. We will also define
the approximate local minimum that relaxes this in Appendix 4.6.

Local minima in general geometrical spaces

The concept of a local minimum can be directly generalized to any geometry with
tangent spaces and exponential maps, such as spheres, density matrices, unitaries,
and more general Riemannian manifolds. Consider the tangent space 𝑇𝒙 and the
exponential map exp𝒙 of a point 𝒙. In a physical picture, the tangent space 𝑇𝒙 is the
space consisting of all vectors 𝜶 that describe the direction 𝜶̂ and magnitude ∥𝜶∥
for a particle moving at point 𝒙 on a manifold, and the exponential map exp𝒙 is a
function that takes in the vector 𝜶 ∈ 𝑇𝒙 encompassing the direction and magnitude
and outputs the point after moving 𝒙 in the direction 𝜶̂ with a magnitude ∥𝜶∥.5 To
visualize these concepts, we give two warm-up examples in the following.

Euclidean space: In an𝑚-dimensional Euclidean space, ∀𝒙 ∈ X = R𝑚, the tangent
space is

𝑇𝒙 = {𝜶 ∈ R𝑚}.

Given 𝜶 ∈ 𝑇𝒙 , when we move 𝒙 in the direction 𝜶̂ with a magnitude ∥𝜶∥, we obtain

exp𝒙 (𝜶) = 𝒙 + 𝜶.

We can see that this matches our physical picture.

Particle moving counter-clockwise on a circle: As another warm-up, let us
consider a unit circle X = {𝒙 ∈ R2 | ∥𝒙∥ = 1} where a particle can only move
counter-clockwise. In this example, the tangent space 𝑇𝒙 of a unit vector 𝒙 ∈ R2 with
∥𝒙∥ = 1 is the set of one-dimensional rays,

𝑇𝒙 = {𝛼 ∈ R | 𝛼 ≥ 0}.
5Strictly speaking, to define the exponential map, we need to know how to “transport” the vector

𝛼 along itself. Fortunately, this is natural for all cases we consider.
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The condition 𝛼 ≥ 0 comes from the constraint that the particle can only move
counter-clockwise (unidirectional rather than bidirectional). When we move 𝒙

according to 𝛼 ∈ 𝑇𝒙 , we obtain

exp𝒙 (𝛼) = exp

((
0 −𝛼
𝛼 0

))
𝒙 =

(
cos𝛼 − sin𝛼
sin𝛼 cos𝛼

)
𝒙.

The larger 𝛼 is, the bigger the rotation is.

Using the language of tangent spaces and exponential maps, an exact local mini-
mum 𝒙# ∈ X of a function ℎ is equivalent to the statement that there exists 𝛿 > 0,
such that

ℎ(exp𝒙# (𝜶)) ≥ ℎ(𝒙#), for all 𝜶 ∈ 𝑇𝒙# , ∥𝜶∥ ≤ 𝛿. (4.5)

For the case of optimizing over 𝑚-dimensional Euclidean space, the condition of
Eq. (4.5) becomes the same as Eq. (4.4) noting exp𝒙# (𝜶) = 𝒙# + 𝜶. However, the
condition can be quite different when the tangent space changes. For example,
consider a 2-dimensional Euclidean space and the function ℎ(𝒙) = ∥𝒙∥2. In general,
there is only one exact local minimum 𝒙# = 0. However, if the particle can only move
to the right, the tangent space becomes 𝑇𝒙 = {𝜶 ∈ R2 | 𝜶1 ≥ 0} and every point 𝒙
with 𝒙1 ≥ 0 and 𝒙2 = 0 is an exact local minimum. Modifying the tangent space
changes the definition of neighborhood. Hence, the set of local minima would be
changed accordingly. We will consider the most suitable norm ∥𝜶∥ for each context.

Approximate local minima

While global minima are computationally hard to find, exact local minima are not
much easier. If there is an𝜶 such that ℎ(exp𝒙# (𝜶)) is lower than ℎ(𝒙#) by an extremely
small value, 𝒙# is not consider to be an exact local minimum. The requirement to
resolve an extremely small value in exact local minima leads to the fact that finding
an exact local minimum is still computationally hard [5]. Furthermore, exact local
minima are very sensitive to small perturbations to the function ℎ. Therefore, it is
desirable to define approximate local minima to promote computational efficiency
and robustness to small perturbations. We consider the following principle for
defining 𝜖-approximate local minima: if a function ℎ∗ is very close to ℎ, then an exact
local minimum of ℎ∗ is an approximate local minimum of ℎ̃. The formal definition is
given below.

Definition 4.6.1. (𝜖-approximate local minima) Given a spaceX with tangent spaces
𝑇𝑥 and exponential maps exp𝑥 for all 𝑥 ∈ X, and a function ℎ: X → R. 𝒙# is an
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𝜖-approximate local minimum of ℎ if 𝒙# is the exact local minimum of some function
ℎ∗, where Δ(𝒙) := ℎ∗(𝒙) − ℎ(𝒙) satisfies

|Δ(𝒙) | ≤ 𝜖 for each 𝒙 ∈ X, (𝜖-bounded),��Δ(exp𝒙# (𝜶))
�� ≤ 𝜖 ∥𝜶∥ for each 𝜶 ∈ 𝑇𝒙# , (𝜖-Lipschitz around 𝑥#).

A (𝜖 = 0)-approximate local minimum of ℎ is an exact local minimum of ℎ.

Under this definition, 𝒙# is an approximate local minimum of ℎ if there is an 𝒙 in the
neighborhood of 𝒙# such that ℎ(𝒙) is lower than ℎ(𝒙#) by an extremely small value.
We also give the following equivalent characterization based on looking at the local
neighborhood.

Proposition 4.6.1. (An equivalent characterization of 𝜖-approximate local minima)
𝒙# ∈ X is an 𝜖-approximate local minimum of the function ℎ if and only if there
exists a distance 𝛿 > 0,

ℎ(exp𝒙# (𝜶)) ≥ ℎ(𝒙#) − 𝜖 ∥𝜶∥ for each 𝜶 ∈ 𝑇𝒙# , ∥𝜶∥ ≤ 𝛿, (4.6)

i.e., all the neighboring points can at most be 𝜖 ∥𝜶∥ lower than the point 𝒙#.

Proof. For the “only if” statement, we recall the definition of an exact local minimum
that there exists 𝛿 > 0, such that ℎ∗(exp𝒙# (𝜶)) − ℎ∗(𝒙#) ≥ 0 for all 𝜶 ∈ 𝑇𝒙# and
∥𝜶∥ ≤ 𝛿. From the 𝜖-Lipschitz condition around 𝑥# for the function Δ(𝒙), we have

0 ≤ ℎ∗(exp𝒙# (𝜶)) − ℎ∗(𝒙#) = ℎ(exp𝒙# (𝜶)) − ℎ(𝒙#) + Δ(exp𝒙# (𝜶))
≤ ℎ(exp𝒙# (𝜶)) − ℎ(𝒙#) − 𝜖 ∥𝜶∥.

This concludes the “only if” statement.

For the “if” statement, consider 𝛿 to be of at most 1 and let

Δ(𝒙) :=

ℎ(𝒙#) − ℎ(𝒙), if 𝒙 = exp𝒙# (𝜶) for some 𝜶 ∈ 𝑇𝒙# , ∥𝜶∥ ≤ 𝛿,

0, otherwise.

We have 𝒙# is an exact local minimum for ℎ∗(𝒙) := ℎ(𝒙) + Δ(𝒙). Furthermore,
because ℎ(𝒙#) − ℎ(exp𝒙# (𝜶)) ≤ 𝜖 ∥𝜶∥ ≤ 𝜖 , both 𝜖-bounded and 𝜖-Lipschitz around
𝑥# are satisfied by Δ(𝒙). ■
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Defining local minima in quantum systems
To define local minima, we need to consider the domain X of elements 𝒙 ∈ X, the
optimization function ℎ(𝒙), the tangent space 𝑇𝒙 consisting of all possible directions
and magnitudes to move an element 𝒙, where 𝜶 ∈ 𝑇𝒙 encompass the direction 𝜶̂ and
the magnitude ∥𝜶∥, and the exponential map exp𝒙 (𝜶) that describes the resulting
element after moving 𝒙 under 𝜶.

In the following, we present two settings. The first setting in Appendix 4.6 considers
general quantum states that can evolve under thermodynamic processes induced
by interacting with a low-temperature heat bath. This setting defines local minima
under thermal perturbations. The second setting in Appendix 4.6 considers pure
quantum states that can move under any unitary generated by a set of local Hermitian
operators (e.g., all two-qubit Pauli observables 𝑷𝑖 ⊗ 𝑸 𝑗 , where 𝑷,𝑸 ∈ {𝑿,𝒀 , 𝒁}).
This setting defines local minima under local unitary perturbations.

Definition based on thermal perturbations

In quantum mechanics, the central optimization problem considers a function ℎ
defined by the Hamiltonian 𝑯 of an 𝑛-qubit quantum system,

ℎ(𝝆) = tr(𝑯𝝆),

which is the average energy of an 𝑛-qubit quantum state 𝝆. The ground states 𝝆(𝑔) of
𝑯 are the global minima of the optimization over ℎ(𝝆) = tr(𝑯𝝆) in the quantum state
space, i.e., the set of density operators (trace-one positive semidefinite matrices),

S2𝑛 := {𝝆 ∈ C2𝑛×2𝑛 | 𝝆† = 𝝆, 𝝆 ⪰ 0, tr(𝝆) = 1}.

When the quantum system is placed in a heat bath with inverse temperature 𝛽 ∈
[0,∞], time scale 𝜏 ∈ [0,∞], and system-bath interactions based on 𝑚 local jump
operators6 𝑨1, . . . , 𝑨𝑚, the system dynamics are effectively described by the thermal
Lindbladians L𝛽,𝜏,𝑯𝑎 ,

d𝝆(𝑡)
d𝑡

= −i[𝑯, 𝝆] +
𝑚∑︁
𝑎=1

𝛼𝑎L𝛽,𝜏,𝑯𝑎 [𝝆], (4.7)

where 𝛼𝑎 ≥ 0 for each 𝑎. After time 𝑡, the initial quantum state 𝝆 will evolve to

𝝆(𝑡) = exp

(
−i𝑡 [𝑯, ·] +

𝑚∑︁
𝑎=1

𝑡𝛼𝑎L𝛽,𝜏,𝑯𝑎

)
(𝝆).

6A local operator 𝑨𝑎 acts on O(1) qubits, but the set of qubits that 𝑨𝑎 acts on may not be
geometrically close.
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Each termL𝛽,𝜏,𝑯𝑎 is the thermal Lindbladian associated with a local jump operator 𝑨𝑎

(recall that local operator 𝑨𝑎 acts on a constant number of qubits). See Appendix 4.5
for a brief review of thermal Lindbladians, and Appendix 4.10 for the exact form of
thermal Lindbladians.

The coefficient 𝛼𝑎 ≥ 0 corresponds to the interaction strength of each jump operator
𝑨𝑎. As 𝛼𝑎 < 0 is equivalent to reversing time, we cannot have 𝛼𝑎 < 0 since
thermodynamic processes are irreversible in general. Different interaction strength
vector 𝜶 corresponds to a different system-bath interaction, and the thermodynamics
could be different. Because 𝜶 describes the probability of each jump occurring,
the natural norm ∥𝜶∥ for the interaction strength vector 𝜶 is ∥𝜶∥1. We denote
𝜶̂ = 𝜶/∥𝜶∥1 as the unit vector.

The thermodynamics equation in Eq. (4.7) consists of a fast-rotating term −i[𝑯, ·]
due to the system Hamiltonian 𝑯 that keeps the energy tr(𝑯𝝆) invariant and the
thermal perturbation term

∑
𝑎 𝛼𝑎L

𝛽,𝜏,𝑯
𝑎 due to the heat bath that cools the system.

Because −i[𝑯, ·] keeps the energy constant, only the thermal perturbation term∑
𝑎 𝛼𝑎L

𝛽,𝜏,𝑯
𝑎 is relevant for minimizing the energy ℎ(𝝆) = tr(𝑯𝝆). For notational

simplicity, we will only consider contributions from the thermal perturbations and
absorb the 𝑡 dependence in 𝑡𝛼𝑎 into 𝛼𝑎 since 𝜶 is an arbitrary nonnegative vector.
Together, the thermal perturbation on 𝝆 due to a heat bath with inverse temperature
𝛽, time scale 𝜏, and system-bath interactions generated by {𝑨𝑎}𝑎 can be written as

𝝆 → exp

(
𝑚∑︁
𝑎=1

𝛼𝑎L𝛽,𝜏,𝑯𝑎

)
(𝝆)

for a nonnegative vector 𝜶 ∈ R𝑚≥0 that combines the interaction strength vector and
time 𝑡.

A dictionary between all the relevant functions and variables for optimizing tr(𝑯𝝆)
in 𝑛-qubit quantum systems under a heat bath with inverse temperature 𝛽 and time
scale 𝜏 and optimizing ℎ(𝒙) in an 𝑛-dimensional Euclidean space is given as follows.

X = R𝑛 ↔ X = S2𝑛 , (domain)

𝒙 ∈ R𝑛 ↔ 𝝆 ∈ S2𝑛 , (an element)

ℎ(𝒙) ↔ ℎ(𝝆) = tr(𝑯𝝆), (optimization function)

𝑇𝒙 = {𝜶 ∈ R𝑛} ↔ {𝜶 ∈ R𝑚≥0}, (tangent space)

exp𝒙 (𝜶) = 𝒙 + 𝜶 ↔ exp

(
𝑚∑︁
𝑎=1

𝛼𝑎L𝛽,𝜏,𝑯𝑎

)
(𝝆) (exponential map).
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The formal definition of tangent spaces and exponential maps via Lindbladians is
given below.

Definition 4.6.2 (Tangent spaces of quantum states in a heat bath). Consider an
𝑛-qubit quantum state 𝝆, an 𝑛-qubit Hamiltonian 𝑯,𝑚 local jump operators {𝑨𝑎}𝑚

𝑎=1,
and parameters 𝛽, 𝜏 ≥ 0. The tangent space 𝑇 𝛽,𝜏,𝑯,{𝑨

𝑎}𝑚
𝑎=1

𝝆 under a heat bath with
an inverse temperature 𝛽, a time scale 𝜏, and system-bath interactions generated by
{𝑨𝑎}𝑎 is defined as

𝑇
𝛽,𝜏,𝑯,{𝑨𝑎}𝑚

𝑎=1
𝝆 :=

{
𝜶 ∈ R𝑚≥0

}
,

which is independent of 𝛽, 𝜏,𝑯, {𝑨𝑎}𝑚
𝑎=1. The exponential map exp𝛽,𝜏,𝑯,{𝑨

𝑎}𝑎
𝝆 is

defined as

exp𝛽,𝜏,𝑯,{𝑨
𝑎}𝑎

𝝆 (𝜶) := exp

(
𝑚∑︁
𝑎=1

𝛼𝑎L𝛽,𝜏,𝑯𝑎

)
(𝝆). (4.8)

With the definition of tangent spaces and exponential maps, we can define 𝜖-
approximate local minimum similar to the classical case in Eq. (4.6). We consider
the natural choice of ∥·∥1 for the nonnegative vector 𝜶 encompassing the probability
of each jump. Our results remain qualitatively the same for other reasonable vector
norms, such as Euclidean norm ∥·∥2 or ℓ𝑝 norm ∥·∥𝑝.

Definition 4.6.3 (Local minima under thermal perturbations). Given an 𝑛-qubit
Hamiltonian 𝑯, 𝑚 local jump operators {𝑨𝑎}𝑚

𝑎=1, and parameters 𝛽, 𝜏 ≥ 0, an
𝑛-qubit state 𝝆 ∈ S2𝑛 is an 𝜖-approximate local minimum of 𝑯 under thermal
perturbations with an inverse temperature 𝛽, a time scale 𝜏, and system-bath
interactions generated by {𝑨𝑎}𝑎 if there is a 𝛿 > 0 such that

tr
(
𝑯 exp𝛽,𝜏,𝑯,{𝑨

𝑎}𝑎
𝝆 (𝜶)

)
≥ tr(𝑯𝝆) − 𝜖 ∥𝜶∥1 for each 𝜶 ∈ R𝑚≥0, ∥𝜶∥1 ≤ 𝛿,

i.e., all the neighboring points can at most be 𝜖 ∥𝜶∥1 lower than the point 𝝆.

A central concept we will be using for characterizing local minima under thermal
perturbations is the energy gradient. The energy gradient at an 𝑛-qubit state 𝝆 under
thermal perturbation is determined by the following state-independent operator:

(energy gradient operator):
𝑚∑︁
𝑎=1
L†𝛽,𝜏,𝑯𝑎 (𝑯)𝒆𝑎,

where we denote L†𝛽,𝜏,𝑯𝑎 to be the Hermitian conjugate of L𝛽,𝜏,𝑯𝑎 . The energy
gradient operator is a vector of Hermitian observables. The terminology stems from
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the fact that evaluating the energy gradient operator on a state 𝝆 gives the energy
gradient at the state 𝝆,

tr

(
𝑯 exp

(
−i

𝑚∑︁
𝑎=1

𝛼𝑎L𝛽,𝜏,𝑯𝑎

)
(𝝆)

)
= tr(𝑯𝝆)+𝜶·

𝑚∑︁
𝑎=1

tr
(
L†𝛽,𝜏,𝑯𝑎 (𝑯)𝝆

)
𝒆𝑎+O(∥𝛼∥2).

In Appendix 4.8, we provide more discussions about the energy gradient.

Thermal perturbations depend on how the quantum system is interacting with the
heat bath. Local minima defined above are local minima of the Hamiltonian 𝑯 under
thermal perturbations induced by all system-bath interactions generated by the jump
operators {𝑨𝑎}𝑎.

Remark 4.6.0.1 (Thermodynamics at local minima). Given a specific system-
bath interaction, inverse temperature 𝛽, and time scale 𝜏, there could still be
thermodynamics at a local minimum. For example, when 𝛽 is not infinitely large,
a local minimum could still move to other higher-energy states due to thermal
fluctuations. Another example is when the local minimum is on a large and flat
plateau, then the local minimum can still perform a random walk on the plateau.

Definition based on local unitary perturbations

Inspired by variation quantum eigensolvers [35, 77], another natural definition for
tangent spaces, exponential maps, and local minima considers pure states and local
unitary perturbation. Given𝑚 local Hermitian operators 𝒉1, . . . , 𝒉𝑚 with ∥𝒉𝑎∥∞ = 1.
Here, local means that each operator 𝒉𝑎 only acts on a constant number of qubits.
We can consider all possible local unitary perturbations formed by performing
time evolution under a Hamiltonian generated by the set {𝒉𝑎}𝑎 of local Hermitian
operators,

𝑚∑︁
𝑎=1

𝛼𝑎𝒉𝑎,

for any 𝜶 ∈ R𝑚. Since the time evolution under a Hamiltonian is always reversible,
there is no additional requirement that 𝜶 must be in the nonnegative orthant. Similar
to thermal perturbations, we will absorb the contribution of evolution time 𝑡 into
the arbitrary vector 𝜶. Consider the following dictionary between all the relevant
functions and variables for optimizing ⟨𝜓 |𝑯 |𝜓⟩ in 𝑛-qubit pure state |𝜓⟩ under local
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unitary perturbation and optimizing ℎ(𝒙) in an 𝑛-dimensional Euclidean space.

X = R𝑛 ↔ X = {|𝜓⟩ ∈ C2𝑛 |⟨𝜓 |𝜓⟩ = 1}, (domain)

𝒙 ∈ R𝑛 ↔ |𝜓⟩ ∈ C2𝑛 , ⟨𝜓 |𝜓⟩ = 1, (an element)

ℎ(𝒙) ↔ ℎ( |𝜓⟩) = ⟨𝜓 |𝑯 |𝜓⟩, (optimization function)

𝑇𝒙 = {𝜶 ∈ R𝑛} ↔ {𝜶 ∈ R𝑚}, (tangent space)

exp𝒙 (𝜶) = 𝒙 + 𝜶 ↔ exp

(
𝑚∑︁
𝑎=1

𝛼𝑎𝒉𝑎

)
|𝜓⟩ (exponential map).

The tangent space and the exponential map can be formally defined as follows.

Definition 4.6.4 (Tangent spaces of pure quantum states under local unitaries). Given
an 𝑛-qubit pure quantum state |𝜓⟩ and 𝑚 local Hermitian operators {𝒉𝑎}𝑎. The
tangent space 𝑇𝜓 is defined as

𝑇
{𝒉𝑎}𝑎
𝜓

:= R𝑚,

and the exponential map exp𝜓 is defined as

exp{𝒉𝑎}𝑎
𝜓
(𝜶) := exp

(
−𝑖

∑︁
𝑎

𝛼𝑎𝒉𝑎

)
|𝜓⟩.

When the set {𝒉𝑎}𝑎 is the set of all two-qubit Pauli observables, the tangent space 𝑇𝜓
and exponential map exp𝜓 define a Riemannian manifold that connects all 𝑛-qubit
pure states through unitary evolutions. This Riemannian manifold is the state version
of the manifold over quantum unitaries defined in a seminal work on the geometry of
quantum computation [140].

The optimization function is ℎ( |𝜓⟩) = ⟨𝜓 |𝑯 |𝜓⟩, the average energy of the Hamil-
tonian 𝑯 for the pure state |𝜓⟩. Performing gradient descent on this pure state
Riemannian manifold to minimize ⟨𝜓 |𝑯 |𝜓⟩ is equivalent to performing adaptive
variational quantum optimization [77] to minimize the Hamiltonian 𝑯. The local
minima can be defined similarly as before. To be consistent with local minima under
thermal perturbations, we consider the ℓ1-norm ∥𝜶∥1. All of our results remain
qualitatively the same for other reasonable vector norms, such as the Euclidean norm
or ℓ𝑝 norm.

Definition 4.6.5 (local minima under local unitary perturbations). Given an 𝑛-qubit
Hamiltonian 𝑯, and 𝑚 local Hermitian operators {𝒉𝑎}𝑎. A pure state |𝜓⟩ is an
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𝜖-approximate local minimum of 𝑯 under local unitary perturbations generated by
{𝒉𝑎}𝑎 if

exp{𝒉𝑎}𝑎
𝜓
(𝜶)†𝑯 exp{𝒉𝑎}𝑎

𝜓
(𝜶) ≥ ⟨𝜓 |𝑯 |𝜓⟩−𝜖 ∥𝜶∥1, for each 𝜶 ∈ 𝑇 {𝒉𝑎}𝑎

𝜓
, ∥𝜶∥1 ≤ 𝛿.

for some 𝛿 > 0.

This is also a valid definition of local minima in quantum systems. However, we will
later show that the optimization landscape defined in this way always has a very large
barren plateau. Hence, the problem of finding a local minimum defined in this way
will be a trivial problem.

The problem of finding a local minimum in quantum systems
With these definitions of local minima, we can define the task of finding a local
minimum in a straightforward manner. To formulate the problem to have purely
classical output, we focus on outputting a simple property, such as the expectation
value of a local observable 𝑶, of an approximate local minimum 𝝆. Furthermore,
we only consider Hamiltonians 𝑯 that can be written as a sum of local observables,
commonly referred to as local Hamiltonians in the literature.

While there can be many approximate local minima, we consider the algorithm to be
successful if the algorithm outputs the property of any one of the local minima.

Definition 4.6.6 (Finding a local minimum under low-temperature thermal perturba-
tions). Given error 𝜖 > 0, inverse temperature 𝛽 ≥ 0, time scale 𝜏 ≥ 0, an 𝑛-qubit
local Hamiltonian 𝑯, 𝑚 local jump operators {𝑨𝑎}𝑎, and a local observable 𝑶 with
∥𝑶∥∞ ≤ 1. Output a real value 𝑣 ∈ [−1, 1], such that 𝑣 is 𝜖-close to tr(𝑶𝝆) for an
𝜖-approximate local minimum 𝝆 of 𝑯 under thermal perturbations with an inverse
temperature 𝛽, a time scale 𝜏, and system-bath interactions generated by {𝑨𝑎}𝑎.

Definition 4.6.7 (Finding a local minimum under local unitary perturbations). Given
error 𝜖 > 0, an 𝑛-qubit local Hamiltonian 𝑯, 𝑚 local Hermitian operators {𝒉𝑎}𝑎,
and a local observable 𝑶 with ∥𝑶∥∞ ≤ 1. Output a real value 𝑣 ∈ [−1, 1], such that
𝑣 is 𝜖-close to ⟨𝜓 |𝑶 |𝜓⟩ for an 𝜖-approximate local minimum |𝜓⟩ of the Hamiltonian
𝑯 under local unitary perturbations generated by {𝒉𝑎}𝑎.

Ideally, we would like the two problems to be quantumly easy and classically hard.
However, we will show that only the first problem based on thermal perturbations is
both quantumly easy and classically hard. The second problem based on local unitary
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perturbation is classically trivial due to the presence of too many local minima in an
exponentially large barren plateau.

The importance of irreversible perturbations
Suppose that the perturbations P𝜶 parameterized by a polynomial-size vector 𝜶
are reversible P−𝜶 = P−1

𝜶 and are smooth. The following argument shows that the
energy landscape must have doubly-exponentially many approximate local minima.

Given any 𝑛-qubit state 𝝆 and any 𝑛-qubit Hamiltonian 𝑯 with ∥𝑯∥∞ = poly(𝑛).
Consider a gradient descent algorithm that starts at 𝝆. Because ∥𝑯∥∞ = poly(𝑛),
after a polynomial number of steps 𝑇 , the gradient descent algorithm can find an
approximate local minimum 𝝆# of 𝑯,

𝝆# = P𝜶𝑇
. . .P𝜶1 (𝝆).

From the reversibility of the perturbations, we have

𝝆 = P−𝜶1 . . .P−𝜶𝑇
(𝝆#).

Consider a covering net N for the set of approximate local minima of 𝑯. Because
the packing net for all 𝑛-qubit states is of size

exp(exp(Ω(𝑛))),

and the covering net for the perturbations is of size

exp(poly(𝑛)).

We have the following relationship,

exp(𝑇 · poly(𝑛)) |N | = exp(exp(Ω(𝑛))).

Hence, we can see that

|N | = exp(exp(Ω(𝑛)) − poly(𝑛)) = exp(exp(Ω(𝑛)))

since exp(Ω(𝑛)) grows much faster than poly(𝑛).

4.7 Appendix:Characterizing local minima under local unitary perturbations
Now that we have defined local minima in quantum systems, we present a set of
results characterizing properties of local minima in quantum systems in this and
the next appendix. These results provide a further understanding of local minima
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in quantum systems and are essential to establishing the main theorems given in
Appendix 4.9.

We begin by looking at the energy landscape defined by local unitary perturbations.
We will prove a central lemma portraying the energy landscapes defined by local
unitary perturbations for pure quantum systems. The lemma states that most pure
quantum states |𝜓⟩ are local minima under local unitary perturbations with an
expectation value close to tr(𝑶)/2𝑛 = tr(𝑶 (𝑰/2𝑛)) for any local observable 𝑶.
Furthermore, the proof shows that the gradient at a randomly sampled local minimum
|𝜓⟩ is exponentially close to zero.

Lemma 4.7.1 and its proof provide the following physical picture. In the energy
landscape defined by local unitary perturbations, there is an overwhelmingly large
barren plateau consisting of local minima with almost equal energy as their neighbors.
Furthermore, these local minima behave like the maximally mixed state 𝑰/2𝑛, which
makes the task of predicting properties for a local minimum under local unitary
perturbations classically trivial to solve.

Given𝑚 local Hermitian operators {𝒉𝑎}𝑎 and 𝜶 ∈ R𝑚. By applying Taylor’s theorem
in Prop. 4.8.1 to the one-dimensional function

𝑔(𝑡) = exp{𝒉𝑎}𝑎
𝜓
(𝑡𝜶̂)†𝑯 exp{𝒉𝑎}𝑎

𝜓
(𝑡𝜶̂)

for 0 ≤ 𝑡 ≤ ∥𝜶∥1 and 𝜶̂ = 𝜶/∥𝜶∥1, we can obtain the following proposition.

Proposition 4.7.1 (Taylor’s theorem for local unitary perturbations). Given an 𝑛-qubit
Hamiltonian 𝑯, 𝜶 ∈ R𝑛, 𝑚 local Hermitian operators {𝒉𝑎}𝑎, and an 𝑛-qubit pure
state |𝜓⟩. We have

exp𝜓 (𝜶)†𝑯 exp𝜓 (𝜶) = ⟨𝜓 |𝑯 |𝜓⟩ − i⟨𝜓 |
[
𝑯,

𝑚∑︁
𝑎=1

𝛼𝑎𝒉𝑎

]
|𝜓⟩

− 1
2

𝑚∑︁
𝑎=1

𝑚∑︁
𝑎′=1

𝛼𝑎𝛼𝑎′ exp𝜓 (𝜂𝜶̂)† [[𝑯, 𝒉𝑎], 𝒉𝑎′] exp𝜓 (𝜂𝜶̂),

for some 0 ≤ 𝜂 ≤ ∥𝜶∥1.

Lemma 4.7.1 (A random state is a local minimum under local unitary perturbations;
Restatement of Lemma 4.4.1). Consider a large problem size 𝑛. Given error
𝜖 ≥ 1/2𝑛/4, an 𝑛-qubit local Hamiltonian 𝑯 with ∥𝑯∥∞ = poly(𝑛), 𝑚 local
Hermitian operators {𝒉𝑎}𝑎 with𝑚 = poly(𝑛) and ∥𝒉𝑎∥∞ = 1, and a local observable
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𝑶 with ∥𝑶∥∞ ≤ 1. With probability at least 1−1/22𝑛/4 , an 𝑛-qubit state |𝜓⟩ sampled
uniformly at random is an 𝜖-approximate local minimum of 𝑯 under local unitary
perturbations generated by {𝒉𝑎}𝑎 and ⟨𝜓 |𝑶 |𝜓⟩ is 𝜖-close to tr(𝑶)/2𝑛.

Proof. From Lemma III.5 in [87], for any Pauli operator 𝑸 ∈ {𝑰, 𝑿,𝒀 , 𝒁}⊗𝑛 \ {𝑰⊗𝑛}
and a random 𝑛-qubit pure state |𝜓⟩ sampled uniformly, we have

Pr
|𝜓⟩
[|⟨𝜓 |𝑸 |𝜓⟩| > 𝛿] ≤ 2 exp

(
−2𝑛𝛿2

10

)
,

for any 0 ≤ 𝛿 ≤ 1. Let 𝛿 = 1/2𝑛/3. Then, we have

Pr
|𝜓⟩

[
|⟨𝜓 |𝑸 |𝜓⟩| > 1

2𝑛/3

]
≤ 2 exp

(
−2𝑛/3

10

)
.

Recall that any Hermitian operator has a unique Pauli decomposition:

𝑯 =
∑︁

𝑷∈{𝑰,𝑿,𝒀 ,𝒁}⊗𝑛
𝛼𝑷 (𝑯)𝑷,

𝑶 =
∑︁

𝑷∈{𝑰,𝑿,𝒀 ,𝒁}⊗𝑛
𝛼𝑷 (𝑶)𝑷,

𝒉𝑎 =
∑︁

𝑷∈{𝑰,𝑿,𝒀 ,𝒁}⊗𝑛
𝛼𝑷 (𝒉𝑎)𝑷,

where the Pauli coefficients 𝛼𝑷 (·) satisfy∑︁
𝑷∈{𝑰,𝑿,𝒀 ,𝒁}⊗𝑛

𝛼2
𝑷 (𝑯) ≤ ∥𝑯∥

2
∞ = poly(𝑛), (4.9)∑︁

𝑷∈{𝑰,𝑿,𝒀 ,𝒁}⊗𝑛
𝛼2
𝑷 (𝑶) ≤ ∥𝑶∥

2
∞ = 1. (4.10)∑︁

𝑷∈{𝑰,𝑿,𝒀 ,𝒁}⊗𝑛
𝛼2
𝑷 (𝒉𝑎) ≤ ∥𝒉𝑎∥

2
∞ = 1. (4.11)

Let 𝑆0 be the set of Pauli operator 𝑷 with nonzero Pauli coefficients 𝛼𝑷 in the Pauli
decompositions of either 𝑯 or 𝑶,

𝑆0 =
{
𝑷 ∈ {𝑰, 𝑿,𝒀 , 𝒁}⊗𝑛 \ {𝑰⊗𝑛} | 𝛼𝑷 (𝑯) ≠ 0 or 𝛼𝑷 (𝑶) ≠ 0

}
,

and 𝑆𝐸 be the set of Pauli operator 𝑷 with nonzero Pauli coefficients 𝛼𝑷 in the Pauli
decompositions of 𝒉𝑎 for some 𝑎,

𝑆𝐸 =
{
𝑷 ∈ {𝑰, 𝑿,𝒀 , 𝒁}⊗𝑛 \ {𝑰⊗𝑛} | ∃1 ≤ 𝑎 ≤ 𝑚, 𝛼𝑷 (𝒉𝑎) ≠ 0

}
.



227

Because 𝑯 is a local Hamiltonian and 𝑶 is a local observable, we have |𝑆0 | = poly(𝑛).
Because 𝒉𝑎 is a local observable, we have |𝑆𝐸 | = O(𝑚) = poly(𝑛). We then define

𝑆 =

{
𝑷′ ∈ {𝑰, 𝑿,𝒀 , 𝒁}⊗𝑛 \ {𝑰⊗𝑛} | ∃𝑸 ∈ 𝑆0, 𝑷 ∈ 𝑆𝐸 , tr(𝑷′[𝑸, 𝑷]) ≠ 0

}
∪ 𝑆0.

Because |𝑆0 | = poly(𝑛) and [𝑸, 𝑷] is another Pauli observable up to a phase, we
have |𝑆 | ≤ |𝑆𝐸 | |𝑆1 | = poly(𝑛). The union bound yields the following probabilistic
statement:

1 − Pr
|𝜓⟩

[
|⟨𝜓 |𝑸 |𝜓⟩| < 1

2𝑛/3
, ∀𝑸 ∈ 𝑆

]
≤ 2|𝑆 | exp

(
−2𝑛/3

10

)
≤ poly(𝑛)

22𝑛/3/10
<

1
22𝑛/4

,

where the last inequality holds for any large 𝑛 since 22𝑛/3/10−2𝑛/4 grows much faster
than any polynomial of 𝑛. We condition on the event for the random state |𝜓⟩ that

|⟨𝜓 |𝑸 |𝜓⟩| < 1
2𝑛/3

for all 𝑸 ∈ 𝑆,

referred to as event 𝐸∗. We can obtain the following from Cauchy-Schwarz inequality:

|⟨𝜓 | [𝑯, 𝒉𝑎] |𝜓⟩| ≤
∑︁

𝑸,𝑷∈{𝑰,𝑿,𝒀 ,𝒁}⊗𝑛

��𝛼𝑸 (𝑯)��|𝛼𝑷 (𝒉𝑎) | |⟨𝜓 | [𝑸, 𝑷] |𝜓⟩|

≤
√︄ ∑︁

𝑸,𝑷∈{𝑰,𝑿,𝒀 ,𝒁}⊗𝑛
𝛼2
𝑸
(𝑯)𝛼2

𝑷 (𝒉𝑎)
√︂
|𝑆 |

22𝑛/3 ≤
poly(𝑛)

2𝑛/3
,(4.12)

where the second inequality uses the conditioning on event 𝐸∗ and [𝑸, 𝑷] ≠ 0 =⇒
𝑸, 𝑷 ≠ 𝑰⊗𝑛, and the third inequality uses |𝑆 | = poly(𝑛) and Eq. (4.9), (4.11).
Similarly, we also have

|⟨𝜓 | [ [𝑯, 𝒉𝑎], 𝒉𝑎′] |𝜓⟩| ≤
poly(𝑛)

2𝑛/3
.

Using Eq. (4.10) instead of Eq. (4.9), we can similarly obtain

|⟨𝜓 |𝑶 |𝜓⟩ − 𝛼𝐼⊗𝑛 (𝑶) | =
����⟨𝜓 |𝑶 |𝜓⟩ − tr(𝑂)

2𝑛

���� ≤ poly(𝑛)
2𝑛/3

<
1

2𝑛/4
≤ 𝜖 (4.13)

for any large problem size 𝑛 since 2𝑛/3 grows much faster than any polynomial in 𝑛.
We now show that |𝜓⟩ is an 𝜖-approximate local minimum of 𝑯 under local unitary
perturbations. To establish this claim, from Def. 4.6.5, we need to prove that

exp𝜓 (𝜶)†𝑯 exp𝜓 (𝜶) ≥ ⟨𝜓 |𝑯 |𝜓⟩ − 𝜖 ∥𝜶∥1, for each 𝜶 ∈ 𝑇𝜓 , ∥𝜶∥1 ≤ 𝛿
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for some 𝛿 > 0. Recall from Lemma 4.7.1 based on Taylor’s theorem (Prop. 4.8.1),
we have

exp𝜓 (𝜶)†𝑯 exp𝜓 (𝜶) = ⟨𝜓 |𝑯 |𝜓⟩ − i⟨𝜓 |
[
𝑯,

𝑚∑︁
𝑎=1

𝛼𝑎𝒉𝑎

]
|𝜓⟩

− 1
2

𝑚∑︁
𝑎=1

𝑚∑︁
𝑎′=1

𝛼𝑎𝛼𝑎′ exp𝜓 (𝜂𝜶̂)† [[𝑯, 𝒉𝑎], 𝒉𝑎′] exp𝜓 (𝜂𝜶̂),

for some 0 ≤ 𝜂 ≤ ∥𝜶∥1. For the linear term, from Eq. (4.12) bounding |⟨𝜓 | [𝑯, 𝒉𝑎] |𝜓⟩|,
we have �����−i⟨𝜓 |

[
𝑯,

𝑚∑︁
𝑎=1

𝛼𝑎𝒉𝑎

]
|𝜓⟩

����� ≤ 𝑚∑︁
𝑎=1
|𝛼𝑎 |

poly(𝑛)
2𝑛/3

≤ poly(𝑛)
2𝑛/3

∥𝜶∥1,

where the last inequality uses 𝑚 = poly(𝑛). For the quadratic residual term, we have�����12 𝑚∑︁
𝑎=1

𝑚∑︁
𝑎′=1

𝛼𝑎𝛼𝑎′ exp𝜓 (𝜂𝜶̂)† [[𝑯, 𝒉𝑎], 𝒉𝑎′] exp𝜓 (𝜂𝜶̂)
����� ≤ 2∥𝜶∥21∥𝑯∥∞ = poly(𝑛)∥𝜶∥21.

Together, we can combine the inequalities to get

exp𝜓 (𝜶)†𝑯 exp𝜓 (𝜶) ≥ ⟨𝜓 |𝑯 |𝜓⟩ −
poly(𝑛)

2𝑛/3
∥𝜶∥1 − poly(𝑛)∥𝜶∥21

≥ ⟨𝜓 |𝑯 |𝜓⟩ − 0.5𝜖 ∥𝜶∥1 − poly(𝑛)∥𝜶∥21,

where the second inequality holds for any large problem size 𝑛 since 𝜖 ≥ 1/2𝑛/4

decays much slower than poly(𝑛)/2𝑛/3. For any ∥𝜶∥ < 𝛿 := 0.5𝜖/poly(𝑛), we have

exp𝜓 (𝜶)†𝑯 exp𝜓 (𝜶) ≥ ⟨𝜓 |𝑯 |𝜓⟩ − 0.5𝜖 ∥𝜶∥1 − 0.5𝜖 ∥𝜶∥1 = ⟨𝜓 |𝑯 |𝜓⟩ − 𝜖 ∥𝜶∥1,

which shows that |𝜓⟩ is an 𝜖-approximate local minimum of 𝑯 under local unitary
perturbations. Finally, because the event 𝐸∗ occurs with probability at least 0.99, by
combining Eq. (4.13) and the above, we establish the claim that, with high probability,
a random 𝑛-qubit state |𝜓⟩ sampled uniformly is an 𝜖-approximate local minimum
of 𝑯 under local unitary perturbations and ⟨𝜓 |𝑶 |𝜓⟩ is 𝜖-close to tr(𝑂)/2𝑛. ■

4.8 Appendix:Characterizing local minima under thermal perturbations
In this appendix, we characterize local minima under thermal perturbations. In
particular, we will focus on the gradients of the energy landscape, conditions of local
minima, and conditions on the Hamiltonian 𝑯 that ensure approximate local minima
are approximate global minima, i.e., there are no suboptimal local minima in the
energy landscape.
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Energy gradients
The energy landscape is much more nontrivial when defined under thermal perturba-
tions. We can study the energy landscape by looking at the energy gradients. Recall
the exponential map exp𝛽,𝜏,𝑯,{𝑨

𝑎}𝑎
𝝆 in Eq. (4.8) and consider the one-dimensional

function

𝑔(𝑡) = tr
(
𝑯 exp𝛽,𝜏,𝑯,{𝑨

𝑎}𝑎
𝝆 (𝑡𝜶̂)

)
= tr

(
𝑯 exp

(
𝑚∑︁
𝑎=1

𝑡𝛼̂𝑎L𝛽,𝜏,𝑯𝑎

)
(𝝆)

)
for 0 ≤ 𝑡 ≤ ∥𝜶∥1, 𝜶̂ = 𝜶/∥𝜶∥1. We have the following derivatives:

𝑑𝑔

𝑑𝑡
(𝑡) = tr

(
𝑯

∑︁
𝑎

𝛼̂𝑎L𝛽,𝜏,𝑯𝑎

[
exp

(
𝑚∑︁
𝑎=1

𝑡𝛼̂𝑎L𝛽,𝜏,𝑯𝑎

)
(𝝆)

])
,

𝑑2𝑔

𝑑𝑡2
(𝑡) = tr

(
𝑯

∑︁
𝑎

∑︁
𝑎′
𝛼̂𝑎𝛼̂𝑎′L𝛽,𝜏,𝑯𝑎′

[
L𝛽,𝜏,𝑯𝑎

[
exp

(
𝑚∑︁
𝑎=1

𝑡𝛼̂𝑎L𝛽,𝜏,𝑯𝑎

)
(𝝆)

] ])
.

Recall Taylor’s theorem with the Lagrange form of the remainder from standard
single-variate calculus. By applying Taylor’s theorem in Prop. 4.8.1 to 𝑔(𝑡), we can
obtain Prop. 4.8.2.

Proposition 4.8.1 (Taylor’s theorem). Let 𝑔(𝑡) : R→ R be twice differentiable on
the open interval between 0 and 𝑡 and 𝑔′(𝑡) continuous on the closed interval between
0 and 𝑡. Then

𝑔(𝑡) = 𝑔(0) + 𝑔′(0)𝑡 + 1
2
𝑔′′(𝜂)𝑡2,

for some real number 𝜂 between 0 and 𝑡.

Proposition 4.8.2 (Taylor’s theorem for thermal perturbations). Given an 𝑛-qubit
Hamiltonian 𝑯, 𝑚 local jump operators {𝑨𝑎}𝑎, parameters 𝛽, 𝜏 ≥ 0, 𝜶 ∈ R𝑚≥0, and
an 𝑛-qubit state 𝝆 ∈ S2𝑛 .

tr
(
𝑯 exp𝛽,𝜏,𝑯,{𝑨

𝑎}𝑎
𝝆 (𝜶)

)
= tr(𝑯𝝆) +

∑︁
𝑎

𝛼𝑎 tr(𝑯L𝛽,𝜏,𝑯𝑎 [𝝆])

+ 1
2

∑︁
𝑎

∑︁
𝑎′
𝛼𝑎𝛼𝑎′ tr

(
𝑯L𝛽,𝜏,𝑯

𝑎′ [L𝛽,𝜏,𝑯𝑎 [exp𝛽,𝜏,𝑯,{𝑨
𝑎}𝑎

𝝆 (𝜂𝜶̂)]]
)

for some 0 ≤ 𝜂 ≤ ∥𝜶∥1.

We define the energy gradients as follows. We separately consider a positive and
a negative energy gradient. The motivation of the definition is that the positive
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(negative) energy gradient should determine the direction of the thermodynamics
that causes the energy of the state to increase (decrease). Because our goal is to
understand local minima, we will focus on the negative energy gradient. When one
studies local maxima, one will focus on the positive energy gradient.

Definition 4.8.1 (Energy gradients of a state under thermal perturbations). Given an
𝑛-qubit Hamiltonian 𝑯, 𝑚 local jump operators {𝑨𝑎}𝑎, and parameters 𝛽, 𝜏 ≥ 0,
the gradients of an 𝑛-qubit state 𝝆 ∈ S2𝑛 under thermal perturbations with inverse
temperature 𝛽, time scale 𝜏, and system-bath interactions generated by {𝑨𝑎}𝑎 is
defined as

∇
+
𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆) :=

𝑚∑︁
𝑎=1

max
(
+ tr

(
𝑯L𝛽,𝜏,𝑯𝑎 [𝝆]

)
, 0

)
𝒆𝑎, (positive energy gradient)

∇
−
𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆) :=

𝑚∑︁
𝑎=1

max
(
− tr

(
𝑯L𝛽,𝜏,𝑯𝑎 [𝝆]

)
, 0

)
𝒆𝑎, (negative energy gradient)

∇𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆) :=
𝑚∑︁
𝑎=1

tr
(
𝑯L𝛽,𝜏,𝑯𝑎 [𝝆]

)
𝒆𝑎, (energy gradient)

where 𝒆𝑎 is the unit vector along the 𝑎-th coordinate.

Since the set of jump operators {𝑨𝑎}𝑎 will be fixed, we will sometimes drop the
dependence on {𝑨𝑎}𝑎 for notational simplicity. The positive/negative energy gradient
belongs to the tangent space R𝑚≥0, but the energy gradient

∇𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆) = ∇
+
𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆) − ∇

−
𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆)

may not be in the tangent space due to negative values. So, in general, one could
not move in the direction of the energy gradient. However, one could move in the
direction of the positive or negative energy gradient. It is instructive to think about
the Heisenberg picture and define the energy gradient operator.

Definition 4.8.2 (Energy gradient operator). Given an 𝑛-qubit Hamiltonian 𝑯, 𝑚
local jump operators {𝑨𝑎}𝑎, inverse temperature 𝛽 ≥ 0, and time scale 𝜏 ≥ 0, the
energy gradient operators under thermal perturbations is

𝑚∑︁
𝑎=1
L†𝛽,𝜏,𝑯𝑎 [𝑯] 𝒆𝑎,

which is a vector of 𝑛-qubit Hermitian operators.
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We can provide an upper and lower bound to the energy gradients by combining
Prop. 4.10.2 and Prop. 4.10.3 to obtain the following proposition.

Proposition 4.8.3 (Bound on the energy gradients). Given an 𝑛-qubit Hamiltonian
𝑯, 𝑚 local jump operators {𝑨𝑎}𝑎, inverse temperature 𝛽 ≥ 0, and time scale 𝜏 ≥ 0,

∥L†𝛽,𝜏,𝑯𝑎 (𝑯)∥∞ ≤ 3∥𝑯∥∞

for all 𝑎 = 1, . . . , 𝑚.

The 𝛽, 𝜏 →∞ limit (zero temperature heat bath with an infinite time scale) recovers
the Davies’ generator L∞,∞,𝑯𝑎 . The Davies’ generator takes an energy eigenvector
|𝜓 𝑗 ⟩⟨𝜓 𝑗 | of 𝑯 to energy eigenvectors with equal or lower energy, i.e., for any 𝑡 ≥ 0,

⟨𝜓𝑘 | exp
(
𝑡L∞,∞,𝑯𝑎

) (
|𝜓 𝑗 ⟩⟨𝜓 𝑗 |

)
|𝜓𝑘⟩ = 0 for any 𝑗 , 𝑘 such that 𝐸𝑘 > 𝐸 𝑗 .

We can use the above to obtain the following proposition.

Proposition 4.8.4 (Vanishing positive energy gradient). For 𝛽 = 𝜏 = ∞, we have

L∞,∞,𝑯†𝑎 [𝑯] ⪯ 0, for each 𝑎.

Hence, the positive energy gradient vanishes ∇+∞,∞(𝑯, 𝝆) = 0 and ∇∞,∞(𝑯, 𝝆) =
−∇−∞,∞(𝑯, 𝝆) for all Hamiltonian 𝑯 and state 𝝆.

This proposition illustrates that thermal perturbations induced by a zero-temperature
heat bath with an infinite time scale should only absorb energy from the quantum
system and not cause the energy to increase. Hence, the positive energy gradient
must vanish.

A sufficient condition and a necessary condition of local minima
Using the negative gradient, we can show a necessary condition and a sufficient
condition for local minima under thermal perturbations. They differ only slightly
(< vs ≤). From the conditions, we can see that local minima are well characterized
by the negative energy gradient. Recall that ∥𝒙∥∞ = max𝑖 |𝑥𝑖 | is the ℓ∞ norm for a
finite-dimensional vector 𝒙.

Lemma 4.8.1 (A sufficient condition for local minima under thermal perturbations).
Given 𝜖 > 0, an 𝑛-qubit Hamiltonian 𝑯, 𝑚 local jump operators {𝑨𝑎}𝑎, and
parameters 𝛽, 𝜏 ≥ 0, an 𝑛-qubit state 𝝆 with a small negative energy gradient,

∥∇−
𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆)∥∞ < 𝜖, (4.14)
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is an 𝜖-approximate local minimum 𝝆 of the 𝑛-qubit Hamiltonian 𝑯 under thermal
perturbations with inverse temperature 𝛽, time scale 𝜏, and system-bath interactions
generated by {𝑨𝑎}𝑎.

Proof. Consider 𝐶𝐿 = max𝑎 ∥L𝛽,𝜏,𝑯𝑎 ∥1−1 > 0 and 𝐶𝐻 = ∥𝑯∥∞. Given 𝜶 ∈ R𝑚≥0, we
have �����∑︁

𝑎

∑︁
𝑎′
𝛼𝑎𝛼𝑎′ tr(𝑯L𝛽,𝜏,𝑯𝑎′ [L𝛽,𝜏,𝑯𝑎 [𝝈]])

����� ≤ 𝐶2
𝐿𝐶𝐻 ∥𝜶∥21,

for any state 𝝈. Let 𝜖0 := ∥∇−
𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆)∥∞ < 𝜖 . From 𝛼𝑎 ≥ 0 and Cauchy-

Schwarz inequality,∑︁
𝑎

𝛼𝑎 tr(𝑯L𝛽,𝜏,𝑯𝑎 [𝝆]) ≥ −
∑︁
𝑎

|𝛼𝑎 |max
(
− tr

(
𝑯L𝛽,𝜏,𝑯

𝑖
[𝝆]

)
, 0

)
≥ −∥𝜶∥1𝜖0.

Together, Taylor’s theorem for thermal perturbations (Prop. 4.8.2) implies

tr
(
𝑯 exp𝛽,𝜏,𝑯,{𝑨

𝑎}𝑎
𝝆 (𝜶)

)
≥ tr(𝑯𝝆) − ∥𝜶∥1𝜖0 −

∥𝜶∥21
2

𝐶2
𝐿𝐶𝐻 ,

for any 𝜶 ∈ R𝑚≥0. From the above, we see that for any ∥𝜶∥21 < 𝛿 := 2(𝜖−𝜖0)
𝐶2
𝐿
𝐶𝐻

,

tr
(
𝑯 exp𝛽,𝜏,𝑯,{𝑨

𝑎}𝑎
𝝆 (𝜶)

)
≥ tr(𝑯𝝆) − 𝜖 ∥𝜶∥1 + ∥𝜶∥1

(
(𝜖 − 𝜖0) −

𝐶2
𝐿
𝐶𝐻

2
∥𝜶∥21

)
≥ tr(𝑯𝝆) − 𝜖 ∥𝜶∥1.

So, 𝝆 is an 𝜖-approximate local minimum of 𝑯 under thermal perturbations with
inverse temperature 𝛽, time scale 𝜏, and system-bath interactions generated by
{𝑨𝑎}𝑎. ■

Lemma 4.8.2 (A necessary condition for local minima under thermal perturbations).
Given 𝜖 > 0, an 𝑛-qubit Hamiltonian 𝑯, 𝑚 local jump operators {𝑨𝑎}𝑎, and
parameters 𝛽, 𝜏 ≥ 0, an 𝜖-approximate local minimum 𝝆 of 𝑯 under thermal
perturbations with inverse temperature 𝛽, time scale 𝜏, and system-bath interactions
generated by {𝑨𝑎}𝑎 satisfies

∥∇−
𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆)∥∞ ≤ 𝜖,

which differs only slightly from the condition in Eq. (4.14).
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Proof. Recall that ∇−
𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆) ∈ R

𝑚
≥0. Let 𝑎∗ = a𝑟𝑔 𝑚𝑎𝑥

𝑎

(
∇−
𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆)𝑎

)
.

If the negative energy gradient vector tr(𝑯L𝛽,𝜏,𝑯
𝑎∗ [𝝆]) is zero, then the claim holds.

Hence, we only need to consider the case when the negative energy gradient vector
is nonzero. In this case,

0 < ∥∇−
𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆)∥∞ = ∇−

𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆)𝑎∗ = − tr(𝑯L𝛽,𝜏,𝑯
𝑎∗ [𝝆]).

Consider 𝜶̂ := 𝒆𝑎∗ ∈ R𝑚≥0, which satisfies ∥𝜶̂∥1 = 1. We have

lim
𝑡→0+

tr(𝑯 exp𝛽,𝜏,𝑯,{𝑨
𝑎}𝑎

𝝆 (𝑡𝜶̂)) − tr(𝑯𝝆)
𝑡

= tr(𝑯L𝛽,𝜏,𝑯
𝑎∗ [𝝆])

= −∥∇−
𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆)∥∞.

At the same time, for any 𝑡 > 0, we also have

tr(𝑯 exp𝛽,𝜏,𝑯,{𝑨
𝑎}𝑎

𝝆 (𝑡𝜶̂)) − tr(𝑯𝝆)
𝑡

≥ −𝜖 ∥𝜶̂∥1 = −𝜖 .

Together, we obtain the desired claim. ■

Hamiltonians without suboptimal local minima
An important concept in classical optimization is to understand when all local minima
are global minima. For example, in convex optimization, checking the convexity
of the objective function ℎ(𝒙) ensures that all local minima are global minima.
When all local minima are global minima, it is commonly referred to as having no
suboptimal local minima in the optimization landscape. For optimizing quantum
Hamiltonians, we can define a similar concept. Let us begin with a definition of
approximate global minimum.

Definition 4.8.3 (Approximate global minimum of Hamiltonians). Given 𝜖, 𝛿 > 0
and an 𝑛-qubit Hamiltonian 𝑯 with minimum energy 𝐸0. Let 𝑷𝐺+𝜖 (𝑯) be the
projector to the subspace of energy eigenstates of 𝑯 with energy at most 𝐸0 + 𝜖 . An
𝑛-qubit state 𝝆 is an 𝜖-approximate global minimum of 𝑯 with failure probability
≤ 𝛿 if tr(𝑷𝐺+𝜖 (𝑯)𝝆) ≥ 1 − 𝛿.

Definition 4.8.4 (No suboptimal local minima). Given 𝜖 > 0. We say an 𝑛-
qubit Hamiltonian 𝑯 has no suboptimal 𝜖-approximate local minima with failure
probability 𝛿 if any 𝜖-approximate local minimum 𝝆 of 𝑯 is an 𝜖-approximate global
minimum of 𝑯 with failure probability ≤ 𝛿, i.e., tr(𝑷𝐺+𝜖 (𝑯)𝝆) ≥ 1 − 𝛿.
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While the above definitions apply to any Hamiltonian 𝑯, in this work, we will focus
on Hamiltonians with a gap Δ > 0 between the minimum energy and the second
minimum energy, also known as the spectral gap. By definition of 𝑷𝐺+𝜖 (𝑯) and
spectral gap Δ, we have

𝜖 < Δ =⇒ 𝑷𝐺+𝜖 (𝑯) = 𝑷𝐺 (𝑯).

As we will almost always consider 𝜖 < Δ, any 𝜖-approximate global minimum is an
0-approximate global minimum or exact global minimum.

Convexity implies all local minima are global in classical optimization. In the
following lemma, we present a sufficient condition for ensuring that all local minima
are global in quantum systems. As we can see, all we need is to check the negative
gradient operator is sufficiently positive in the non-ground-state space 𝑰 − 𝑷𝐺 . We
will refer to this as the negative gradient condition.

Lemma 4.8.3 (A sufficient condition ensuring all local minima are global). Given
𝜖, 𝛿 > 0, an 𝑛-qubit Hamiltonian 𝑯, 𝑚 local jump operators {𝑨𝑎}𝑎, and parameters
𝛽, 𝜏 ≥ 0. Let 𝑷𝐺 (𝑯) be the projection onto the ground state space of 𝑯. If there
exists 𝜶 ∈ R𝑚≥0 with ∥𝜶∥1 = 1, such that the negative gradient operator satisfies

(negative gradient condition): −
∑︁
𝑎

𝛼𝑎L†𝛽,𝜏,𝑯𝑎 [𝑯] ⪰ 2𝜖
𝛿
(𝑰 − 𝑷𝐺 (𝑯)) − 𝜖 𝑰,

(4.15)
then any 𝜖-approximate local minimum 𝝆 of the 𝑛-qubit Hamiltonian 𝑯 under
thermal perturbations with inverse temperature 𝛽, time scale 𝜏, and system-bath
interactions generated by {𝑨𝑎}𝑎 is an exact global minimum with failure probability
≤ 𝛿. That is, tr(𝑷𝐺 (𝑯)𝝆) ≥ 1 − 𝛿.

Proof. From the necessary condition for local minima in Lemma 4.8.2, any 𝜖-
approximate local minimum 𝝆 of the 𝑛-qubit Hamiltonian 𝑯 under thermal per-
turbations with inverse temperature 𝛽, time scale 𝜏, and system-bath interactions
generated by {𝑨𝑎}𝑎 satisfies

− tr(L†𝛽,𝜏,𝑯𝑎 [𝑯]𝝆) ≤ 𝜖 for each 𝑎 = 1, . . . , 𝑚.

Hence, from Eq. (4.15), we have

𝜖 ≥ −
∑︁
𝑎

𝛼𝑎 tr(L†𝛽,𝜏,𝑯𝑎 [𝑯]𝝆) ≥ 2𝜖
𝛿
(1 − tr(𝑷𝐺 (𝑯)𝝆)) − 𝜖 .

This immediately implies that tr(𝑷𝐺 (𝑯)𝝆) ≥ 1 − 𝛿. ■
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4.9 Appendix:Complexity of finding a local minimum in quantum systems
In this appendix, we formally present the main results of this paper shown earlier in
section 4.2 regarding the computational complexity of finding a local minimum in
quantum systems. We separate the results into two parts. First, we look at the problem
of finding a local minimum under local unitary perturbations (Def. 4.6.7), showing
that the problem is classically trivial to solve. Next, we look at the problem of finding
a local minimum under low-temperature thermal perturbations (Def. 4.6.6). We will
see that this problem is quantumly easy but classically hard to solve, establishing a
promising candidate problem for quantum advantage.

Finding a local minimum under local unitary perturbations
We begin with the first main result stating the problem of a local minimum under
local unitary perturbations is classically trivial. The main issue is that there is a
large barren plateau (which consists of many local minima with high energy) in
the quantum optimization landscape. Hence, a classical algorithm can efficiently
estimate the properties of a single local minimum.

Proposition 4.9.1 (Classically easy to find a local minimum under local unitary
perturbations; Restatement of Proposition 4.2.1). Consider a large problem size
𝑛. There is a trivial classical algorithm that guarantees the following. Given
error 𝜖 = 1/poly(𝑛), an 𝑛-qubit local Hamiltonian 𝑯 with ∥𝑯∥∞ = poly(𝑛), 𝑚
local Hermitian operators {𝒉𝑎}𝑚

𝑎=1 with 𝑚 = poly(𝑛) and ∥𝒉𝑎∥∞ = 1, and a local
observable 𝑶 with ∥𝑶∥∞ ≤ 1.

The classical algorithm runs in time O(1) and outputs a real value 𝑣 ∈ [−1, 1],
such that 𝑣 is 𝜖-close to ⟨𝜓 |𝑶 |𝜓⟩ for an 𝜖-approximate local minimum |𝜓⟩ of the
Hamiltonian 𝑯 under local unitary perturbations generated by {𝒉𝑎}𝑎.

Proof. From Lemma 4.7.1 given in Appendix 4.7 characterizing local minima of 𝑯
under local unitary perturbations, with high probability, a state |𝜓⟩ sampled uniformly
at random from the space of pure states is an 𝜖-approximate local minimum |𝜓⟩ of
the local Hamiltonian 𝑯 under local unitary perturbations, and ⟨𝜓 |𝑶 |𝜓⟩ is 𝜖-close
to tr(𝑶)/2𝑛. Hence, there exists an 𝜖-approximate local minimum |𝜓⟩ of 𝑯 under
local unitary perturbations, and ⟨𝜓 |𝑶 |𝜓⟩ is 𝜖-close to tr(𝑶)/2𝑛.

This characterization of local minima gives rise to the following trivial classical
algorithm. Given a local observable 𝑶, represented by the subset 𝑆 of qubits 𝑶 acts
on with |𝑆 | = O(1) and a 2|𝑆 |×|𝑆 | Hermitian matrix 𝑶∗. A classical algorithm can
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compute tr(𝑶)/2𝑛 efficiently by computing the trace of 𝑶∗ and dividing by 2|𝑆 |. This
trivial classical algorithm runs in time O(1). ■

Finding a local minimum under thermal perturbations
We now turn to the second main result of this work, which shows that finding a
local minimum under low-temperature thermal perturbations is easy with a quantum
computer. This is in contrast to the task of finding the ground state (global minimum),
which is hard on quantum computers. The formal statement is given below in
Theorem 4.9.1.

Theorem 4.9.1 (Quantumly easy to find a local minimum under thermal perturbations;
Restatement of Theorem 4.2.1). Let 𝑛 be the problem size. There is a poly(𝑛)-time
quantum algorithm that guarantees the following. Given error 𝜖 = 1/poly(𝑛),
inverse temperature 0 ≤ 𝛽 ≤ poly(𝑛), time scale 𝜏 = poly(𝑛), an 𝑛-qubit local
Hamiltonian 𝑯 with ∥𝑯∥∞ = poly(𝑛), 𝑚 local jump operators {𝑨𝑎}𝑚

𝑎=1 with
𝑚 = poly(𝑛), and a local observable 𝑶 with ∥𝑶∥∞ ≤ 1.

The quantum algorithm outputs a real value 𝑣 ∈ [−1, 1], such that 𝑣 is 𝜖-close to
tr(𝑶𝝆) for an 𝜖-approximate local minimum 𝝆 of 𝑯 under thermal perturbations
with an inverse temperature 𝛽, a time scale 𝜏, and system-bath interactions generated
by {𝑨𝑎}𝑎.

Proof idea. We consider a version of gradient descent, which we refer to as Quantum
thermal gradient descent, that mimics how Nature cools the quantum system when
the system is interacting locally and weakly with a low-temperature heat bath. The
algorithm starts with an arbitrary initial state 𝝆0. For each step 𝑡 = 0, 1, 2, . . ., the
algorithm considers the current state 𝝆𝑡 and proposes the next state 𝝆𝑡+1. The tangent
space 𝑇 𝛽,𝜏,𝑯𝝆𝑡 at 𝝆𝑡 is high dimensional with many possible directions/dynamics
depending on the system-bath interaction. The algorithm chooses a direction that
lowers the energy as fast as possible by computing the gradient of the energy and
proposes 𝝆𝑡+1 by performing gradient descent. As long as the current state 𝝆𝑡 is not
an 𝜖-approximate local minimum of 𝑯 under thermal perturbations, the energy will
decrease by a sufficiently large amount

tr(𝑯𝝆𝑡+1) < tr(𝑯𝝆𝑡) −
1

poly(𝑛) .

Because the energy is bounded from below, there are, at most, a polynomial number
of steps 𝑡 ≤ poly(𝑛) until the algorithm arrives at an 𝜖-approximate local minimum
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of 𝑯 under thermal perturbations. The detailed proof of Theorem 4.9.1 is given in
Appendix 4.11. ■

Finally, we turn to the third main result establishing the difficulty of finding a local
minimum under thermal perturbations using a classical computer. To establish this
result, we consider a class of geometrically local Hamiltonians {𝑯𝐶}𝐶 on 2D lattices.
Each Hamiltonian 𝑯𝐶 corresponds to a 2D circuit 𝑼𝐶 = 𝑼𝑇 · · ·𝑼2𝑼1 acting on 𝑛
qubits with 𝑇 = 2𝑡0 + 𝐿 = poly(𝑛) gates as constructed in Fig. 1 of [142] with the
additional padding to the construction in [142] such that the first and last 𝑡0 = 𝑐𝐿2

gates being the identity gates for a constant 𝑐 = O(1). The construction in [142]
has the property that each gate of the 2D circuit 𝑼𝐶 is geometrically adjacent to the
subsequent gate.

Given the 2D circuit𝑼𝐶 on 𝑛 qubits with𝑇 gates. The geometrically local Hamiltonian
𝑯𝐶 acts on 𝑛 + 𝑇 qubits on a 2D lattice and has a highly-entangled unique ground
state that encodes the quantum computation based on the 2D circuit 𝑼𝐶 ,

|𝜂0⟩ =
𝑇∑︁
𝑡=0

√︁
𝜉𝑡

(
𝑼𝑡 · · ·𝑼1 |0𝑛⟩

)
⊗

��1𝑡0𝑇−𝑡〉, where 𝜉𝑡 :=
1
2𝑇

(
𝑇

𝑡

)
.

We present the detailed construction of the 2D Hamiltonian 𝑯𝐶 in Definition 4.14.1
in Appendix 4.14. We have the following proposition for estimating single-qubit
observables on the ground state of 𝑯𝐶 .

Proposition 4.9.2 (BQP-hardness for estimating properties of the ground state of
𝑯𝐶). If there is a classical algorithm that can estimate any single-qubit observable
on the unique ground state of the geometrically local Hamiltonian 𝑯𝐶 in time
polynomial in the number of qubits in 𝑯𝐶 to error 1/4 for any 𝑯𝐶 in the class, then
BPP = BQP.

Proof. Consider the single-qubit observable 𝒁 𝑗 and let 𝑇𝑗 be the last time that qubit
𝑗 is acted by a gate in the circuit 𝐶. The ground state expectation of 𝒁 𝑗 is

⟨𝜂0 |𝒁 𝑗 |𝜂0⟩ =
𝑇∑︁

𝑡=𝑇 𝑗+1
𝜉𝑡 ⟨0𝑛 |𝑼†1 · · ·𝑼

†
𝑡 𝒁 𝑗𝑼𝑡 · · ·𝑼1 |0𝑛⟩ +

𝑇 𝑗∑︁
𝑡=0

𝜉𝑡 ⟨0𝑛 |𝑼†1 · · ·𝑼
†
𝑡 𝒁 𝑗𝑼𝑡 · · ·𝑼1 |0𝑛⟩

= ⟨0𝑛 |𝑼†1 · · ·𝑼
†
𝑇
𝒁 𝑗𝑼𝑇 · · ·𝑼1 |0𝑛⟩𝑃𝑡>𝑇 𝑗 + 𝜖 𝑗 ,

where 𝑃𝑡>𝑇 𝑗 :=
∑︁
𝑡>𝑇 𝑗

𝜉𝑡 , 𝜖 𝑗 :=
∑︁
𝑡≤𝑇 𝑗

𝜉𝑡 ⟨0𝑛 |𝑼†1 · · ·𝑼
†
𝑡 𝒁 𝑗𝑼𝑡 · · ·𝑼1 |0𝑛⟩.
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We have used the fact that𝑈𝑡 for 𝑡 > 𝑇𝑗 acts like identity on the 𝑗-th qubit. Note that

|𝜖 𝑗 | ≤ 1 − 𝑃𝑡>𝑇 𝑗 =: 𝑃𝑡≤𝑇 𝑗 .

We can make 𝜖 𝑗 arbitrarily small using a tail bound on the binomial distribution.
Given any circuit, one could always pad more identity gates to form an 𝐿-gate circuit,
such that the last 3/4 of the 𝐿 gates are identity. Recall that 𝑇 = 2𝑡0 + 𝐿 = 2𝑐𝐿2 + 𝐿.
Then 𝑇𝑗 ≤ 𝑐𝐿2 + 𝐿/4 and we have |𝜖 𝑗 | ≤ 𝑃𝑡≤𝑇 𝑗 ≤ 𝑃𝑡≤𝑐𝐿2+𝐿/4.

Using Hoeffding’s inequality, we can bound the probability of sampling a time 𝑡,
such that 𝑡 ≤ 𝑐𝐿2 + 𝐿/4, according to the Binomial distribution {𝜉𝑡}𝑇𝑡=0. This yields

|𝜖 𝑗 | ≤ exp

[
−2𝑇

(
1
2
− 𝑐𝐿

2 + 𝐿/4
2𝑐𝐿2 + 𝐿

)2]
= e−

𝐿
8+16𝑐𝐿 .

By choosing a small constant 𝑐 ≤ 1/(16 ln 18) − 1/(2𝐿), we have |𝜖 𝑗 | ≤ 1/18 and
𝑃𝑡>𝑇 𝑗 ≥ 17/18. Because of the bounds on the error |𝜖 𝑗 | and the probability 𝑃𝑡>𝑇 𝑗 ,
a classical algorithm satisfying the assumption of the proposition can determine
whether

⟨0𝑛 |𝑼†1 · · ·𝑼
†
𝑇
𝑍 𝑗𝑼𝑇 · · ·𝑼1 |0𝑛⟩ > 1/3 or ⟨0𝑛 |𝑼†1 · · ·𝑼

†
𝑇
𝑍 𝑗𝑼𝑇 · · ·𝑼1 |0𝑛⟩ < −1/3,

for any 2D circuit𝑼𝐶 with𝑇 = 2𝑡0+𝐿 = 2𝑐𝐿2+𝐿 gates, where the first 𝑡0 and and the
last (3/4)𝐿+ 𝑡0 gates are identity. Because one could think of the circuit𝑼𝐶 as having
𝐿/4 gates for any 𝐿 = poly(𝑛), this immediately implies that a polynomial-time
classical algorithm can decide whether the expectation value of 𝑍 𝑗 on the output
state is > 1/3 or < −1/3 for any polynomial-size 2D circuit where all consecutive
gates are adjacent in the 2D geometry.

A 2D circuit 𝑼𝐶 such that any gate is adjacent to the subsequent gate can be
constructed from any quantum circuit without the 2D constraint, such that a single-
qubit observable 𝑍𝑖 on the output of the original quantum circuit corresponds to
a single-qubit observable 𝑍 𝑗 on the output of the 2D circuit. As a result, any
polynomial-time classical algorithm that can determine whether the expectation
value of 𝑍 𝑗 on 𝑼𝑡 · · ·𝑼1 |0𝑛⟩ is greater than 1/3 or smaller than −1/3 can be used to
simulate any polynomial-time quantum algorithm for solving decision problems in
classical polynomial time. Hence, BPP = BQP. ■

Using a series of mathematical techniques presented in Appendix 4.12 for charac-
terizing whether all local minima are global minima in a many-body Hamiltonian,
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we prove that all local minima 𝑯𝐶 are close to the unique ground state |𝜂0⟩ in
Theorem 4.9.2. This theorem is the most involved technical contribution of this work.
Intuitively, one can think of the energy landscape of the 2D Hamiltonian 𝑯𝐶 over
the space of 𝑛-qubit density matrices under low-temperature thermal perturbations
to have a good bowl shape. This is in stark contrast to the energy landscape under
local unitary perturbations, where the landscape always contains an overwhelmingly
large barren plateau causing the problem of finding local minima to be classically
easy. Furthermore, this theorem shows that a low-temperature cooling can always
find a state close to the ground state irrespective of where we initialize the state in
the exponentially large quantum state space.

Theorem 4.9.2 (All local minima are global in BQP-hard Hamiltonians; Restatement
of Theorem 4.2.2). Let 𝑷𝐺 (𝑯𝐶) = |𝜂0⟩⟨𝜂0 | be the ground state of the 2D Hamiltonian
𝑯𝐶 acting on 𝑛 + 𝑇 = poly(𝑛) qubits. There is a choice of 𝑚 = Poly(𝑛) two-qubit
jump operators {𝑨𝑎}𝑎 satisfying the following.

Given 0 < 𝛿 < 1. For any small error 𝜖 = 1/Poly(𝑛, 1/𝛿), any 𝜖-approximate local
minimum 𝝆 of 𝑯𝐶 under thermal perturbations with a large inverse temperature
𝛽 = Poly(𝑛, 1/𝛿), a large time scale 𝜏 = Poly(𝑛, 1/𝛿), and system-bath interactions
generated by {𝑨𝑎}𝑎 is an exact global minimum with high probability, i.e., we have
tr(𝑷𝐺 (𝑯𝐶)𝝆) ≥ 1 − 𝛿.

The proof of Theorem 4.9.2 is given in Appendix 4.14. To show that the landscape has
a good bowl shape, we utilize the negative gradient condition given in Appendix 4.8.
However, the negative energy gradient operator is not easy to study. To establish
this strong claim, we give a series of techniques in Appendix 4.12 for characterizing
negative energy gradient operator in few-qubit systems, in commuting Hamiltonians,
and in perturbed Hamiltonians. These technical tools can also be used to understand
the energy landscape in other interacting many-body Hamiltonians.

While finding a local minimum under local unitary perturbations is classically easy,
the characterization of the energy landscape in these BQP-hard Hamiltonians 𝑯𝐶

implies that finding a local minimum under thermal perturbations is universal for
quantum computation and is hence classically hard if BPP ≠ BQP. Recall that
BPP = BQP implies that all single-qubit measurements of all polynomial-size
quantum circuits can be simulated in polynomial time on a classical computer. Since
one expects some quantum circuits to be hard to simulate on a classical computer,
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Theorem 4.9.3 implies that finding a local minimum under thermal perturbations is
classically hard.

Theorem 4.9.3 (Classically hard to find a local minimum under thermal perturbations;
Restatement of Theorem 4.2.3). Let 𝑛 be the problem size. Suppose there is a poly(𝑛)-
time classical algorithm guaranteeing the following. Given error 𝜖 = 1/poly(𝑛),
inverse temperature 0 ≤ 𝛽 ≤ poly(𝑛), time scale 0 ≤ 𝜏 ≤ poly(𝑛), an 𝑛-qubit
local Hamiltonian 𝑯 with ∥𝑯∥∞ = poly(𝑛), 𝑚 local jump operators {𝑨𝑎}𝑚

𝑎=1 with
𝑚 = poly(𝑛), and a single-qubit observable 𝑶 with ∥𝑶∥∞ ≤ 1.

The classical algorithm outputs a real value 𝑣 ∈ [−1, 1], such that 𝑣 is 𝜖-close
to tr(𝑶𝝆) for an 𝜖-approximate local minimum 𝝆 of the Hamiltonian 𝑯 under
thermal perturbations with an inverse temperature 𝛽, a time scale 𝜏, and system-bath
interactions generated by {𝑨𝑎}𝑎. Then BPP = BQP.

Proof. Assuming the existence of a polynomial-time classical algorithm that satisfies
the properties stated in the theorem. Apply this classical algorithm to the 2D
Hamiltonian 𝑯𝐶 considered in Theorem 4.9.2 with a sufficiently small approximation
error 𝜖 , such that any 𝜖-approximate local minimum 𝝆 of 𝑯𝐶 under thermal
perturbations with polynomially-large 𝛽, 𝜏 and system-bath interactions generated
by {𝑨𝑎}𝑎 is an exact global minimum with high probability, i.e.,

⟨𝜂0 |𝝆 |𝜂0⟩ = tr(𝑷𝐺 (𝑯𝐶)𝝆) ≥ 1 − 1
162 ,

where |𝜂0⟩ is the unique ground state of 𝑯𝐶 . We further consider 𝜖 to be small
enough such that

𝜖 <
1
8
. (4.16)

Let 𝝆 be an 𝜖-approximate local minimum of the Hamiltonian 𝑯 under thermal
perturbations. Consider the observable 𝑶 𝑗 = 𝒁 𝑗 from the proof of Proposition 4.9.2.
Using the Fuchs–van de Graaf inequalities, we have

∥𝝆 − |𝜂0⟩⟨𝜂0 |∥1 ≤
1
8
. (4.17)

Because the classical algorithm can estimate tr(𝑶 𝑗 𝝆) to error 𝜖 , from Eq. (4.16) and (4.17),
the classical algorithm can estimate ⟨𝜂0 |𝑶 𝑗 |𝜂0⟩ to error 1/4 in time polynomial in
the number of qubits in 𝑯𝐶 . From Prop. 4.9.2, this implies that BPP = BQP. ■

In the following, we use the previous theorem to show that quantum machines
can improve over any efficient classical algorithm that variationally optimizes a
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classical ansatz that can efficiently predict local properties by performing low-
temperature cooling. Examples of the classical ansatz include tensor networks with
efficient tensor contraction algorithms and neural-network quantum states with fast
sampling algorithms. This result provides a physically-relevant problem that yields
an advantage in minimizing the energy of a geometrically-local Hamiltonian.

Corollary 4.9.1 (Quantum advantage over variationally optimized classical ansatz).
Under the conjecture that BPP ≠ BQP, there exists a class of 𝑛-qubit geometrically-
local Hamiltonian 𝑯 on a two-dimensional lattice with ∥𝑯∥∞ = O(𝑛) that satisfies
the following. Given any classical ansatz of 𝑛-qubit state 𝝆 that can estimate the
expectation value of single-qubit observables to 1/poly(𝑛) error in poly(𝑛)-time on
classical computers, any poly(𝑛)-time classical algorithm for minimizing the energy
tr(𝑯𝝆) using the classical ansatz, and samples of the state 𝝆 represented by the
optimized classical ansatz. A quantum machine can find a state 𝝆# with strictly lower
energy than 𝝆 in poly(𝑛) time by running a quantum thermal gradient descent based
on low-temperature cooling.

Proof. The central claim is that the state 𝝆 found by an efficient classical algorithm
cannot be an 𝜖-approximate local minimum under low-temperature thermal perturba-
tions. We establish this claim by contradiction. Suppose that the classical ansatz
for 𝝆 found by the efficient classical algorithm is an 𝜖-approximate local minimum.
Then the classical algorithm can use the classical ansatz to predict the expectation
values of single-qubit observables of an 𝜖-approximate local minimum 𝝆 of 𝑯 to 𝜖
error. From Theorem 4.9.3, this implies that BPP = BQP, which is a contradiction.

Because 𝝆 is not an 𝜖-approximate local minimum under low-temperature thermal
perturbations, a quantum machine can use samples of 𝝆 to initialize at the state 𝝆

and perform one gradient descent step based on low-temperature cooling. From
Lemma 4.8.2 on the necessary condition for local minima, there exists 𝑎 ∈ {1, . . . , 𝑚}
such that tr(𝑯L𝛽,𝜏,𝑯𝑎 [𝝆]) < −𝜖 . From Lemma 4.11.1 on cooling by gradient descent,
one can show that a single gradient descent step yields a state 𝝆(next) with a strictly
lower energy than the state 𝝆. Hence, one establishes the desired claim. ■

4.10 Appendix:Details of thermal Lindbladians
In the rest of the appendices, we give the full detailed proofs of Theorems 4.9.1
and 4.9.2 that are central to establishing the computational complexity of finding
local minima under thermal perturbations in the previous appendix. To that end,
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we need to provide the techincal details of thermal Lindbladians that generate such
perturbations.

We have previously presented a high-level introduction to thermal Lindbladians in
Appendix 4.5. This has been sufficient for defining local minima and analyzing
some basic properties, but not enough for proving Theorems 4.9.1 and 4.9.2. In this
appendix, we present the exact form of thermal Lindbladians, their properties, and
the algorithmic primitives for simulating quantum thermodynamics.

Exact form
The exact form of the thermal Lindbladian depends on a few physical concepts due
to the microscopic derivation from a system-bath interaction [135]. For each jump
𝑨𝑎, we have

L𝛽,𝜏,𝑯𝑎 (𝝆) := −i[𝑯𝛽,𝜏,𝑯
𝐿𝑆,𝑎

, 𝝆]+
∫ ∞

−∞
𝛾𝛽 (𝜔)

[
𝑨̂𝑎 (𝜔)𝝆𝑨̂𝑎 (𝜔)† − 1

2
{ 𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔), 𝝆}

]
d𝜔︸                                                                       ︷︷                                                                       ︸

:=D𝛽,𝜏,𝑯
𝑎 [𝝆]

,

(4.18)
where D𝛽,𝜏,𝑯

𝑎 is the purely dissipative part of the thermal Lindbladian. Implicitly,
the operator 𝑨̂𝑎 (𝜔) also depends on the Hamiltonian 𝑯 and the time scale 𝜏. We
now unpack the physical concepts that form the building blocks of this expression.

Transition weight. At a fixed inverse temperature 𝛽, the transition weight 𝛾𝛽 (𝜔)
tells us how strong the rate of a transition/jump should be, depending on the
energy difference 𝜔. In particular, the transition weight satisfies the following
Kubo-Martin-Schwinger (KMS) condition and convenient normalization

𝛾𝛽 (𝜔)/𝛾𝛽 (−𝜔) = e−𝛽𝜔 and 0 ≤ 𝛾𝛽 (𝜔) ≤ 1 for any 𝛽 ≥ 0 and any 𝜔 ∈ R,
(4.19)

which is reminiscent of how detailed balance is enforced in classical Markov chains.
We remark that any 𝛾𝛽 (𝜔) obeying the above KMS condition and normalization also
satisfies the following tail bound:

max
𝜔≥Δ

𝜔𝛾𝛽 (𝜔) ≤ max
𝜔≥Δ

𝜔e−𝛽𝜔 =
1
𝛽

max
𝑥≥𝛽Δ

𝑥e−𝑥 ≤ 1
𝛽

max
𝑥≥𝛽Δ

e−𝑥/2 =
e−𝛽Δ/2

𝛽
. (4.20)

For concreteness, we usually adopt the common choice of 𝛾𝛽 corresponding to
Glauber dynamics, with a cut-off frequency Λ0 to regulate the inverse Fourier
transform:

𝛾𝛽 (𝜔) =
1

2 + ln(1 + 𝛽Λ0)
e−𝜔2/2Λ2

0

1 + e𝛽𝜔
. (4.21)
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In the zero temperature regime (𝛽 = ∞), the function (1 + e𝛽𝜔)−1 gives a step
function (one for negative 𝜔 and zero for positive 𝜔). Based on the choice of bath
phenomenology, there are plenty of options for the transition weight, such as ohmic
heating 𝛾𝛽 (𝜔) = 1

𝜔0
𝜔e−𝜔

2/2Λ2
0

1−e−𝛽𝜔 . However, for simplicity, we will stick to the Glauber
dynamics. Unless otherwise stated, we will also choose the cut-off frequency to be

Λ0 = 1,

since each local jumps 𝑨𝑎 changes the energy by at most O(1) for our usage (and
is generally true for local Hamiltonians with bounded degree interaction graph and
bounded-norm terms). We do not expect our main conclusion to change under other
reasonable choices of 𝛾𝛽 (𝜔).

Operator Fourier transform. Given a jump operator 𝑨𝑎, we consider the
operator Fourier Transform [39] for the Heisenberg-evolved jump operator 𝑨𝑎 (𝑡)
characterized by a time scale 𝜏 ∈ R of the heat bath

𝑨̂𝑎 (𝜔) :=
1
√

2𝜋𝜏

∫ 𝜏/2

−𝜏/2
ei𝑯𝑡𝑨𝑎e−i𝑯𝑡︸        ︷︷        ︸

=:𝑨𝑎 (𝑡)

e−i𝜔𝑡d𝑡.

The operator 𝑨̂𝑎 (𝜔) corresponds to matrix elements in 𝑨𝑎 that induce jumps between
energy eigenstates with an energy difference approximately 𝜔 ± O( 1

𝜏
). The bigger 𝜏

is, the more precise 𝜔 corresponds to the true energy difference; see Appendix 4.15
for further details. Physically, 𝜏 is related to microscopic parameters of the bath (the
bath correlation time and the weak-coupling strength [135]), but our discussion only
requires the single time scale 𝜏 that sets the Fourier transform energy uncertainty.

Lamb-shift. The interaction with the heat bath induces an additional correction
term in the coherent Hamiltonian dynamics of the 𝑛-qubit system, known as the Lamb-
shift. Given a jump operator 𝑨𝑎, we have the following Lamb-shift Hamiltonian that
depends on the bath correlation function 𝑐𝛽 (𝑡) and the time scale 𝜏:

𝑯𝛽,𝜏,𝑯
𝐿𝑆,𝑎

:=
i

2
√

2𝜋𝜏

∫ 𝜏/2

−𝜏/2

∫ 𝜏/2

−𝜏/2
sgn(𝑡1 − 𝑡2)𝑐𝛽 (𝑡2 − 𝑡1)𝑨𝑎 (𝑡2)𝑨𝑎 (𝑡1)d𝑡2d𝑡1.(4.22)

While the Lamb-shift term is physically important, for our purposes, it is largely
treated as a source of error; the energy gradient contribution comes from the
dissipative part D𝛽,𝜏,𝑯

𝑎 .
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Bath correlation function. In the Lamb-shift term, the bath correlation function
𝑐𝛽 (𝑡) is the Fourier transform of the transition weight 𝛾𝛽 (𝜔),

𝑐𝛽 (𝑡) =
1
√

2𝜋

∫ ∞

−∞
𝛾𝛽 (𝜔)e+i𝜔𝑡d𝑡.

The prefactor in Eq. (4.21) is chosen such that (see Proposition 4.10.1)

1
√

2𝜋

∫ ∞

−∞

��𝑐𝛽 (𝑡)��d𝑡 ≤ 1. (4.23)

This normalization sets the strength of ∥𝑯𝛽,𝜏,𝑯
𝐿𝑆,𝑎
∥ to be bounded by O(1).

Absolute zero 𝛽 = ∞. It is instructive to consider the case of zero temperature
𝛽 = ∞ and infinite time scale 𝜏 = ∞. In this case, the transition weight 𝛾𝛽 (𝜔)
is a step function (1 for 𝜔 < 0 and 0 for 𝜔 > 0) and 𝑨̂𝑎 (𝜔) measures the energy
difference perfectly. Thus, all heating transitions (|𝐸⟩ → |𝐸 + 𝜔⟩ for 𝜔 > 0) are
forbidden, and all cooling transitions (|𝐸⟩ → |𝐸 + 𝜔⟩ for 𝜔 < 0) will remain. Hence,
in the case when 𝛽 = 𝜏 = ∞, the thermal Lindbladian only lowers the energy. This
matches our physical intuition that a zero-temperature bath only absorbs energy from
the system.

Multiple jumps. The thermal Lindbladian L𝛽,𝜏,𝑯𝑎 considers merely a single jump
operator 𝑨𝑎 in the system-bath interaction. When there are multiple jump operators,
the total thermal Lindbladian is a weighted sum of the individual thermal Lindbladian
L𝛽,𝜏,𝑯𝑎 ,

L𝛽,𝜏,𝑯 =

𝑚∑︁
𝑎=1

𝛼𝑎L𝛽,𝜏,𝑯𝑎 ,

where 𝛼𝑎 ≥ 0 is a nonnegative weight.

Again, the interaction strength vector 𝜶 ∈ R𝑚≥0 weights the contribution of each
thermal Lindbladian. Thus, the total equation of motion under multiple jumps reads

𝑑𝝆

𝑑𝑡
= −i[𝑯, 𝝆] + L𝛽,𝜏,𝑯 (𝝆)

= −i

[
𝑯 +

𝑚∑︁
𝑎=1

𝛼𝑎𝑯
𝛽,𝜏,𝑯
𝐿𝑆,𝑎

, 𝝆

]
+

𝑚∑︁
𝑎=1

𝛼𝑎D𝛽,𝜏,𝑯
𝑎 (𝝆), (4.24)

which consists of a coherent part and a purely dissipative part.
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Calculation for normalization of 𝑐𝛽 (𝑡). We now give a supplemental calcula-
tion that shows our choice of 𝛾𝛽 (𝜔) in Equation 4.21 satisfies the condition in
Equation 4.23.

Proposition 4.10.1. For

𝑓 (𝜔) :=
e−𝜔2/2Λ2

0

1 + e𝛽𝜔
,

we have that
1
√

2𝜋
∥ 𝑓 ∥1 ≤ 2 + ln(1 + 𝛽Λ0).

Proof. We want to bound the 1-norm of 𝑓 (𝑡) in the time domain. To do so, we
bound the moments in the time domains

√
2𝜋∥ 𝑓 ∥∞ ≤ ∥ 𝑓 ∥1 ≤

∫ ∞

−∞
e−𝜔

2/2Λ2
0d𝜔 = Λ0

√
2𝜋.

√
2𝜋∥𝑡 𝑓 (𝑡)∥∞ ≤ ∥

d
d𝜔

𝑓 ∥1 = 2 · ∥ 𝑓 ∥∞ ≤ 2.

√
2𝜋∥𝑡2 𝑓 (𝑡)∥∞ ≤ ∥

d2

d𝜔2 𝑓 ∥1 ≤ 4 · ∥ d
d𝜔

𝑓 ∥∞ ≤ 𝑇.

The second line uses the fact that 𝑓 is increasing and then decreasing (from −∞ to
∞). The third line evaluates the derivative

4

����� d
d𝜔

(
e−𝜔2/2Λ2

0

1 + e𝛽𝜔

)����� = 4

�����−e−𝜔2/2Λ2
0𝜔/Λ2

0
1 + e𝛽𝜔

− e−𝜔2/2Λ2
0𝛽e𝛽𝜔

(1 + e𝛽𝜔)2

�����
≤ 4

(
1
√

eΛ0
+ 𝛽

)
=: 𝑇.

Thus, we may partition into three integrals to optimize the bound

∥ 𝑓 ∥1 =

(∫
|𝑡 |≤Λ−1

0

+
∫
𝑇≥|𝑡 |≥Λ−1

0

+
∫
|𝑡 |≥𝑇

)
| 𝑓 (𝑡) |d𝑡

≤
∫
|𝑡 |≤Λ−1

0

Λ0d𝑡 + 1
√

2𝜋

∫
𝑇≥|𝑡 |≥Λ−1

0

2
|𝑡 |d𝑡 +

1
√

2𝜋

∫
|𝑡 |≥𝑇

𝑇

𝑡2
d𝑡

≤ 2 + 4
√

2𝜋
ln(Λ0𝑇) +

2
√

2𝜋

≤
2 + 2
√

2𝜋 + 4 ln( 4√
e + 4𝛽Λ0)

√
2𝜋

≤ 2 + 2
√

2𝜋 + 8 ln(2) + 4 ln(1 + 𝛽Λ0)√
2𝜋

≤
√

2𝜋(2 + ln(1 + 𝛽Λ0)),

where in the last line, we used 1/
√

e ≤ 1 among other numerical bounds. ■
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Properties of thermal Lindbladians
From the exact forms of the thermal Lindbladians, we have the following propositions.

Proposition 4.10.2 (Norm for the dissipative part [39]). Any purely dissipative
Lindbladian

∑
𝑎D

𝛽,𝜏,𝑯
𝑎 defined in Eq. (4.18) for any set of jump operators {𝑨𝑎}𝑚

𝑎=1
and any transition weight satisfying Eq. (4.19) have bounded superoperator norms




 𝑚∑︁

𝑎=1
𝛼𝑎D†𝛽,𝜏,𝑯𝑎







∞−∞

=






 𝑚∑︁
𝑎=1

𝛼𝑎D𝛽,𝜏,𝑯
𝑎







1−1

≤ 2∥
𝑚∑︁
𝑎=1

𝛼𝑎𝑨
𝑎†𝑨𝑎∥.

The first equality is the duality between the 1 − 1 and∞−∞ superoperator norms.

Proposition 4.10.3 (Properties of the Lamb-shift term [39]). The sum of Lamb-
shift term (4.22) for any set of jump operators {𝑨𝑎}𝑚

𝑎=1 under a normalized bath
correlation function 𝑐𝛽 (𝑡) given by Eq. (4.23) satisfies that7




 𝑚∑︁

𝑎=1
𝛼𝑎𝑯

𝛽,𝜏,𝑯
𝐿𝑆,𝑎






 ≤ 1
2
∥
𝑚∑︁
𝑎=1

𝛼𝑎𝑨
𝑎†𝑨𝑎∥

∥
𝑚∑︁
𝑎=1

𝛼𝑎 [𝑯𝛽,𝜏,𝑯
𝐿𝑆,𝑎

,𝑯] ∥ ≤ O
(
∥𝑯∥3/4

𝜏1/4 ∥
𝑚∑︁
𝑎=1

𝛼𝑎𝑨
𝑎†𝑨𝑎∥

)
.

For large enough 𝜏, the Lamb-shift term almost commutes with the Hamiltonian.

From Prop. 4.10.2 and Prop. 4.10.3, we have the following norm bound for thermal
Lindbladians.

Proposition 4.10.4 (Norm of thermal Lindbladians). Given a Hamiltonian 𝑯, an
inverse temperature 𝛽 ≥ 0, a time scale 𝜏 ≥ 0, 𝑚 local jump operators {𝑨𝑎}𝑚

𝑎=1, a
transition weight 𝛾𝛽 (𝜔) satisfying Eq. (4.19), a normalized bath correlation function
𝑐𝛽 (𝑡) satisfying Eq. (4.23). The associated thermal Lindbladian

∑𝑚
𝑎=1 𝛼𝑎L

𝛽,𝜏,𝑯
𝑎 has

bounded superoperator norms




 𝑚∑︁
𝑎=1

𝛼𝑎L†𝛽,𝜏,𝑯𝑎







∞−∞

=






 𝑚∑︁
𝑎=1

𝛼𝑎L𝛽,𝜏,𝑯𝑎







1−1

≤ 3∥
𝑚∑︁
𝑎=1

𝛼𝑎𝑨
𝑎†𝑨𝑎∥,

which is controlled by the interaction strength vector 𝜶 under the normalization of
𝑨𝑎 in Eq. (4.2).

7Implicitly, the Lamb-shift term has units of energy yet do not scale with ∥𝑯∥.
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Algorithmic primitives for simulating thermal Lindbladians
In this subsection, we review existing algorithmic primitives for simulating thermal
Lindbladians [39], estimating energy and expectation value of observables using
block-encoding and quantum singular value transform (QSVT). See [126] for a
tutorial on block encoding and QSVT. We begin with a definition of a block-encoding
for Hermitian matrices, i.e., observables.

Definition 4.10.1 (Block-encoding for Hermitian matrices). We say that a unitary 𝑼
is a block-encoding for a Hermitian matrix 𝑶 if

(
〈
0𝑑

�� ⊗ 𝑰) ·𝑼 · (
��0𝑑〉 ⊗ 𝑰) = 𝑶 for 𝑑 ∈ Z+.

Recall the following result stating that expectation values can be estimated using
block-encoding.

Proposition 4.10.5 (Measuring observable using block-encoding). Given a block-
encoding 𝑼𝑶 for a Hermitian matrix 𝑶 and samples of a state 𝝆. One could estimate
tr(𝑶𝝆) to small error 0 < 𝜖 < 0.5 using only Õ(1/𝜖2) queries to the unitary 𝑼𝑶 .

Proof. Consider |0⟩⟨0| ⊗ 𝝆 and apply the Hadamard test to sample tr[𝑼 |0⟩⟨0| ⊗ 𝝆] =
tr[𝑶𝝆] 8. ■

Linear combinations of unitaries allow us to make efficient block-encodings of
Hamiltonians presented as a sum of local terms. This fact results in the following
proposition.

Proposition 4.10.6 (Block-encoding for Hamiltonian; see [19, 45, 126]). Any 𝑛-qubit
Hamiltonian 𝑯 has an efficient block-encoding 𝑼𝑯/𝜆1 for some scalar 𝜆1 being the
1-norm of Pauli expansion coefficients.

From [39], we have the following for the Lamb-shift term 𝑯𝐿𝑆 from Eq. (4.22).
Conveniently, the Lamb-shift term is already normalized (Proposition 4.10.3).

Proposition 4.10.7 (Block-encoding for Lamb-shift term; see [39]). The Lamb-shift
term 𝑯𝐿𝑆 has an efficient block-encoding 𝑼𝐿𝑆.

We define the block-encoding for a Lindbladian without the coherent commutator
term −i[𝑯, 𝝆].

8We thank Yu Tong for discussions on this argument.
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Definition 4.10.2 (Block-encoding for Lindblad operators [39]). Given a purely
irreversible Lindbladian

L[𝝆] :=
∑︁
𝑗∈𝐽

(
𝑳 𝑗 𝝆𝑳

†
𝑗
− 1

2
𝑳†
𝑗
𝑳 𝑗 𝝆 −

1
2
𝝆𝑳†

𝑗
𝑳 𝑗

)
,

we say that a unitary 𝑼 is a block-encoding for Lindblad operators {𝑳 𝑗 } 𝑗∈𝐽 if 9

(
〈
0𝑏

�� ⊗ 𝑰) ·𝑼 · ( |0𝑐⟩ ⊗ 𝑰) =
∑︁
𝑗∈𝐽
| 𝑗⟩ ⊗ 𝑳 𝑗 for 𝑏 ≤ 𝑐 ∈ Z+.

Theorem 4.10.1 (Linear-time Lindbladian simulation [39]). Suppose the jumps 𝑨𝑎

can be block-encoded by a unitary 𝑽 𝑗𝑢𝑚𝑝 using 𝑐 ∈ Z ancillas qubits. Then, we can
simulate the map e𝑡L for (4.24) to 𝜖 ≤ 1/2 precision in the diamond norm using

Õ((𝑐 + 1)) resettable ancilla,

Õ((𝑡 + 1)𝜏) controlled Hamiltonian simulation time,

Õ((𝑡 + 1) (𝑐 + 1)) other two-qubit gates,

and Õ(𝑡 + 1) queries to 𝑾, 𝒑𝒓𝒆 𝒑𝑐𝛽 (𝑡) ,𝑷𝒓𝒆 𝒑
′
𝑐𝛽 (𝑡) , and 𝑽 𝑗𝑢𝑚𝑝

where Õ(·) absorbed poly-logarithmic dependences on 𝑡, ∥𝑯∥, 𝜖 , 𝜏, 𝛽. Furthermore,
a block-encoding of the purely irreversible Lindbladian D𝛽,𝜏,𝑯 with discretized
frequency labels can be implemented efficiently.

The above uses the following circuit components required for implementation: the
controlled Hamiltonian simulation∑︁

𝑡∈𝑆𝑡0

|𝑡⟩⟨𝑡 | ⊗ e±i𝑡𝑯,

the unitary gates for preparing the bath correlation function in superposition

𝑷𝒓𝒆 𝒑𝑐𝛽 (𝑡) :
��0̄〉 → ∑︁

𝑡∈𝑆𝑡0

√︃��𝑐𝛽 (𝑡)��|𝑡⟩ and 𝑷𝒓𝒆 𝒑′
𝑐𝛽 (𝑡) :

��0̄〉 → ∑︁
𝑡∈𝑆𝑡0

𝑐𝛽 (𝑡)√︃��𝑐𝛽 (𝑡)�� |𝑡⟩,
and the controlled rotation for transition weights

𝑾 :=
∑︁
𝜔̄∈𝑆𝜔0

( √︁
𝛾(𝜔̄) −

√︁
1 − 𝛾(𝜔̄)√︁

1 − 𝛾(𝜔̄)
√︁
𝛾(𝜔̄)

)
⊗ |𝜔̄⟩⟨𝜔̄ |.

9In the first register, we could use any orthonormal basis, sticking to computational basis elements
| 𝑗⟩ is just for ease of presentation. Intuitively one can think about 𝑏 as the number of ancilla qubits
used for implementing the operators 𝑳 𝑗 , while typically 𝑎 − 𝑏 ≈ log |𝐽 |.
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Indeed, the above implementation uses discrete labels for the time 𝑡 ∈ 𝑆𝑡0 and
frequencies 𝜔̄ ∈ 𝑆𝜔0 corresponding to d𝑡 and d𝜔; these dominate the ancilla use.
For conceptual simplicity, we focus on the continuous integral everywhere else and
emphasize that the discretization is merely for implementation and introduces a
negligible error; see [39].

The controlled Hamiltonian simulation can be implemented efficiently for any 𝑛-qubit
local Hamiltonian 𝑯 [19, 45, 126]. The other operations𝑾, 𝒑𝒓𝒆 𝒑𝑐𝛽 (𝑡) ,𝑷𝒓𝒆 𝒑′𝑐𝛽 (𝑡) can
all be implemented efficiently [39] with the physically-motivated choice considered
in Appendix 4.10.

Proposition 4.10.8 (Gradient of an observable under Lindbladian evolution; adapted
from [39]). Given block-encodings𝑼 for a purely irreversible Lindbladian (Def. 4.10.2)
and 𝑼𝑶 for a Hermitian observable 𝑶, we get a block-encoding of∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑶𝑳 𝑗 via 𝑽 := (𝒀1

2
⊗ 𝑼† ⊗ 𝑰𝑑) ·

(
2|0𝑏+1⟩⟨0𝑏+1 | ⊗ 𝑰 − 𝑰

)
⊗ 𝑼𝑶 · (𝒀1

2
⊗ 𝑼 ⊗ 𝑰𝑑),

where |±⟩ := ( |0⟩ ± |1⟩)/
√

2 and 𝒀1
2

:= 1√
2

(
1 −1
1 1

)
.

Proof. We calculate

(
〈
0𝑐+1

�� ⊗ 𝑰 ⊗
〈
0𝑑

��) · 𝑽 · (��0𝑐+1〉 ⊗ 𝑰 ⊗
��0𝑑〉)

=

(
⟨−| ⊗ (⟨0𝑐 | ⊗ 𝑰)𝑼† ⊗

〈
0𝑑

��) · (2|0𝑏+1⟩⟨0𝑏+1 | ⊗ 𝑰 − 𝑰
)
⊗ 𝑼𝑶 ·

(
|+⟩ ⊗ 𝑼( |0𝑐⟩ ⊗ 𝑰) ⊗

��0𝑑〉)
=

(
⟨−| ⊗ (⟨0𝑐 | ⊗ 𝑰)𝑼† ⊗

〈
0𝑑

��) · (2|0𝑏+1⟩⟨0𝑏+1 | ⊗ 𝑰
)
⊗ 𝑼𝑶 ·

(
|+⟩ ⊗ 𝑼( |0𝑐⟩ ⊗ 𝑰) ⊗

��0𝑑〉)
= (⟨0𝑐 | ⊗ 𝑰) ·𝑼† · ( |0𝑏⟩⟨0𝑏 | ⊗ 𝑰) ⊗ 𝑶 · ( |0𝑐⟩ ⊗ 𝑰)

=

(∑︁
𝑗∈𝐽
⟨ 𝑗 | ⊗ 𝑳†

𝑗

)
𝑰 ⊗ 𝑶

(∑︁
𝑗 ′∈𝐽
| 𝑗 ′⟩ ⊗ 𝑳 𝑗 ′

)
=

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑶𝑳 𝑗 . ■

Corollary 4.10.1 (Block-encoding the gradient of the Hamiltonian). Given a block-
encoding for a purely irreversible Lindbladian L and a Hamiltonian 𝑯, there is an
efficient block-encoding for

1
2
L† [𝑯],

which is a Hermitian operator corresponding to the gradient of 𝑯 under L.



250

Proof. Apply Proposition 4.10.8 for Lindbladian L, Hermitian observables 𝑯 and
𝑰 to obtain block-encodings for

∑
𝑗∈𝐽 𝑳

†
𝑗
𝑯𝑳 𝑗 and

∑
𝑗∈𝐽 𝑳

†
𝑗
𝑳 𝑗 . Then, use quantum

singular value transform (QSVT) for products and sums of block-encoding to obtain
the block-encoding for

1
2
L† [𝑯] = 1

2

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑯𝑳 𝑗 −

1
4

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑳 𝑗𝑯 −

1
4
𝑯

∑︁
𝑗∈𝐽

𝑳†
𝑗
𝑳 𝑗

at high precision. ■

From all of the above propositions, corollaries, and theorems, we can obtain the
following.

Lemma 4.10.1 (Measuring energy gradient). Given an 𝑛-qubit Hamiltonian 𝑯,
inverse temperature 𝛽 ≥ 0, time scale 𝜏 ≥ 0, samples of an 𝑛-qubit state 𝝆, a thermal
Lindbladian L𝛽,𝜏,{𝑨𝑎}𝑎 from Eq. (4.24). The energy gradient

tr(𝑯L𝛽,𝜏,𝑯 (𝝆)) = tr(L†𝛽,𝜏,𝑯 (𝑯)𝝆)

can be estimated to error 𝜖 using time and samples of 𝝆 polynomial in 𝑛, 1/𝜖, ∥𝑯∥, 𝛽, 𝜏.

Proof. From the form of thermal Lindbladians (4.24) and dropping the scripts
L𝛽,𝜏,𝑯 = L,𝑯𝛽,𝜏,𝑯

𝐿𝑆
= 𝑯𝐿𝑆,D𝛽,𝜏,𝑯 = D we have

L†(𝑯) = i[𝑯𝐿𝑆,𝑯] + D†(𝑯).

Our goal is to create the block-encoding for L†(𝑯). First, we use quantum singular
value transform (QSVT) for products and sums of block-encoding to obtain the block-
encoding for i[𝑯𝐿𝑆,𝑯] from block-encoding for 𝑯 and 𝑯𝐿𝑆 in Propositions 4.10.6
and 4.10.7. Next, using the block-encoding for the purely irreversible LindbladianD
from Theorem 4.10.1 and the block-encoding for 𝑯, we can apply Corollary 4.10.1
to obtain efficient block-encoding for D†(𝑯). To obtain the block-encoding for
L†(𝑯), we use QSVT for sums of block-encoding to add i[𝑯𝐿𝑆,𝑯] and D†(𝑯).
Finally, using Prop. 4.10.5, we can estimate tr(L†(𝑯)𝝆) efficiently. All the above
QSVT manipulations operate at high precision, and the discrete Fourier transform
well-approximates the continuum at poly-logarithmic costs [39]. ■

4.11 Appendix:A polynomial-time quantum algorithm for finding a local
minimum under thermal perturbations (Proof of Theorem 4.9.1)

In this appendix, we present the proof of Theorem 4.9.1 by giving a polynomial-time
quantum algorithm for finding local minima under thermal perturbations. We
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refer to the efficient quantum algorithm as Quantum thermal gradient descent as
the algorithm performs gradient descent using thermal Lindbladians induced by a
heat bath. The algorithm uses the properties of thermal Lindbladians presented in
Appendix 4.10.

Cooling by gradient descent
The central idea of quantum thermal gradient descent is the following. When we are
not at a local minimum under thermal perturbations, the negative energy gradient will
be sufficiently large, and we can decrease the energy by following a direction with a
negative energy gradient. This is characterized by the following lemma. We will use
this lemma to design the gradient descent algorithm for finding a local minimum.

Lemma 4.11.1 (Cooling by gradient descent). Given parameters 0 < 𝜖 < 0.5, 𝐵 ≥ 1,
𝛽, 𝜏 ≥ 0, an 𝑛-qubit Hamiltonian 𝑯 with ∥𝑯∥∞ ≤ 𝐵, and 𝑚 local jump operators
{𝑨𝑎}𝑎. Consider 𝑎 = 1, . . . , 𝑚 with an approximate energy gradient 𝑔𝑎 satisfying���𝑔𝑎 − tr

(
𝑯L𝛽,𝜏,𝑯𝑎 [𝝆(𝑡−1)]

)��� < 0.01𝜖 .

Suppose there exist 𝑎∗ ∈ {1, . . . , 𝑚} with sufficiently negative approximate energy
gradient,

𝑔𝑎∗ < −0.99𝜖 .

The state after evolving 𝝆 along the direction 𝒆𝑎∗ for a small step 𝑠 = |𝑔𝑎∗ |/(9𝐵2) > 0,

𝝆(next) := exp𝛽,𝜏,𝑯,{𝑨
𝑎}𝑎

𝝆 (𝑠𝒆𝑎∗)

guarantees the following energy decrease,

tr
(
𝑯𝝆(next)

)
< tr(𝑯𝝆) − 𝜖2

20𝐵2 .

Proof. From Prop. 4.8.2 on Taylor’s theorem, we have the following identity

tr
(
𝑯𝝆(next)

)
= tr(𝑯𝝆) + 𝑠 tr(𝑯L𝛽,𝜏,𝑯

𝑎∗ [𝝆]) + 𝑠
2

2
tr(𝑯L𝛽,𝜏,𝑯

𝑎∗ [L𝛽,𝜏,𝑯
𝑎∗ [𝝈]])

for some 𝑛-qubit state 𝝈. We will separately control the linear term and the quadratic
term.

Linear term. From the definition of the energy gradient vector ∇𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆),
we have

tr(𝑯L𝛽,𝜏,𝑯
𝑎∗ [𝝆]) < 𝑔𝑎∗ + 0.01𝜖 <

98
99
𝑔𝑎∗ = −

98
99
|𝑔𝑎∗ |.

The second inequality follows from 𝑔𝑎∗ < −0.99𝜖 , hence 0.01𝜖 < −(1/99)𝑔𝑎∗ .
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Quadratic term. We can bound the quadratic term as follows:

1
2

tr(𝑯L𝛽,𝜏,𝑯
𝑎∗ [L𝛽,𝜏,𝑯

𝑎∗ [𝝈]]) ≤ 1
2




L†𝛽,𝜏,𝑯𝑎∗





∞−∞
∥L†𝛽,𝜏,𝑯

𝑎∗ (𝑯)∥∞.

From Prop. 4.8.3 and Prop. 4.10.4 that bounds the norm of these objects, we have

1
2




L†𝛽,𝜏,𝑯𝑎





∞−∞
∥L†𝛽,𝜏,𝑯

𝑎′ (𝑯)∥∞ ≤ 4.5∥𝑯∥2∞ ≤ 4.5𝐵2.

Combining the linear and quadratic terms with 𝑠 = |𝑔𝑎∗ |/(9𝐵2) > 0, we have

tr
(
𝑯𝝆(next)

)
≤ tr(𝑯𝝆) −

(
98

99 × 9
− 1

18

)
|𝑔𝑎∗ |2
𝐵2 < tr(𝑯𝝆) − 0.054

|𝑔𝑎∗ |2
𝐵2 .

We can use |𝑔𝑎∗ |2 > 0.992𝜖2 to obtain the desired claim. ■

Quantum thermal gradient descent
Given error 𝜖 = 1/poly(𝑛), norm bound 𝐵 = poly(𝑛), inverse temperature 0 ≤ 𝛽 ≤
poly(𝑛), time scale 𝜏 = poly(𝑛), an 𝑛-qubit local Hamiltonian 𝑯 with ∥𝑯∥∞ ≤ 𝐵,
𝑚 local jump operators {𝑨𝑎}𝑎 with 𝑚 = poly(𝑛), and a local observable 𝑶 with
∥𝑶∥∞ ≤ 1.

We consider a coordinate-wise gradient descent algorithm that implements the
following. The initial state 𝝆(0) is arbitrary as long as copies of the state can be
prepared on the quantum computer. For example, we can set 𝝆(0) to be the maximally
mixed state 𝑰

2𝑛 . The total number of steps is

𝑇 :=
42𝐵3

𝜖2 . (4.27)

For each time step 𝑡 from 1 to 𝑇 , the algorithm does the following.

1. For each direction 𝑎 = 1, . . . , 𝑚, estimate an approximate energy gradient 𝑔(𝑡)𝑎
satisfying ���𝑔(𝑡)𝑎 − tr

(
L†𝛽,𝜏,𝑯𝑎 (𝑯)𝝆(𝑡−1)

)��� < 0.0099𝜖 . (4.28)

The energy gradient can be estimated efficiently using Lemma 4.10.1 given
copies of 𝝆(𝑡−1) prepared through Eq. (4.29) and Theorem 4.10.1. From the
bound on energy gradients in Prop. 4.8.3, we have |𝑔(𝑡)𝑎 | ≤ 3𝐵 + 0.0099𝜖 . If
𝑔
(𝑡)
𝑎 < −0.99𝜖 , set 𝑎 (𝑡) := 𝑎 and terminate the for-loop over 𝑎.

2. If 𝑎 (𝑡) is not found, set 𝝆(𝑇) := 𝝆(𝑡−1) and terminate the for-loop over 𝑡.
Otherwise evolve 𝝆(𝑡−1) under the direction 𝒆𝑎 (𝑡 ) for a small step 𝑠(𝑡) :=
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|𝑔(𝑡)𝑎 |/(9𝐵2),

𝝆(𝑡) := exp
(
𝑠(𝑡)L𝛽,𝜏,𝑯

𝑎 (𝑡 )

) (
𝝆(𝑡−1)

)
=

𝑡∏
𝑡′=1

exp
(
𝑠(𝑡)L𝛽,𝜏,𝑯

𝑎 (𝑡 )

) (
𝝆(0)

)
. (4.29)

Because 0 ≤ 𝑠(𝑡) ≤ 1/(2𝐵), a single copy of 𝝆(𝑡) can be prepared in polynomial-
time using the thermal Lindbladian simulation algorithm in [39]; see Theo-
rem 4.10.1.

We will show that the state 𝝆(𝑇) created by the gradient descent algorithm is an
𝜖-approximate local minimum of 𝑯 under thermal perturbations. Furthermore, using
the thermal Lindbladian simulation algorithm, a quantum machine can efficiently
create many copies of 𝝆(𝑇) .

Proof of Theorem 4.9.1
The central idea in the proof of Theorem 4.9.1 is the following lemma. The lemma
combines the key results characterizing local minima in Appendix 4.8.

Lemma 4.11.2 (Gradient descent finds a local minimum). 𝝆(𝑇) from Eq. (4.29) is
an 𝜖-approximate local minimum of 𝑯 under thermal perturbations with inverse
temperature 𝛽, time scale 𝜏, and system-bath interactions generated by {𝑨𝑎}𝑎.

Proof. Suppose the algorithm terminates at some time step 𝑡 < 𝑇 , then 𝑔(𝑡)𝑎 ≥ −0.99𝜖 .
From Eq. (4.28), we have tr

(
L†𝛽,𝜏,𝑯𝑎 (𝑯)𝝆(𝑡−1)

)
≥ −0.9999𝜖 . Hence,

∥∇−
𝛽,𝜏,{𝑨𝑎}𝑎 (𝑯, 𝝆

(𝑡−1))∥∞ ≤ 0.9999𝜖 < 𝜖 .

From the sufficient condition for local minima given in Lemma 4.8.1, we have
𝝆(𝑇) = 𝝆(𝑡−1) is an 𝜖-approximate local minimum 𝝆 of the 𝑛-qubit Hamiltonian 𝑯

under thermal perturbations.

We now show by contradiction that the algorithm must terminate early. Assume
that the algorithm did not terminate early. Then, we can use Lemma 4.11.1 with
𝜖 = 0.99𝜖 for cooling by gradient descent to obtain

tr(𝑯𝝆(𝑇)) ≤ tr(𝑯𝝆(𝑇−1))−0.992𝜖2

20𝐵2 ≤ . . . ≤ tr(𝑯𝝆(0))−0.992𝜖2

20𝐵2 𝑇 ≤ ∥𝑯∥∞−
0.992𝜖2

20𝐵2 𝑇.

From the definition of 𝑇 in Eq. (4.27) and ∥𝑯∥∞ ≤ 𝐵, we have

tr(𝑯𝝆(𝑇)) ≤ ∥𝑯∥∞ −
0.992𝜖2

20𝐵2
42𝐵3

𝜖2 ≤ ∥𝑯∥∞ − 2.05𝐵 ≤ −1.05𝐵.
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At the same time, because ∥𝝆(𝑇) ∥1 = 1,

tr(𝑯𝝆(𝑇)) ≥ −∥𝑯∥∞ ≥ −𝐵.

This is a contradiction. Hence the algorithm must terminate early. ■

The polynomial-time quantum algorithm for establishing Theorem 4.9.1 is as follows.
The algorithm runs quantum thermal gradient descent to find a local minimum 𝝆(𝑇)

of 𝑯 under thermal perturbations. Recall that 𝐵 is the upper bound on ∥𝑯∥∞, and is
equal to poly(𝑛), and 1/𝜖 = poly(𝑛). Because every step can be done in polynomial
time, and there are at most 𝑇 = 42𝐵3/𝜖2 = poly(𝑛) time steps, quantum thermal
gradient descent runs in time polynomial in 𝑛.

Now, given any observable 𝑶. The quantum algorithm prepares O(1/𝜖2) = poly(𝑛)
copies of 𝝆(𝑇) in poly(𝑛) time, then measures 𝑶 on the O(1/𝜖2) copies of 𝝆(𝑇) to
estimate tr(𝑶𝝆(𝑇)) to 𝜖 error. This concludes the proof of Theorem 4.9.1.

4.12 Appendix:Characterizing energy gradients in low-temperature heat bath
Recall from Appendix 4.8 on certifying Hamiltonians without suboptimal local
minima, if there exists 𝜶 ∈ R𝑚≥0 with ∥𝜶∥1 = 1, such that the negative gradient
condition holds,

−
∑︁
𝑎

𝛼𝑎L†𝛽,𝜏,𝑯𝑎 [𝑯] ⪰ 2𝜖
𝛿
(𝑰 − 𝑷𝐺 (𝑯)) − 𝜖 𝑰,

then any 𝜖-approximate local minimum 𝝆 of the 𝑛-qubit Hamiltonian 𝑯 under
thermal perturbations is an exact global minimum of 𝑯 with failure probability ≤ 𝛿,
i.e., tr(𝑷𝐺 (𝑯)𝝆) ≥ 1− 𝛿, where 𝑷𝐺 (𝑯) is the projection onto the ground state space.
To understand when the above condition holds, it is imperative to characterize the
energy gradients, L†𝛽,𝜏,𝑯𝑎 [𝑯].

In this appendix, we present various lemmas and theorems characterizing the energy
gradients, which will be used in our proof of Theorem 4.9.2 in section 4.14 for
showing that a certain family of Hamiltonians has no suboptimal local minima. We
remark that the proofs of many formal statements in this appendix require concepts
and results that won’t be shown till later in Appendices 4.15 and 4.16, and we
recommend the first-time reader to freely skip the proofs and return later.

For simplicity, we will focus on the nonnegative vector 𝜶 being uniform over a subset
𝑆 for the remaining appendices. We will show that this is sufficient for our purposes
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even though having the ability to choose 𝜶 is more powerful. We define the following
Lindbladian with uniform weights over a subset 𝑆 ⊆ {1, . . . , 𝑚}:

L :=
∑︁
𝑎∈𝑆
L𝛽,𝜏,𝑯𝑎 . (4.30)

Recall from Appendix 4.10 that each L†𝛽,𝜏,𝑯𝑎 corresponds to a jump operator 𝑨𝑎

satisfying the normalization condition ∥𝑨𝑎∥∞ ≤ 1. If we let 𝑟 := 2𝑚𝜖/𝛿, 𝜖′ = 𝑚𝜖
and 𝑆 = {1, . . . , 𝑚}, then the negative gradient condition becomes

(negative gradient condition) : −L† [𝑯] ⪰ 𝑟 (𝑰 − 𝑷𝐺) − 𝜖′𝑰. (4.31)

This will be the central inequality we would like to establish for the remaining
appendices. Throughout the proofs, we will consider different subsets 𝑆 and show a
relation similar to Eq. (4.31) for subset 𝑆.

Basic properties of energy gradients in low-temperature bath
We show a few basic properties of energy gradients under a low-temperature,
long-time-scale bath. First, we show that the energy gradient, at large 𝛽 (i.e., low
temperatures), is negative semi-definite up to controllable error. Intuitively, this can
be seen from the KMS condition in Eq. (4.19), 𝛾𝛽 (𝜔) = 𝛾𝛽 (−𝜔)e−𝛽𝜔: the heating
transition is suppressed by the Boltzmann weight, allowing energy to increase by
𝜔 ∼ 𝛽−1. Another source of error is the uncertainty in energy 𝜏−1.

Lemma 4.12.1 (Almost negative gradients). Consider the thermal Lindbladian
L =

∑
𝑎∈𝑆 L

𝛽,𝜏,𝑯
𝑎 with jump operators {𝑨𝑎}𝑎∈𝑆 where ∥𝑨𝑎∥ ≤ 1, and 𝛾𝛽 (𝜔)

satisfying Eq. (4.19). Then,

L† [𝑯] ⪯ O
(
|𝑆 |

(
∥𝑯∥3/4

𝜏1/4 + 1
𝜏
+ 1
𝛽

))
· 𝑰.

Proof. Rewrite the energy gradient with an error controlled by Proposition 4.10.3
and Lemma 4.16.1 gives

L† [𝑯] ≈
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝛾𝛽 (𝜔)𝜔 𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔)d𝜔

=
∑︁
𝑎∈𝑆

∫ ∞

0
𝛾𝛽 (𝜔)𝜔 𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔)d𝜔 +

∑︁
𝑎∈𝑆

∫ 0

−∞
𝛾𝛽 (𝜔)𝜔 𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔)d𝜔
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and bound the positive operator

∥
∑︁
𝑎∈𝑆

∫ ∞

0
𝛾𝛽 (𝜔)𝜔 𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔)d𝜔∥∞ ≤ |𝑆 |max

𝜔≥0
𝛾𝛽 (𝜔)𝜔 ≤

|𝑆 |
𝛽
.

The second inequality used the tail bound in Eq. (4.20) with Δ = 0. ■

Second, we show that the energy gradient operator is nearly diagonal in the energy
basis. The intuition is that for any operator 𝑨, the product

𝑨̂†(𝜔) 𝑨̂(𝜔)

is nearly diagonal in the energy basis for large 𝜏.

Lemma 4.12.2 (Energy gradient is almost diagonal). In the setting of Lemma 4.12.1,
assume that for any two well-isolated energy eigensubspaces 𝑷1 and 𝑷2 such that
the two sets of eigenvalues have at least distance 𝛿. Then,

∥𝑷1L† [𝑯]𝑷2∥ ≤ O
(
|𝑆 |

(
∥𝑯∥3/4

𝜏1/4 + 1
𝜏
+
∥𝜃𝛽∥∞√
𝛿𝜏

))
,

where 𝜃𝛽 (𝜔) := 𝛾𝛽 (𝜔)𝜔.

Proof. Formally, approximate the energy gradient by dropping the Lamb-shift term
(Proposition 4.10.3) and applying Lemma 4.16.1,

L† [𝑯] ≈
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝛾𝛽 (𝜔)𝜔 𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔)d𝜔.

We then apply the secular approximation for 𝜇 = 𝛿/2 (Corollary 4.15.3) such that
the transition amplitudes vanishes between the subspaces

𝑷1𝑺̂
𝑎
𝜇 (𝜔)†𝑺̂𝑎𝜇 (𝜔)𝑷2 = 0 for each 𝜔 ∈ R and 𝑎 ∈ 𝐴.

Combining the errors in each of the approximations leads to the claimed result. ■

Next, we show that the finite-𝜏 Lindbladian can be approximated by the infinite-𝜏
version under certain conditions. The latter, known as the Davies’ generator [57],
has a simpler form that is more amenable for analysis in some situations.

Lemma 4.12.3 (Recovering Davies’ generator). Consider the dissipative part of the
thermal Lindbladian D𝛽,𝜏,𝑯

𝑎 with the jump operators 𝑨𝑎 where ∥𝑨𝑎∥ ≤ 1, and any
𝛾𝛽 such that ∥𝛾𝛽∥∞ ≤ 1. Suppose the Bohr-frequency gap is Δ𝜈 (𝑯), then

∥D†𝛽,𝜏,𝑯𝑎 − D†𝛽,∞,𝑯𝑎 ∥∞−∞ ≤ O
(
max
𝜈

����𝛾𝛽 (𝜈) − ∫ ∞

−∞
𝛾𝛽 (𝜔)

�� 𝑓 (𝜔 − 𝜈)��2d𝜔
���� + 1√︁

Δ𝜈 (𝑯)𝜏

)
.
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Therefore, the Bohr-frequency gap sets a timescale ∼ Δ−1
𝜈 such that the map D†𝛽,𝜏,𝑯𝑎

stabilized.

Proof. It suffices to consider D†𝛽,𝜏,𝑯𝑎 [𝑶] acting on arbitrary operator 𝑶 such that
∥𝑶∥ = 1:

D†𝛽,𝜏,𝑯𝑎 [𝑶] =
∫ ∞

−∞
𝛾𝛽 (𝜔)

[
𝑨̂𝑎 (𝜔)†𝑶𝑨̂𝑎 (𝜔) − 1

2
{ 𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔),𝑶}

]
d𝜔

𝐸1≈
∫ ∞

−∞
𝛾𝛽 (𝜔)

[
𝑺̂𝑎 (𝜔)†𝑶𝑺̂𝑎 (𝜔) − 1

2
{𝑺̂𝑎 (𝜔)†𝑺̂𝑎 (𝜔),𝑶}

]
d𝜔

=
∑︁

𝜈,𝜈′∈𝐵(𝑯)

(
𝑨𝑎†
𝜈′ 𝑶𝑨𝑎𝜈 −

1
2
{𝑨𝑎†

𝜈′ 𝑨
𝑎
𝜈 ,𝑶}

) ∫ ∞

−∞
𝛾𝛽 (𝜔) 𝑓 ∗𝜇 (𝜔 − 𝜈′) 𝑓𝜇 (𝜔 − 𝜈)d𝜔

=
∑︁

𝜈∈𝐵(𝑯)

(
𝑨𝑎†𝜈 𝑶𝑨𝑎𝜈 −

1
2
{𝑨𝑎†𝜈 𝑨𝑎𝜈 ,𝑶}

) ∫ ∞

−∞
𝛾𝛽 (𝜔)

�� 𝑓𝜇 (𝜔 − 𝜈)��2d𝜔

𝐸2≈
∑︁

𝜈∈𝐵(𝑯)

(
𝑨𝑎†𝜈 𝑶𝑨𝑎𝜈 −

1
2
{𝑨𝑎†𝜈 𝑨𝑎𝜈 ,𝑶}

)
𝛾𝛽 (𝜈).

The approximation errors are bounded by

𝐸1 ≤ 2∥𝑶∥∥𝛾𝛽∥∞∥𝑨𝑎∥∥ 𝑓𝜏 · (1 − 𝑠𝜇)∥2∥ 𝑓𝜏∥2 = O
(

1
√
𝜇𝜏

)
,

𝐸2 ≤ 2∥𝑶∥∥𝑨𝑎∥max
𝜈

����𝛾𝛽 (𝜈) − ∫ ∞

−∞
𝛾𝛽 (𝜔)

�� 𝑓𝜇 (𝜔 − 𝜈)��2d𝜔
����

≤ O
(
max
𝜈

����𝛾𝛽 (𝜈) − ∫ ∞

−∞
𝛾𝛽 (𝜔)

�� 𝑓 (𝜔 − 𝜈)��2d𝜔
���� + ∥𝛾𝛽∥∞𝜇𝜏

)
.

Combine the error bounds to conclude the proof. Note that since the bound becomes
vacuous at 𝜇𝜏 = Ω(1), we have that O(1/√𝜇𝜏 + 1/(𝜇𝜏)) = O(1/√𝜇𝜏). ■

Lemma 4.12.4. For 𝛾𝛽 (𝜔) defined in Eq. (4.21) with Λ0 = Θ(1), we have that

max
𝜈∈R

����𝛾𝛽 (𝜈) − ∫ ∞

−∞
𝛾𝛽 (𝜔)

�� 𝑓 (𝜔 − 𝜈)��2d𝜔
���� ≤ O (

1 + 𝛽
𝜏

ln 𝜏
)
.

Proof. Recall the integration-by-part trick for expectation integral∫ ∞

0
𝑓 (𝑥)𝑝(𝑥)d𝑥 = −[ 𝑓 (𝑥)𝑃(𝑥)]𝑥=∞𝑥=0 +

∫ ∞

0
𝑓 ′(𝑥)𝑃(𝑥)d𝑥 where 𝑃(𝑥) :=

∫ ∞

𝑥

𝑝(𝑦)d𝑦.

Then,∫ ∞

−∞
𝛾𝛽 (𝜔)

�� 𝑓 (𝜔 − 𝜈)��2d𝜔 =

∫ ∞

−∞
𝛾𝛽 (𝜈 + 𝑥)

�� 𝑓 (𝑥)��2d𝑥 =
∫ ∞

0

𝛾𝛽 (𝜈 + 𝑥) + 𝛾𝛽 (𝜈 − 𝑥)
2

2
�� 𝑓 (𝑥)��2︸   ︷︷   ︸
=:𝑝(𝑥)

d𝑥

= 𝛾𝛽 (𝜈) +
∫ ∞

0

𝛾′
𝛽
(𝜈 + 𝑥) + 𝛾′

𝛽
(𝑥 − 𝜈)

2
𝑃(𝑥)d𝑥,
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where in the last line we applied the integration-by-part and used 𝛾(±∞) = 0 and
𝑃(0) = 1. The error term can be bounded as follows:�����∫ ∞

0

𝛾′
𝛽
(𝜈 + 𝑥) + 𝛾′

𝛽
(𝑥 − 𝜈)

2
𝑃(𝑥)d𝑥

�����
=

�����∫ 1/𝜏

0

𝛾′
𝛽
(𝜈 + 𝑥) + 𝛾′

𝛽
(𝜈 − 𝑥)

2
𝑃(𝑥)d𝑥 +

∫ ∞

1/𝜏

𝛾′
𝛽
(𝜈 + 𝑥) + 𝛾′

𝛽
(𝜈 − 𝑥)

2
𝑃(𝑥)d𝑥

�����
= O(1 + 𝛽

𝜏
) + O(1 + 𝛽

𝜏
ln 𝜏).

In the last line, we control the first term by 𝑃(𝑥) ≤ 1 and noting by the product rule
we have���𝛾′𝛽 (𝜔)��� = O (����� d

d𝜔

(
e−𝜔2/2Λ2

0

1 + e𝛽𝜔

)�����
)
= O

(�����−e−𝜔2/2Λ2
0𝜔/Λ2

0
1 + e𝛽𝜔

− e−𝜔2/2Λ2
0𝛽e𝛽𝜔

(1 + e𝛽𝜔)2

�����
)

≤ O( 1
Λ0
+ 𝛽).

The second term uses the tail bound 𝑃(𝑥) ≤ 4
𝜋𝑥𝜏

from Eq. (4.93) and that 𝛾′
𝛽
(𝜈 ± 𝑥)

are each rapidly decaying outside an 𝑥 ∈ [∓𝜈 − Λ0,∓𝜈 + Λ0] window so that the
integral over 1

𝑥
d𝑥 only contributes at most O(

∫ Λ0
1/𝜏

1
𝑥
d𝑥) = O(log(𝜏Λ0)). ■

Relating subspace and local gradients to global gradients
As a method of proof, we will often analyze a Lindbladian by its constituents, and
here we present a few useful relations. First, when studying gradients, the gradient
acting on a subspace is often conceptually simpler. The following lemma relates
the energy gradient in a subspace and the full energy gradient. This is a direct
consequence of Lemma 4.12.1 and Lemma 4.12.2 above.

Lemma 4.12.5 (Subspace gradient and global gradient). In the setting of Lemma 4.12.2,
suppose 𝑷 projects onto a set of eigenstates of 𝑯 separated by the rest by a gap of at
least 𝛿. Then,

−L† [𝑯] ⪰ −𝑷L† [𝑯]𝑷 − O
(
|𝑆 |

(
∥𝑯∥3/4

𝜏1/4 + 1
𝛽
+ 1
𝜏
+
∥𝜃𝛽∥∞√
𝛿𝜏

))
· 𝑰.

Proof. Let 𝑳 = L† [𝑯]. We have,

𝑳 = 𝑷𝑳𝑷 + 𝑷⊥𝑳𝑷⊥ + 𝑷𝑳𝑷⊥ + 𝑷⊥𝑳𝑷.

Using Lemma 4.12.1 establishing the almost negativity of the energy gradient,

−𝑳 ⪰ −O
(
|𝑆 |

(
∥𝑯∥3/4

𝜏1/4 + 1
𝜏
+ 1
𝛽

))
𝑰,
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we have

−𝑷⊥𝑳𝑷⊥ ⪰ −O
(
|𝑆 |

(
∥𝑯∥3/4

𝜏1/4 + 1
𝜏
+ 1
𝛽

))
𝑷⊥. (Lemma 4.12.1)

∥𝑷𝑳𝑷⊥ + 𝑷⊥𝑳𝑷∥ ≤ O
(
|𝑆 |

(
∥𝑯∥3/4

𝜏1/4 + 1
𝜏
+
∥𝜃𝛽∥∞√
𝛿𝜏

))
. (Lemma 4.12.2)

Putting the bounds together yields the advertised result. ■

Next, we provide a lemma that gives a simplified expression of the energy gradient
operator when restricted to a subspace of low-energy eigenstates.

Lemma 4.12.6 (Gradient in a subspace). In the setting of Lemma 4.12.1, suppose
𝑯 has a subspace of low-energy eigenstates with corresponding projector 𝑸 that
is separated from the higher energy eigenstates by an excitation gap Δ𝑸 . Let
Δ𝜈 = min𝜈1≠𝜈2∈𝐵(𝑯 |𝑸) |𝜈1 − 𝜈2 | be the Bohr-frequency gap of 𝑯 restricted to the
subspace. Assuming Δ𝜈/2 < Δ𝑸 , then the energy gradient operator in the subspace
can be approximated using




𝑸L† [𝑯]𝑸 −∑︁

𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯 |𝑸)

𝑸𝑨𝑎†𝜈 𝑸𝑨𝑎𝜈𝑸

∫ 0

−∞
𝛾𝛽 (𝜔)𝜔| 𝑓𝜇 (𝜔 − 𝜈) |2d𝜔






 ≤ 𝜖
where 𝜇 = Δ𝜈/2 and

𝜖 ≤ |𝑆 |O
(
∥𝑯∥3/4

𝜏1/4 + 1
𝜏
+ 1
𝛽
+
∥𝜔𝛾𝛽 (𝜔)∥∞√

Δ𝜈𝜏

)
.

Proof. We invoke a series of approximations to rewrite in terms of the exact Bohr
frequencies on the subspace 𝑷I.

L† [𝑯] 𝐸1≈ D† [𝑯]
𝐸2≈

∑︁
𝑎∈𝑆

∫ ∞

−∞
𝛾𝛽 (𝜔)𝜔𝑨𝑎 (𝜔)†𝑨𝑎 (𝜔)d𝜔

𝐸3≈
∑︁
𝑎∈𝑆

∫ 0

−∞
𝛾𝛽 (𝜔)𝜔𝑨𝑎 (𝜔)†𝑨𝑎 (𝜔)d𝜔

𝐸4≈
∑︁
𝑎∈𝑆

∫ 0

−∞
𝛾𝛽 (𝜔)𝜔𝑺𝑎 (𝜔)†𝑺𝑎 (𝜔)d𝜔

=
∑︁
𝑎∈𝑆

∑︁
𝜈′,𝜈∈𝐵(𝑯)

∫ 0

−∞
𝛾𝛽 (𝜔)𝜔𝑨𝑎†

𝜈′ 𝑨
𝑎
𝜈 𝑓𝜇
∗(𝜔 − 𝜈′) 𝑓𝜇 (𝜔 − 𝜈)d𝜔 =: 𝑿 .(4.44)
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The errors are 𝐸1 = O(|𝑆 |∥𝑯∥3/4/𝜏1/4), 𝐸2 = O(|𝑆 |/𝜏), 𝐸3 = O(|𝑆 |/𝛽), and
𝐸4 = O(|𝑆 | × ∥𝜔𝛾𝛽 (𝜔)∥∞/

√
𝜇𝜏). In particular, 𝐸3 arises from dropping the positive

integral range with error bounded by max𝜔≥0 𝜔𝛾𝛽 (𝜔) ≤ 1/𝛽. In other words, our
choice of 𝛾𝛽 (𝜔) allows the energy to increase by at most O(1/𝛽).

Sandwiching Eq. (4.12) with 𝑸 further simplifies the expression as it restricts to
transitions in the subspace. Specifically, we have

𝑸𝑿𝑸 =
∑︁
𝑎∈𝑆

∑︁
𝜈′,𝜈∈𝐵(𝑯)

∫ 0

−∞
𝛾𝛽 (𝜔)𝜔𝑸𝑨𝑎†

𝜈′ 𝑸𝑨𝑎𝜈𝑸 𝑓𝜇
∗(𝜔 − 𝜈′) 𝑓𝜇 (𝜔 − 𝜈)d𝜔

=
∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯 |𝑸)

∫ 0

−∞
𝛾𝛽 (𝜔)𝜔𝑸𝑨𝑎†𝜈 𝑸𝑨𝑎𝜈𝑸

�� 𝑓𝜇 (𝜔 − 𝜈)��2d𝜔.

The first line inserts an additional projector 𝑸 between 𝑨𝑎†
𝜈′ and 𝑨𝑎𝜈 because any

transition to excited states require 𝜈, 𝜈′ > Δ𝑸 , but this is forbidden by the restrictions
that 𝜔 ≤ 0 (from the integral) and that |𝜈 − 𝜔|, |𝜈′ − 𝜔 | < 𝜇 < Δ𝑸 (from the secular
approximation). In the second line, since the Bohr frequencies in 𝐵(𝑯 |𝑸) are at least
Δ𝜈 = 2𝜇 apart, we must have that

𝑓 ∗𝜇 (𝜔 − 𝜈′) 𝑓𝜇 (𝜔 − 𝜈) = 0 for all 𝜔 ∈ R, unless 𝜈′ = 𝜈.

Combining the above with Eq. (4.12) to conclude the proof. ■

When the Hamiltonian is local, thinking about the gradient “locally” is sometimes
useful. The following lemma gives a sufficient condition that guarantees a global
gradient. Since the consequence is strong, the premise is also more stringent; it is
only helpful when the Hamiltonian is frustration-free.

Lemma 4.12.7 (Local-to-global gradient condition). Suppose 𝑯 =
∑
𝑖 𝒉𝑖, where

each term 𝒉𝑖 ⪰ 0. Then for any (not necessarily thermal) Lindbladian L,

−L† [𝒉𝑖] ⪰ 𝑟𝑖𝒉𝑖 =⇒ −L† [𝑯] ⪰ 𝑟𝑯,

where 𝑟 = min𝑖 𝑟𝑖.

Proof. By linearity, we have −L† [𝑯] = ∑
𝑖 −L† [𝒉𝑖] ⪰

∑
𝑖 𝑟𝑖𝒉𝑖. Since 𝑟𝑖𝒉𝑖 ⪰ 𝑟𝒉𝑖,

we have −L† [𝑯] ⪰ 𝑟∑𝑖 𝒉𝑖 = 𝑟𝑯, concluding the proof. ■
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Gradients for commuting Hamiltonians
When we are given a commuting Hamiltonian, the energy gradient induced by any
local jump operator can be understood by restricting the system to its neighborhood.
In this situation, the negative gradient condition for the overall Hamiltonian can
be decomposed into conditions that can be checked locally. This gives an efficient
method to show a commuting Hamiltonian has a negative gradient for all its excited
states, which we elucidate in this section of the appendix.

Recall the thermal Lindbladian L := L𝛽,𝜏,𝑯 defined in Eq. (4.18) for a local jump
operator 𝑨𝑎, whose Heisenberg picture is

L†𝛽,𝜏,𝑯𝑎 [𝑶] = i[𝑯𝛽,𝜏,𝑯
𝐿𝑆,𝑎

,𝑶] + D†𝛽,𝜏,𝑯𝑎 [𝑶],

where

D†𝛽,𝜏,𝑯𝑎 [𝑶] =
∫ ∞

−∞
𝛾𝛽 (𝜔)

[
𝑨̂𝑎 (𝜔)†𝑶𝑨̂𝑎 (𝜔) − 1

2
{ 𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔),𝑶}

]
d𝜔.

Note 𝑨̂𝑎 (𝜔) is the operator Fourier transform of 𝑨𝑎 (𝑡) = ei𝑯𝑡𝑨𝑎e−i𝑯𝑡 , and 𝑯𝛽,𝜏,𝑯
𝐿𝑆,𝑎

is a Lamb-shift term defined in Eq. (4.22).

When 𝑯 is a commuting Hamiltonian (e.g., [31, 96]), an important observation is that
𝑨𝑎 (𝑡) only depends on the part of 𝑯 that does not commute with 𝑨𝑎. In particular,
the energy gradient for each jump operator only depends on the neighborhood of 𝑨𝑎.

Lemma 4.12.8 (Commuting Hamiltonian and localized Lindblad operators). Suppose
𝑯 =

∑
𝑒 𝒉𝑒 is a commuting Hamiltonian. For any jump operator 𝑨𝑎, the associated

energy gradient simplifies to

L†𝛽,𝜏,𝑯𝑎 [𝑯] = L†𝛽,𝜏,𝑯∋𝑎𝑎 [𝑯∋𝑎],

where 𝑯∋𝑎 =
∑
𝑒: [𝒉𝑒,𝑨𝑎]≠0 𝒉𝑒 is the part of 𝑯 does not commute with 𝑨𝑎.

Proof. When 𝑯 is commuting, we have 𝑨𝑎 (𝑡) = ei𝑯𝑡𝑨𝑎e−i𝑯𝑡 = ei𝑯∋𝑎𝑡𝑨𝑎e−i𝑯∋𝑎𝑡 , so
the Lindbladian superoperator only depends on 𝑯∋𝑎, i.e., L†𝛽,𝜏,𝑯𝑎 = L†𝛽,𝜏,𝑯∋𝑎𝑎 .

Let 𝑯∌𝑎 = 𝑯 −𝑯∋𝑎 be the part of 𝑯 that commutes with 𝑨𝑎. Since [𝑯∌𝑎,𝑯∋𝑎] = 0,
we have [𝑨𝑎 (𝑡),𝑯∌𝑎] = 0 for each 𝑡, which implies [𝑯𝛽,𝜏,𝑯

𝐿𝑆,𝑎
,𝑯∌𝑎] = [ 𝑨̂𝑎 (𝜔),𝑯∌𝑎] =

0. Thus we have L†𝛽,𝜏,𝑯𝑎 [𝑯∌𝑎] = 0. ■
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Negative gradient condition under perturbations to Hamiltonians
We next look at how the negative energy gradient condition changes under perturba-
tions to the 𝑛-qubit Hamiltonian 𝑯. See Appendix 4.16 for the proof of the following
theorem.

Theorem 4.12.1 (Monotonicity of gradient under level splitting). Consider a
highly degenerate Hamiltonian 𝑯 =

∑
𝐸̄ 𝐸̄𝑷𝐸̄ with Bohr-frequency gap Δ𝜈 :=

min𝜈1≠𝜈2∈𝐵(𝑯) |𝜈1 − 𝜈2 | of 𝑯, and add a perturbation 𝑯′ := 𝑯 + 𝑽. Let 𝑷 = 𝑷𝐸̄ be
a projector to an energy subspace and 𝑷′ the corresponding perturbed subspace.
Suppose the perturbation is weaker than the Bohr-frequency gap, ∥𝑽∥ ≤ 1

8Δ𝜈. For
any 𝛽, 𝜏 > 0, let L =

∑
𝑎∈𝑆 L

𝛽,𝜏,𝑯
𝑎 ,L′ = ∑

𝑎∈𝑆 L
𝛽,𝜏,𝑯′
𝑎 be thermal Lindbladians

with jumps {𝑨𝑎}𝑎∈𝑆, where ∥𝑨𝑎∥ ≤ 1 and the transition weight 𝛾𝛽 (𝜔) is given by
Eq. (4.21). Then we have the monotone property that

−L† [𝑯] ⪰ 𝑟 (𝑰 − 𝑷) − 𝜖 𝑰 implies − L′† [𝑯′] ⪰ 𝑟 (𝑰 − 𝑷′) − 𝜖′𝑰,

where

𝜖′ ≤ 𝜖 + |𝑆 | · O
(

1
𝜏
+ ∥𝑯∥

3/4

𝜏1/4 +
Λ

2/3
0
𝜏1/3 +

Λ0√
Δ𝜈𝜏
+ e−𝛽Δ𝜈/4

𝛽
+

(
1 + Λ0 + 𝑟

Δ𝜈

)
∥𝑽∥

)
.(4.48)

Finally, we look at how the negative energy gradient condition changes when restricted
to a subspace. See Appendix 4.16 for proofs of the following two corollaries.

Corollary 4.12.1 (Monotonicity of gradient on a subspace). Consider a Hamiltonian
𝑯 =

∑
𝐸̄ 𝐸̄𝑷𝐸̄ and its perturbation 𝑯′ := 𝑯+𝑽. Let 𝑷 be the ground space projector

for 𝑯 and 𝑷′ be the corresponding perturbed eigensubspace of 𝑯′. Let 𝑸 be a low-
energy eigensubspace projector of 𝑯 (i.e., 𝑸 =

∑
𝐸≤𝐸𝑸 𝑷𝐸 for 𝐸𝑸 ∈ Spec(𝑯)) with

excitation gap Δ𝑸 . Assume ∥𝑽∥∥𝑯∥
Δ𝑸

≤ 1
144Δ𝜈 where Δ𝜈 := min𝜈1≠𝜈2∈𝐵(𝑯 |𝑸) |𝜈1 − 𝜈2 |

is the Bohr-frequency gap of 𝑯 within the subspace 𝑸. For any 𝛽, 𝜏 > 0, let
L =

∑
𝑎∈𝑆 L

𝛽,𝜏,𝑯
𝑎 ,L′ = ∑

𝑎∈𝑆 L
𝛽,𝜏,𝑯′
𝑎 be thermal Lindbladians with jumps {𝑨𝑎}𝑎∈𝑆,

where ∥𝑨𝑎∥ ≤ 1 and the transition weight 𝛾𝛽 (𝜔) is given by Eq. (4.21). Then we
have the monotone property that

−𝑸L† [𝑯]𝑸 ⪰ 𝑟𝑸(𝑰 − 𝑷) − 𝜖 𝑰 implies − 𝑸′L′† [𝑯′]𝑸′ ⪰ 𝑟𝑸′(𝑰 − 𝑷′) − 𝜖′𝑰,
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where 𝑸′ projects onto the perturbed eigensubspace of 𝑯′ identified with 𝑸, and

𝜖′ ≤ 𝜖 + |𝑆 | · O
(

1
𝜏
+ ∥𝑯∥

3/4

𝜏1/4 +
Λ

2/3
0
𝜏1/3 +

Λ0√
Δ𝜈𝜏
+ Λ0√︁

Δ𝑸𝜏
+ e−𝛽Δ𝜈/4

𝛽
+ e−𝛽Δ𝑸/4

𝛽

+
(
1 + Λ0

Δ𝜈

)
∥𝑽∥∥𝑯∥

Δ𝑸
+ 𝑟

( ∥𝑽∥
Δ𝑸
+ ∥𝑽∥

Δ𝜈

))
. (4.49)

Corollary 4.12.2 (Monotonicity of gradient on a subspace under off-block-diagonal
perturbation). In the setting of Corollary 4.12.1, instead assume ∥𝑽∥

Δ𝜈
,
∥𝑽∥
Δ𝑸
≤ (𝑐𝑜𝑛𝑠𝑡.),

and that the perturbation is off-block-diagonal, i.e., 𝑸𝑽𝑸 = (𝑰 − 𝑸)𝑽 (𝑰 − 𝑸) = 0.
Then,

−𝑸L† [𝑯]𝑸 ⪰ 𝑟𝑸(𝑰 − 𝑷) − 𝜖 𝑰 implies − 𝑸′L′† [𝑯′]𝑸′ ⪰ 𝑟𝑸′(𝑰 − 𝑷′) − 𝜖′𝑰,

where

𝜖′ ≤ 𝜖 + |𝑆 | · O
(

1
𝜏
+ ∥𝑯∥

3/4

𝜏1/4 +
Λ

2/3
0
𝜏1/3 +

Λ0√
Δ𝜈𝜏
+ Λ0√︁

Δ𝑸𝜏
+ e−𝛽Δ𝜈/4

𝛽
+ e−𝛽Δ𝑸/4

𝛽

+ ∥𝑽∥
2

Δ𝑸
+ ∥𝑯𝑸 ∥ ·

( ∥𝑯𝑸 ∥∥𝑽∥
Δ𝑸Δ𝜈

+ ∥𝑽∥
2

Δ𝑸Δ𝜈

)
+ 𝑟

( ∥𝑽∥
Δ𝑸
+ ∥𝑽∥

2

Δ𝑸Δ𝜈

))
.
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4.13 Appendix:Energy landscape of an Ising chain
In this appendix, we take a brief aside to characterize the energy landscape of
the one-dimensional ferromagnetic Ising chain under thermal perturbations. This
provides a basic example on how the definition of local minima under thermal
perturbations is related to the physical picture. We will see that this system has
many suboptimal local minima in the absence of an external field with a lifetime
polynomial in the system size. Once an external field is added, however, the system
essentially has no suboptimal local minima and can quickly cool to the ground state
where all spins are aligned. This observation corresponds to the following physical
phenomena: when there is no external magnetic field, a ferromagnetic system will
often be stuck in a configuration with many domain walls, and an externally applied
magnetic field can quickly magnetize the system.

The Hamiltonian for the ferromagnetic Ising chain on a periodic boundary condition
is

𝑯 = −
𝑛∑︁
𝑗=1

𝒁 𝑗𝒁 𝑗+1 − ℎ
𝑛∑︁
𝑗=1

𝒁 𝑗 ,

where we identify 𝒁𝑛+1 ≡ 𝒁1. Intuitively, this system energetically favors configura-
tions where adjacent spins are aligned. When ℎ = 0, we have two degenerate ground
states, |00 · · · 0⟩ and |11 · · · 1⟩, which are the global minima. This degeneracy is
broken when ℎ ≠ 0, and these two states split by energy 2𝑛ℎ. The system also
has many excited states with domain walls, i.e., locations where adjacent spins are
anti-aligned such as |01⟩ and |10⟩. In what follows, we study the energy landscape
of the above system under thermal perturbations with jump operator {𝑨 𝑗 = 𝑿 𝑗 }𝑛𝑗=1,
setting 𝜏 = ∞ for simplicity. We analyze three cases.

Case 1: no external field (ℎ = 0). In this case, we will see that any bit string state
with domain walls sufficiently far from each other, e.g. |· · · 0001111000 · · · ⟩ is a
suboptimal local minimum. Indeed, there is no local operation to strictly decrease
the energy of such states; the jump operators {𝑿 𝑗 } can only displace the domain
walls by one site, which does not change the energy.

We can see this more formally by computing the energy gradient operator. Since 𝑯 is a
commuting Hamiltonian, we may apply Lemma 4.12.8 and study the gradient induced
by a single jump operator 𝑿 𝑗 by restricting the Hamiltonian to its neighborhood, i.e.,

𝑯∋ 𝑗 = −𝒁 𝑗−1𝒁 𝑗 − 𝒁 𝑗𝒁 𝑗+1.
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Observe 𝑯∋ 𝑗 has three degenerate eigenspaces 𝑷𝐸
𝑗

with energy 𝐸 as follows:

𝑷−2
𝑗 =

∑︁
𝒔∈{000,111}

|𝒔⟩⟨𝒔 | 𝑗−1, 𝑗 , 𝑗+1, 𝑷2
𝑗 =

∑︁
𝒔∈{010,101}

|𝒔⟩⟨𝒔 | 𝑗−1, 𝑗 , 𝑗+1,

and 𝑷0
𝑗 =

∑︁
𝒔∈{001,100,011,110}

|𝒔⟩⟨𝒔 | 𝑗−1, 𝑗 , 𝑗+1.

Then the negative Bohr-frequencies and the associated jumps are

𝑨 𝑗
𝜈1 = 𝑷−2

𝑗 𝑿 𝑗𝑷
2
𝑗 = ( |000⟩⟨010| + |111⟩⟨101|) 𝑗−1, 𝑗 , 𝑗+1, 𝜈1 = −4,

𝑨 𝑗
𝜈2 = 𝑷0

𝑗 𝑿 𝑗𝑷
2
𝑗 + 𝑷−2

𝑗 𝑿 𝑗𝑷
0
𝑗 = 0, 𝜈2 = −2.

Hence, the energy gradient operator associated with jump 𝑿 𝑗 is

D†𝛽,∞,𝑯
𝑗

[𝑯] = D†𝛽,∞,𝑯∋ 𝑗
𝑗

[𝑯∋ 𝑗 ] =
∑
𝜈∈𝐵(𝑯∋ 𝑗 ) 𝜈𝛾𝛽 (𝜈)𝑨

𝑗†
𝜈 𝑨 𝑗

𝜈

= 𝜃0 · ( |010⟩⟨010| + |101⟩⟨101|) 𝑗−1, 𝑗 , 𝑗+1 + O(𝑒−4𝛽),

where 𝜃0 = −4𝛾𝛽 (−4) = −Ω(1). As we can see, the energy gradient is essentially 0
when the domain walls are more than distance 1 apart, and only becomes significant
when two domain walls are next to each other, as in |· · · 010 · · · ⟩ or |· · · 101 · · · ⟩.
This implies the presence of exponentially many suboptimal local minima; for
example, choose whether or not to have a domain wall every 2 sites.

Despite the presence of many suboptimal local minima, we now argue that they have
a lifetime polynomial in the system size 𝑛 when the system evolves under thermal
perturbations. We may understand the dynamics of the system as a random walk of
domain walls, and two domain walls annihilate each other when they meet. Since
two domain walls at distance ℓ apart moving under diffusive dynamics take O(ℓ2)
time to meet, a suboptimal local minimum with 𝑘 domain walls decays to a lower
energy state after approximately O(𝑛2/𝑘2) time.

Case 2: weak external field (0 < ℎ < 2). In this case, the ground state of 𝑯 is
uniquely |0𝑛⟩, as all spins are slightly favored to be in the |0⟩ state instead of the |1⟩
state. When the domain walls are far apart, e.g. |· · · 0001111000 · · · ⟩, the applied
external field causes an attraction across the domain of 1’s, which energetically favors
the domain walls to move closer together. The presence of the field ℎ removes all the
suboptimal local minima that were in the previous case. The state |1𝑛⟩, which was a
ground state in the previous case, becomes now the only suboptimal local minimum.

We now more formally characterize the energy landscape of 𝑯 using the energy
gradient operator. Again applying Lemma 4.12.8, we may consider the gradient
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induced by a single jump operator by focusing on its neighborhood. The relevant
neighborhood Hamiltonian is

𝑯∋ 𝑗 = −𝒁 𝑗−1𝒁 𝑗 − 𝒁 𝑗𝒁 𝑗+1 − ℎ𝒁 𝑗 .

Turning the crank, we see that the negative Bohr-frequencies and the associated
jumps are

𝑨 𝑗
𝜈1 = |000⟩⟨010| 𝑗−1, 𝑗 , 𝑗+1, 𝜈1 = −4 − 2ℎ,

𝑨 𝑗
𝜈2 = |111⟩⟨101| 𝑗−1, 𝑗 , 𝑗+1, 𝜈2 = −4 + 2ℎ,

𝑨 𝑗
𝜈3 = ( |001⟩⟨011| + |100⟩⟨110|) 𝑗−1, 𝑗 , 𝑗+1, 𝜈3 = −2ℎ. (4.50)

Then the energy gradient operator associated with jump 𝑿 𝑗 is

D†𝛽,∞,𝑯
𝑗

[𝑯] = ∑
𝜈∈𝐵(𝑯∋ 𝑗 ) 𝜈𝛾𝛽 (𝜈)𝑨

𝑗†
𝜈 𝑨 𝑗

𝜈

= (𝜃1 |010⟩⟨010| + 𝜃2 |101⟩⟨101| + 𝜃3 |011⟩⟨011| + 𝜃3 |110⟩⟨110|) 𝑗−1, 𝑗 , 𝑗+1 + O(𝑒−2𝛽ℎ),

where 𝜃 𝑗 = 𝜈 𝑗𝛾𝛽 (𝜈 𝑗 ). As we can see, any configuration with a domain wall now has
a significant gradient from at least one of the jumps. The only configurations without
a significant energy gradient are |0𝑛⟩, the ground state, and |1𝑛⟩, a metastable local
minimum.

Case 3: strong external field (ℎ > 2). In this case, the external field is sufficiently
strong that the state |1𝑛⟩ is no longer a local minimum, and 𝑯 has no suboptimal
local minima. To see this, we note that ℎ > 2 implies that 𝜈2 > 0 in Eq. (4.50), which
means the energetically favored jump operator is actually 𝑨 𝑗

−𝜈2 = 𝑨 𝑗†
𝜈2 . This implies

the energy gradient operator induced by the jump 𝑿 𝑗 in this case is

D†𝛽,∞,𝑯
𝑗

[𝑯] = (𝜃1 |010⟩⟨010| + 𝜃′2 |111⟩⟨111| + 𝜃3 |011⟩⟨011| + 𝜃3 |110⟩⟨110|) 𝑗−1, 𝑗 , 𝑗+1

+ O(𝑒−2𝛽(ℎ−2)),

where 𝜃′2 = −𝜈2𝛾𝛽 (−𝜈2). This gives the state |1𝑛⟩ a significant energy gradient, and
thus the ground state |0𝑛⟩ is the only local minimum of 𝑯.
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<latexit sha1_base64="CEMUVh4tzZcNtWaVqAkO4vGT81U=">AAAOKHichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerndhOJpERkDJtE6EuoCh2AkN9gW7bl+jTdFfMtk9SUrQjhsftaGPyfP/h5Yi/ZOGM0Vy0Wm+fPH3v/Q8+/OjZxyuffNr47PPnq18M8rTgEelHKUv5FUY5YTQhfUEFI1cZJyjGjFziu0DzS0l4TtOkJ+4zMozRJKFjGiGhQt3e7fNma71VXT5stOeNpje/OrerjdVwlEZFTBIRMZTnN+1WJoYzxAWNGClXVsIiJxmK7tCEzFCc5/cxLv21GIlp7jIdXMZuCjH+eTijSVYIkkRKoti4YL5Ifb0Lf0Q5iQS7Vw0Ucaqm9qMp4igSaq9LZ3m8LhyrwJpvT1nVUpXxLn8peEG+8xFjVSx/iVlBhrOpmphzMlaZzmAc3RFRrqzZwQQJTLGeZQ1hzIlcCTlJyC9RGscoGc1CSaJyFuqFhHY42FRRveIIsdlm6dIti24Bilhg8cDlWwuKMYTBtpW6DeiORXfAwDv1wAAGu1bqLqB7Ft0DdN+i+4AeWPQA0EOLHgJ6ZNEjQI8tegzoiUVPAD216Cko1WldKgCDMyv1DNCORTtg4E49MIBB10rtgtRunQpgcG6lnoPU8zoVwODCSr0AtGfRHqB9i/YBHVh0AOilRS8BvbLoFaCvfQurjsuvLXz9mH6rXZ3lSiARVw3K0kQ/LR4NIDcr20NvS2QAAmDLAOB3iQ3AAAQGAJPLbQOAv+WOAcC9ctcAYFy5ZwDwrNw3ANhVHhgAnCoPDQAmlUcGAH/KYwOANeWJAcCV8tQA4Dl5ZgCwm+wYAMwkuwYAq8hzA4AR5IUBwAOyZwA4/rJvADj5cmAAOPTy0gBw3uWVAeCoy+qoKwJPubw25BqAnE7i+UH1Q9NxJLjWIK5EcqlK8mm6GEY3S/f9qO8wI2Ph5OkSczqZCmAsnBTzOUPVctKmFZwisQziRSIk8cOYMYTVW6KCgT6Ia4/pzgICT+E0JpNFgULTcSQjNJmU5ofw0tkp02eADQh3i8M14EuA+gsoKKXlTXs4M2WtQuEd4cn3rfWNH8ibd0X9Zts3lYeid4bd7SUpj6vFhHqx/qzZLv1wybozI9wYmpRZc6O81eIlw2W2rK1lG66MWTr2f8Jxvb5aVj31efUkBDeEIZwbPaaTiamX2dRD313LQ0ZdYZNhVW3J8q2cgZuzpICkfFg3cXdJi4SKmlOXc/qfUL3pBK9pjwOcpey+FnR0D4xwn9UK3XEFPVvQWyJAXD1Z3sw1aaaWHPsq9qsOhozGVORuCh2VlUz9OuSiyKzpqp57n2ky0l9O6WLrWD2+1GFUH1Ft95MJNgYb6+0f1190XzRfbc0/p555X3lfe994be8n75W373W8vhd5xPvN+937o/Fn46/G3423Rvr0yTznS+/R1fjnX3H3Zns=</latexit>

T

clock qubits

system qubits

depth to space circuit to Ham.

SWAP
<latexit sha1_base64="WA4yV1EblTWCWLy/2esw2oKWJw0=">AAAOPHichZfLbuM2FIY109s0rduks+xGqBFgWrSBbUxnuhlgYuV+dRLbSRN5AlKmbSLUBRTFjmGor9Jt+xJ9j+67K7rtupRoRwyP29HG5Pn+w8sRf8nCCaOpaDT+ePT4vfc/+PCjJx+vfPJp7bPPV9e+6KdxxgPSC2IW8yuMUsJoRHqCCkauEk5QiBm5xHdewS8l4SmNo66YJmQQonFERzRAQoVuV58+89vem9bXb2Z+LGhIUjfKb1frjY1Gebmw0Zw36s786tyu1db8YRxkIYlEwFCa3jQbiRjMEBc0YCRfWfGzlCQouENjMkNhmk5DnLvrIRKT1GZFcBm7ycToh8GMRkkmSBQoiWKjjLkidouduUPKSSDYVDVQwKma2g0miKNAqP0vneXhunCoAuuuOWVZX1Xau/SV4Bn51kWMlbH0FWYZGcwmamLOyUhlWoNxdEdEvrJuBiMkMMXFLOsIY07kis9JRH4K4jBE0XDmSxLkM79YiG+GvU0VLVYcIDbbzG3aNmgbUMQ8g3s2by8oxhB6W0bqFqDbBt0GA29XAwPo7RipO4DuGnQX0D2D7gG6b9B9QA8MegDooUEPAT0y6BGgxwY9BvTEoCegVCdVqQD0To3UU0A7Bu2AgTvVwAB6Z0bqGUg9q1IB9M6N1HOQel6lAuhdGKkXgHYN2gW0Z9AeoH2D9gG9NOgloFcGvQL0R9fAqmPzawNfP6TfFK5OUiWQiKsGZXFUPC0eDCA3S9tDb0ukAQKgrQHwu8QaYAA8DYDJ5ZYGwN9yWwPgXrmjATCu3NUAeFbuaQDsKvc1AE6VBxoAk8pDDYA/5ZEGwJryWAPgSnmiAfCcPNUA2E12NABmkmcaAKvIcw2AEeSFBsADsqsBOP6ypwE4+bKvATj08lIDcN7llQbgqMvyqCsCT7m81uQagJSOw/lBdX3dsSS40iCuRHKpSvJJvBimaOb2+7G4w4yMhJVXlJjT8UQAY+Eom8/pq5aVNinhBIllEC8SIQnvxwwhLN8SJfSKg7j+kG4vIPAUjkMyXhTI1x1LMkTjca5/CM+tnbLiDLA+4XZxeAH4EqD+FgpKaX7THMx0WcuQf0d49F1jo/U9efuuqFtvurryUPTOsL29KOZhuRi/WKw7qzdz11+y7kQLWwOdMqu38ttCvGS4xJQ1C1nLljFDx/5POKrWV8nKpz4vn4TghjCEU63HdDzW9dKbuu/ba7nPqCqsM4yqLVm+kdO3c5YUkOT36yb2LmkWUVFxanNO/xOqN53gFe1ygJOYTStBp+iBEaZJpSg6tqBrCrpLBIirJ8vbuSZO1JJDV8V+LoI+oyEVqZ1Ch3kpU78WucgSY7qyZ99nGg2Lr6l4sXWsHl/qMKqPqKb9yQQb/dZG88XG87Pn9dft+efUE+dL5yvnmdN0XjqvnT2n4/ScwJk6vzi/Or/Vfq/9Wfur9reWPn40z3nqPLhq//wLEb9tnw==</latexit>

(C2)⌦n

<latexit sha1_base64="DMward2gSKpeRkA3E/9BxEI0RB8=">AAAOPHichZfLbuM2FIY109s0rduks+xGqBFgWrSBbUxnuhlgYuV+dRLbSRN5AlKmbSLUBRTFjmGor9Jt+xJ9j+67K7rtupRoRwyP29HG5Pn+w8sRf8nCCaOpaDT+ePT4vfc/+PCjJx+vfPJp7bPPV9e+6KdxxgPSC2IW8yuMUsJoRHqCCkauEk5QiBm5xHdewS8l4SmNo66YJmQQonFERzRAQoVuV58+89vem9bXb2Z+LGhIUreb367WGxuN8nJhozlv1J351bldq635wzjIQhKJgKE0vWk2EjGYIS5owEi+suJnKUlQcIfGZIbCNJ2GOHfXQyQmqc2K4DJ2k4nRD4MZjZJMkChQEsVGGXNF7BY7c4eUk0CwqWqggFM1tRtMEEeBUPtfOsvDdeFQBdZdc8qyvqq0d+krwTPyrYsYK2PpK8wyMphN1MSck5HKtAbj6I6IfGXdDEZIYIqLWdYRxpzIFZ+TiPwUxGGIouHMlyTIZ36xEN8Me5sqWqw4QGy2mdu0bdA2oIh5Bvds3l5QjCH0tozULUC3DboNBt6uBgbQ2zFSdwDdNeguoHsG3QN036D7gB4Y9ADQQ4MeAnpk0CNAjw16DOiJQU9AqU6qUgHonRqpp4B2DNoBA3eqgQH0zozUM5B6VqUC6J0bqecg9bxKBdC7MFIvAO0atAtoz6A9QPsG7QN6adBLQK8MegXoj66BVcfm1wa+fki/KVydpEogEVcNyuKoeFo8GEBulraH3pZIAwRAWwPgd4k1wAB4GgCTyy0NgL/ltgbAvXJHA2BcuasB8Kzc0wDYVe5rAJwqDzQAJpWHGgB/yiMNgDXlsQbAlfJEA+A5eaoBsJvsaADMJM80AFaR5xoAI8gLDYAHZFcDcPxlTwNw8mVfA3Do5aUG4LzLKw3AUZflUVcEnnJ5rck1ACkdh/OD6vq6Y0lwpUFcieRSleSTeDFM0czt92NxhxkZCSuvKDGn44kAxsJRNp/TVy0rbVLCCRLLIF4kQhLejxlCWL4lSugVB3H9Id1eQOApHIdkvCiQrzuWZIjG41z/EJ5bO2XFGWB9wu3i8ALwJUD9LRSU0vymOZjpspYh/47w6LvGRut78vZdUbfedHXloeidYXt7UczDcjF+sVh3Vm/mrr9k3YkWtgY6ZVZv5beFeMlwiSlrFrKWLWOGjv2fcFStr5KVT31ePgnBDWEIp1qP6Xis66U3dd+313KfUVVYZxhVW7J8I6dv5ywpIMnv103sXdIsoqLi1Oac/idUbzrBK9rlACcxm1aCTtEDI0yTSlF0bEHXFHSXCBBXT5a3c02cqCWHror9XAR9RkMqUjuFDvNSpn4tcpElxnRlz77PNBoWX1PxYutYPb7UYVQfUU37kwk2+q2N5ouN52fP66/b88+pJ86XzlfOM6fpvHReO3tOx+k5gTN1fnF+dX6r/V77s/ZX7W8tffxonvPUeXDV/vkXq59thQ==</latexit>

(C2)⌦T

<latexit sha1_base64="A/UDrNYzioiWg5SnkW/sb/Sl0rc=">AAAOLnichZfZbuM2FIY1022a1u2kveyNUCNAUbSBHUyXmwEmUfbVSbxNIiMgZdomTC2gKHYCQX2H3rYv0acp0Iuit32MUqIdMTxuRzcmz/cfLkf8JQsnjKai1frzydN33n3v/Q+efbj20ceNTz59vv5ZP40zHpBeELOYDzFKCaMR6QkqGBkmnKAQMzLAc6/kA0l4SuOoK+4TMgrRNKITGiChQgNf9u5yr7h73mxttqrLhY32otF0Flfnbr2x7o/jIAtJJAKG0vS23UrEKEdc0ICRYm3Nz1KSoGCOpiRHYZreh7hwN0IkZqnNyuAqdpuJyY+jnEZJJkgUKIlik4y5InbLvbhjykkg2L1qoIBTNbUbzBBHgVA7XjnL43XhUAU2XHPKqqKqmPP0peAZ+cZFjFWx9CVmGRnlMzUx52SiMq3BOJoTUaxtmMEICUxxOcsGwpgTueZzEpGfgjgMUTTOfUmCIvfLhfhm2NtW0XLFAWL5dmHTHYPuAIqYZ3DP5jtLijGE3q6RugvonkH3wMB79cAAevtG6j6gBwY9APTQoIeAHhn0CNBjgx4DemLQE0BPDXoK6JlBzwA9N+g5KNV5XSoAvQsj9QLQjkE7YOBOPTCA3qWReglSL+tUAL0rI/UKpF7VqQB610bqNaBdg3YB7Rm0B2jfoH1ABwYdADo06BDQ166BVcfmNwa+eUy/Ll2dpEogEVcNyuKofFo8GkBuV7aH3pZIAwTAjgbA7xJrgAHwNAAml7saAH/LPQ2Ae+W+BsC48kAD4Fl5qAGwqzzSADhVHmsATCpPNAD+lKcaAGvKMw2AK+W5BsBz8kIDYDfZ0QCYSV5qAKwirzQARpDXGgAPyK4G4PjLngbg5Mu+BuDQy4EG4LzLoQbgqMvqqCsCT7m80eQGgJROw8VBdX3dsSS41iCuRHKlSvJZvBymbBb2+7G8w4xMhJVXlpjT6UwAY+EoW8zpq5aVNqvgDIlVEC8TIQkfxgwhrN4SFfTKg7jxmO4tIfAUjkMyXRbI1x1LMkbTaaF/CC+snbLyDLA+4XZxeAn4CqD+CApKaXHbHuW6rFXInxMefdva3PqOvHlb1G22XV15KHpr2N5eFPOwWoxfLtbNm+3C9VesO9HCrZFOyZtbxV0pXjFcYsrapWzLljFDx/5POKnXV8uqpz6vnoTghjCEU63HdDrV9dKbeujba3nIqCusM4yqrVi+kdO3c1YUkBQP6yb2LmkWUVFzanNO/xOqN53gNe1ygJOY3deCTtkDI9wntaLs2IKuKeiuECCunixvFpo4UUsOXRX7uQz6jIZUpHYKHReVTP1a5DpLjOmqnn2faTQuv5/i5daxenypw6g+otr2JxNs9Lc2299vvrh80Xy1s/iceuZ84XzpfOW0nR+cV86h03F6TuDMnV+cX53fGr83/mj81fhbS58+WeR87jy6Gv/8CweOaSQ=</latexit>

UC
<latexit sha1_base64="SmDDKbi0Tpqynis1XO8bGgzs6f4=">AAAOLnichZfZbuM2FIY1022a1u2kveyNUCNAUbSBHUyXmwEmUfbVSbxNIiMgZdomTC2gKHYCQX2H3rYv0acp0Iuit32MUqIdMTxuRzcmz/cfLkf8JQsnjKai1frzydN33n3v/Q+efbj20ceNTz59vv5ZP40zHpBeELOYDzFKCaMR6QkqGBkmnKAQMzLAc6/kA0l4SuOoK+4TMgrRNKITGiChQgNfHt7lXnH3vNnabFWXCxvtRaPpLK7O3Xpj3R/HQRaSSAQMpeltu5WIUY64oAEjxdqan6UkQcEcTUmOwjS9D3HhboRIzFKblcFV7DYTkx9HOY2STJAoUBLFJhlzReyWe3HHlJNAsHvVQAGnamo3mCGOAqF2vHKWx+vCoQpsuOaUVUVVMefpS8Ez8o2LGKti6UvMMjLKZ2pizslEZVqDcTQnoljbMIMREpjicpYNhDEncs3nJCI/BXEYomic+5IERe6XC/HNsLetouWKA8Ty7cKmOwbdARQxz+CezXeWFGMIvV0jdRfQPYPugYH36oEB9PaN1H1ADwx6AOihQQ8BPTLoEaDHBj0G9MSgJ4CeGvQU0DODngF6btBzUKrzulQAehdG6gWgHYN2wMCdemAAvUsj9RKkXtapAHpXRuoVSL2qUwH0ro3Ua0C7Bu0C2jNoD9C+QfuADgw6AHRo0CGgr10Dq47Nbwx885h+Xbo6SZVAIq4alMVR+bR4NIDcrmwPvS2RBgiAHQ2A3yXWAAPgaQBMLnc1AP6WexoA98p9DYBx5YEGwLPyUANgV3mkAXCqPNYAmFSeaAD8KU81ANaUZxoAV8pzDYDn5IUGwG6yowEwk7zUAFhFXmkAjCCvNQAekF0NwPGXPQ3AyZd9DcChlwMNwHmXQw3AUZfVUVcEnnJ5o8kNACmdhouD6vq6Y0lwrUFcieRKleSzeDlM2Szs92N5hxmZCCuvLDGn05kAxsJRtpjTVy0rbVbBGRKrIF4mQhI+jBlCWL0lKuiVB3HjMd1bQuApHIdkuiyQrzuWZIym00L/EF5YO2XlGWB9wu3i8BLwFUD9ERSU0uK2Pcp1WauQPyc8+ra1ufUdefO2qNtsu7ryUPTWsL29KOZhtRi/XKybN9uF669Yd6KFWyOdkje3irtSvGK4xJS1S9mWLWOGjv2fcFKvr5ZVT31ePQnBDWEIp1qP6XSq66U39dC31/KQUVdYZxhVW7F8I6dv56woICke1k3sXdIsoqLm1Oac/idUbzrBa9rlACcxu68FnbIHRrhPakXZsQVdU9BdIUBcPVneLDRxopYcuir2cxn0GQ2pSO0UOi4qmfq1yHWWGNNVPfs+02hcfj/Fy61j9fhSh1F9RLXtTybY6G9ttr/ffHH5ovlqZ/E59cz5wvnS+cppOz84r5xDp+P0nMCZO784vzq/NX5v/NH4q/G3lj59ssj53Hl0Nf75F1RXaRc=</latexit>

HC

Figure 4.3: The circuit-to-Hamiltonian mapping. For any 1D circuit, we can turn
the circuit depth into an additional spatial dimension by introducing layers of swap
gates; this particularly structured 2D circuit (now on 𝑛 qubits) is what we call 𝑼𝐶 .
Then, we map the circuit 𝑼𝐶 to a 2D-Hamiltonian by introducing the clock qubits,
which weave between the layers of system qubits in a zigzag order. This layout
ensures that each clock qubit only controls nearby system qubits (in particular, the
odd clock layers control only blue gates, and the even layers control only pink gates.)

4.14 Appendix:All local minima are global in BQP-hard Hamiltonians (Proof
of Theorem 4.9.2)

A main result of our work is that the task of finding a local minimum for 𝑯𝐶 under
thermal perturbation is universal for quantum computation and hence classically
hard. As we have seen in the main text and Appendix 4.9, this main result follows
from Theorem 4.9.2, which we prove in this appendix.

We start by defining 𝑯𝐶 in detail (visualized in Fig. 4.3). Given a 2D 𝑛-qubit circuit
𝑼𝐶 = 𝑼𝑇 · · ·𝑼2𝑼1 with 𝑇 = 2𝑡0 + 𝐿 = poly(𝑛) gates as constructed in Fig. 1 of
Ref. [142], where the first and last 𝑡0 gates are identity gates and each gate of the
2D circuit 𝑼𝐶 is geometrically adjacent to the subsequent gate. We consider a
geometrically local Hamiltonian on a 2D lattice with 𝑛 + 𝑇 qubits defined as follows.

Definition 4.14.1 (Modified circuit-to-Hamiltonian construction). Consider a 2D
circuit

𝑼𝐶 = 𝑼𝑇 · · ·𝑼2𝑼1

on 𝑛 qubits with 𝑇 = 2𝑡0 + 𝐿 gates, where the first and last 𝑡0 = 𝑐𝐿2 gates are identity
gates with 𝑐 = O(1), and each consecutive gates are geometrically adjacent. We
define a geometrically-local Hamiltonian 𝑯𝐶 on a 2D lattice with 𝑛 + 𝑇 qubits as
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follows:

𝑯𝐶 := 𝑯clock + 𝑯in + 𝑯prop acting on (C2)⊗𝑛 ⊗ (C2)⊗𝑇 , (4.51)

where each individual term is given by

𝑯clock := 𝐽clock

𝑇−1∑︁
𝑡=1

𝑓𝑡 𝑰 ⊗ |01⟩⟨01|𝑡,𝑡+1,

𝑯in := 𝐽in

𝑛∑︁
𝑗=1
𝑔 𝑗 |1⟩⟨1| 𝑗 ⊗ |10⟩⟨10|𝑡 𝑗−1,𝑡 𝑗 ,

𝑯prop :=
1
2
𝐽prop

𝑇∑︁
𝑡=1

𝑯prop(𝑡),

𝑯prop(1) := 𝑰 − ℎ1(𝑼1 ⊗ |10⟩⟨00|1,2 +𝑼†1 ⊗ |00⟩⟨10|1,2),
𝑯prop(𝑡) := 𝑰 − ℎ𝑡 (𝑼𝑡 ⊗ |110⟩⟨100|𝑡−1,𝑡,𝑡+1 +𝑼†𝑡 ⊗ |100⟩⟨110|𝑡−1,𝑡,𝑡+1)
𝑯prop(𝑇) := 𝑰 − ℎ𝑇 (𝑼𝑇 ⊗ |11⟩⟨10|𝑇−1,𝑇 +𝑼†𝑇 ⊗ |10⟩⟨11|𝑇−1,𝑇 )

for each 1 < 𝑡 < 𝑇, .

The 𝑇 qubits correspond to the 𝑇 geometrically-local gates and are placed next to
each gate to ensure 𝑯𝐶 is geometrically local. The couplings are chosen as

𝐽clock = 1, 𝑓𝑡 = (𝑇 − 𝑡)/𝑇, 𝑔 𝑗 = 1/𝜉𝑡 𝑗−1, ℎ𝑡 =
√︁
𝑡 (𝑇 − 𝑡 + 1).

We will set the other parameters 𝐽in, 𝐽prop later. The time 𝑡 𝑗 is the first time qubit 𝑗 is
acted on.

We will show later in Appendix 4.14 that 𝑯𝐶 has a unique ground state given by

|𝜂0⟩ =
𝑇∑︁
𝑡=0

√︁
𝜉𝑡

(
𝑼𝑡 · · ·𝑼1 |0𝑛⟩

)
⊗

��1𝑡0𝑇−𝑡〉 where 𝜉𝑡 :=
1
2𝑇

(
𝑇

𝑡

)
.

Note this state encodes the computational history of the circuit 𝑼𝐶 . By choosing
𝑡0 = 𝐿2, we ensure that each time in the interesting part of the computational history
(i.e., the intermediate 𝐿 gates) can be observed with Ω(1/𝑇) probability as we will
show later in Proposition 4.14.1. This also implies 𝑔 𝑗 = O(𝑇).

We now state a detailed version of Theorem 4.9.2 based on the definition of 𝑯𝐶 in
the following.

Theorem 4.14.1 (All local minima are global in 𝑯𝐶). Let 𝑷𝐺 be the ground-space
projector for the Hamiltonian 𝑯𝐶 in Eq. (4.51). For any failure probability 0 < 𝛿 < 1,
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there is a parameter choice 𝐽in, 𝐽prop = Poly(𝑛, 𝑇, 𝛿−1) and a choice of 𝑚 two-qubit
jump operators

𝑆0 = {𝑨𝑎}𝑚𝑎=1 := {𝑰 ⊗ 𝑿𝑡 , 𝑰 ⊗ 𝒁𝑡}𝑇𝑡=1 ∪ {𝑿 𝑗 ⊗ |0⟩⟨0|𝑡 𝑗 }𝑛𝑗=1 (4.52)

with 𝑚 = 2𝑇 + 𝑛 satisfying the following:

For a sufficiently small 𝜖 = 1/Poly(𝑛, 𝑇, 𝛿−1), any 𝜖-approximate local minimum
𝝆 of 𝑯𝐶 under thermal perturbations with sufficiently large 𝛽 = Poly(𝑛, 𝑇, 𝛿−1),
𝜏 = Poly(𝑛, 𝑇, 𝛿−1), and system-bath interactions generated by 𝑆0 is an exact global
minimum with probability tr(𝑷𝐺 (𝑯𝐶)𝝆) ≥ 1 − 𝛿.

We remind the reader that the thermal Lindbladians that generate the perturbations
are defined in Eq. (4.18). The transition weight 𝛾𝛽 (𝜔) is chosen to be Glauber
dynamics as defined in Eq. (4.21), with energy cut-off Λ0 = 1 as a convenient choice
so that ∥𝜔𝛾𝛽 (𝜔)∥∞ ≤ 1. We do not expect our result to change with other reasonable
choices of 𝛾𝛽 (𝜔).

Remark 4.14.1.1. Our 𝑯𝐶 is similar to previous circuit-Hamiltonian constructions
(see, e.g., [3, 100, 142]), but there are some significant differences. One key change
is that 𝑯prop is no longer frustration-free, and its couplings ℎ𝑡 are not uniform;
consequently, this revised 𝑯prop has better spectral properties that enable us to
lower bound its Bohr-frequency gap. Furthermore, 𝑯clock is given nonuniform
couplings 𝑓𝑡 so that any local excitation has an incentive to move rightwards (e.g.,
|0011⟩ → |0001⟩), ensuring 𝑯clock has no local minima except its ground states.
These modifications allow us to prove that all excited states of 𝑯𝐶 have significant
negative gradients, so that they will all flow to the ground state under thermal
perturbations.

Characterizing low energy states of 𝑯𝐶

We will start by characterizing the low energy states of the circuit Hamiltonian. We
define the following sequence of Hamiltonians:

𝑯I = 𝑯clock

𝑯II = 𝑯clock + 𝑯prop

𝑯III = 𝑯clock + 𝑯prop + 𝑯in = 𝑯𝐶

with the ground space projectors 𝑷 𝑗 such that

𝑷I ⊃ 𝑷II ⊃ 𝑷III.
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Equivalently, we have 𝑷I𝑷II = 𝑷II and 𝑷I𝑷III = 𝑷II𝑷III = 𝑷III. Our approach
to calculating the gradient for 𝑯III = 𝑯𝐶 is perturbative: we start with the simple
Hamiltonian 𝑯I and gradually add perturbations (which will split the spectrum,
Figure 4.4). Remarkably, the gradient is stable as long as the perturbation is weak
enough. That is, it suffices to analyze the gradient of the simpler, unperturbed
Hamiltonians on suitable subspaces.

Now we describe explicitly the ground subspaces 𝑷I, 𝑷II and 𝑷III. Let

|𝐶𝑡⟩ =
��1𝑡0𝑇−𝑡〉 for each 𝑡 = 0, 1, . . . , 𝑇

and ��𝜂𝒙,𝑡〉 = (
𝑼𝑡 · · ·𝑼1 |𝒙⟩

)
⊗ |𝐶𝑡⟩ for each 𝒙 ∈ {0, 1}𝑛 and 0 ≤ 𝑡 ≤ 𝑇.

The set of
��𝜂𝒙,𝑡〉 forms an orthonormal basis for the ground space of 𝑯I = 𝑯clock,

with energy 0 and a spectral gap of 𝐽clock/𝑇 . The ground space projector is

𝑷I =
∑︁

𝒙∈{0,1}𝑛

𝑇∑︁
𝑡=0
|𝜂𝒙,𝑡⟩⟨𝜂𝒙,𝑡 | and ⟨𝜂𝒚,𝑡′ |𝜂𝒙,𝑡⟩ = 𝛿𝒚𝒙𝛿𝑡𝑡′ .

Observe that [𝑯prop, 𝑷I] = 0, so the ground states of 𝑯II = 𝑯clock + 𝑯prop are given
as the ground states of

𝑷I𝑯prop𝑷I =
𝐽prop

2

𝑇∑︁
𝑡=1
[𝑰 − ℎ𝑡 (𝑼𝑡 ⊗ |𝐶𝑡⟩⟨𝐶𝑡−1 | +𝑼†𝑡 ⊗ |𝐶𝑡−1⟩⟨𝐶𝑡 |)] .

Furthermore, observe the orthogonality relations

⟨𝜂𝒙,𝑡 |𝑯prop |𝜂𝒚,𝑡′⟩ = 0 when 𝒙 ≠ 𝒚 for each 𝑡, 𝑡′.

That is, 𝑷I𝑯prop𝑷I is block diagonal with blocks labeled by 𝒙. Moreover, for any 𝒙,
in the basis of

��𝜂𝒙,0〉, ��𝜂𝒙,1〉, . . . , ��𝜂𝒙,𝑇 〉, we can explicitly write down the effective
(𝑇 + 1) × (𝑇 + 1) Hamiltonian

𝑷I𝑯prop𝑷I =
𝐽prop

2

©­­­­­­­­­­­«

𝑇 −ℎ1

−ℎ1 𝑇 −ℎ2

−ℎ2 𝑇 −ℎ3

−ℎ3
. . .

. . .

. . . 𝑇 −ℎ𝑇
−ℎ𝑇 𝑇

ª®®®®®®®®®®®¬
= 𝐽prop

(𝑇
2
𝑰 − 𝑳𝑥

)
,
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PI
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HIII = Hclock + Hprop + Hin
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HII = Hclock + Hprop
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HI = Hclock

<latexit sha1_base64="WmLWPD4UCWrp3HR28lM7gRnnS3M=">AAAORXichZdbc+M0FMe9y20pBFp4hAcPmc4sDHSSzHJ52Zlt3fs1bZO0tA4dyVESTeXLyLJox2Me+DS8wpfgM/AheGN4BdlKalUnsH6JdH7/o8ux/naME0ZT0Wr98eTpG2++9fY7z95deu/9xgcfLq98NEjjjAekH8Qs5pcYpYTRiPQFFYxcJpygEDNygW+9kl9IwlMaRz1xn5BhiCYRHdMACRW6Wf7U906eu70fOu7+Te4Lcid4mCc8TorC/fxmudlaa1WXCxvtWaPpzK7uzUpjxR/FQRaSSAQMpel1u5WIYY64oAEjxdKSn6UkQcEtmpAchWl6H+LCXQ2RmKY2K4OL2HUmxt8NcxolmSBRoCSKjTPmitgtt+iOKCeBYPeqgQJO1dRuMEUcBUIVYuEsj9eFQxVYdc0pq0KrGt+mLwXPyJcuYqyKpS8xy8gwn6qJOSdjlWkNxtEtEcXSqhmMkMAUl7OsIow5kUs+JxH5MYjDEEWj3JckKHK/XIhvhr11FS1XHCCWrxc23TDoBqCIeQb3bL4xpxhD6G0aqZuAbhl0Cwy8VQ8MoLdtpG4DumPQHUB3DboL6J5B9wDdN+g+oAcGPQD00KCHgB4Z9AjQY4Meg1Id16UC0DsxUk8A7Rq0Cwbu1gMD6J0aqacg9bROBdA7M1LPQOpZnQqgd26kngPaM2gP0L5B+4AODDoA9MKgF4BeGvQS0O9dA6uOza8MfPWYflG6OkmVQCKuGpTFUfm0eDSAXK9sD70tkQYIgA0NgN8l1gAD4GkATC43NQD+llsaAPfKbQ2AceWOBsCzclcDYFe5pwFwqtzXAJhUHmgA/CkPNQDWlEcaAFfKYw2A5+SJBsBusqsBMJM81QBYRZ5pAIwgzzUAHpA9DcDxl30NwMmXAw3AoZcXGoDzLi81AEddVkddEXjK5ZUmVwCkdBLODqrr644lwbUGcSWSC1WST+P5MGWzsN+P5R1mZCysvLLEnE6mAhgLR9lsTl+1rLRpBadILIJ4nghJ+DBmCGH1lqigVx7E1cd0aw6Bp3Acksm8QL7uWJIRmkwK/UN4Ye2UlWeADQi3i8NLwBcA9f9QUEqL6/Yw12WtQv4t4dFXrbXO1+TudVG32XZ15aHotWF7e1HMw2oxfrlYN2+2C9dfsO5ECztDnZI3O8VNKV4wXGLK2qWsY8uYoWP/JxzX66tl1VOfV09CcEMYwqnWYzqZ6HrpTT307bU8ZNQV1hlG1RYs38gZ2DkLCkiKh3UTe5c0i6ioObU5p/8J1ZtO8Jr2OMBJzO5rQbfsgRHuk1pRdmxBzxT0FggQV0+Wu5kmTtSSQ1fFfiqDPqMhFamdQkdFJVO/FjnPEmO6qmffZxqNys+qeL51rB5f6jCqj6i2/ckEG4POWvubtRenL5qvNmafU8+cT5zPnOdO2/nWeeXsOl2n7wTOz84vzq/Ob43fG382/mr8raVPn8xyPnYeXY1//gVdpnFD</latexit>

O(T 2Jprop)

<latexit sha1_base64="8kkoErVds05jjRl6x2ExF4I2xaA=">AAAORXichZdbb+NEFMe9y20pBFp4hAeLqBJCUCXVwu7LStu692vaJmm3dVTNOJNklPFF4/HQyjIPfBpe4UvwGfgQvCFeYexJ6umcwPolM+f3P3M5nr8d44TRVLRafzx5+s67773/wbMPlz76uPHJp8srn/XTOOMB6QUxi/kVRilhNCI9QQUjVwknKMSMXOKpV/JLSXhK46gr7hMyCNE4oiMaIKFCt8tf+iOOgvzgNvcFuRM8zAMWB9OiKPJucbvcbK21qsuFjfas0XRmV+d2pbHiD+MgC0kkAobS9KbdSsQgR1zQgJFiacnPUpKgYIrGJEdhmt6HuHBXQyQmqc3K4CJ2k4nRy0FOoyQTJAqURLFRxlwRu+UW3SHlJBDsXjVQwKma2g0mSG1TqEIsnOXxunCoAquuOWVVaFXjafpK8Ix86yLGqlj6CrOMDPKJmphzMlKZ1mAcTYkollbNYIQEpricZRVhzIlc8jmJyI9BHIYoGua+JEGR++VCfDPsbahoueIAsXyjsOmmQTcBRcwzuGfzzTnFGEJvy0jdAnTboNtg4O16YAC9HSN1B9Bdg+4CumfQPUD3DboP6IFBDwA9NOghoEcGPQL02KDHgJ4Y9ASU6qQuFYDeqZF6CmjHoB0wcKceGEDvzEg9A6lndSqA3rmReg5Sz+tUAL0LI/UC0K5Bu4D2DNoDtG/QPqCXBr0E9MqgV4C+cQ2sOja/NvD1Y/pN6eokVQKJuGpQFkfl0+LRAHKjsj30tkQaIAA2NQB+l1gDDICnATC53NIA+FtuawDcK3c0AMaVuxoAz8o9DYBd5b4GwKnyQANgUnmoAfCnPNIAWFMeawBcKU80AJ6TpxoAu8mOBsBM8kwDYBV5rgEwgrzQAHhAdjUAx1/2NAAnX/Y1AIdeXmoAzru80gAcdVkddUXgKZfXmlwDkNJxODuorq87lgTXGsSVSC5UST6J58OUzcJ+P5Z3mJGRsPLKEnM6nghgLBxlszl91bLSJhWcILEI4nkiJOHDmCGE1Vuigl55EFcf0+05BJ7CcUjG8wL5umNJhmg8LvQP4YW1U1aeAdYn3C4OLwFfANT/Q0EpLW7ag1yXtQr5U8Kj71pr69+Tu7dF3Wbb1ZWHoreG7e1FMQ+rxfjlYt282S5cf8G6Ey1cH+iUvLle3JbiBcMlpqxdytZtGTN07P+Eo3p9tax66vPqSQhuCEM41XpMx2NdL72ph769loeMusI6w6jaguUbOX07Z0EBSfGwbmLvkmYRFTWnNuf0P6F60wle0y4HOInZfS3olD0wwn1SK8qOLeiagu4CAeLqyXI308SJWnLoqthPZdBnNKQitVPosKhk6tciF1liTFf17PtMo2H5WRXPt47V40sdRvUR1bY/mWCjv77W/mHt+dnz5uvN2efUM+cL5yvna6ftvHBeO3tOx+k5gfOz84vzq/Nb4/fGn42/Gn9r6dMns5zPnUdX459/AT8wc0c=</latexit>

Jclock

T

<latexit sha1_base64="PTXG3ZLmiVJbwXC2mAdAtjZSr7k=">AAAOgnichZdbc+M0FMe9ywJLYcMuPPLiIdMZZgc6SVguD+zMtu79mrZJWlpnOpKjJJrKF2RFtOMxX4NX+Fh8GyQrqVWdwPol0vn9j3R0rCNHOGM0F63WP0+efvDsw48+fv7JyqefvWh8/vLVF4M8nfGI9KOUpfwSo5wwmpC+oIKRy4wTFGNGLvBtoPmFJDynadIT9xkZxmiS0DGNkFCmYSi7N0XI07jolOXNy2ZrrVU9Pmy0542mN3+6N69e3ISjNJrFJBERQ3l+3W5lYlggLmjESLmyEs5ykqHoFk1IgeI8v49x6a/GSExzl2njMnY9E+OfhwVNspkgSaQkio1nzBepr1fkjygnkWD3qoEiTtXUfjRFHEVCrXvpLI/jwrEyrPr2lFVeVUpv87eCz8i3PmKssuVvMZuRYTFVE3NOxsrTGYyjWyLKlVXbmCCBKdazrCKMOZErIScJ+T1K4xgloyKUJCqLUAcS2uZgXVl1xBFixXrp0g2LbgCKWGDxwOUbC4oxhMGm5boJ6JZFt8DAW/XAAAbblus2oDsW3QF016K7gO5ZdA/QfYvuA3pg0QNADy16COiRRY8APbboMUjVcZ0qAIMTy/UE0K5Fu2Dgbj0wgMGp5XoKXE9rVwCDM8v1DLie1a4ABueW6zmgPYv2AO1btA/owKIDQC8segHopUUvAf3Vt7DquPzKwleP6Wtd1VmuBBJx1aAsTfRp8WgAuV6VPaxtiQxAAGwYAOpdYgMwAIEBoMjlpgGgvuWWAaB65bYBoHDljgGgZuWuAaBc5Z4BoFLlvgGgSOWBAaA+5aEBoDTlkQGgKuWxAaDm5IkBoNxk1wBQTPLUAFAq8swAUAjy3ABQA7JnANj+sm8A2PlyYADY9PLCALDf5aUBYKvLaqsrAne5vDLkCoCcTuL5RvVD03EkuNYgrkRyqUryaboYRjdL9/uo3zAjY+H46RRzOpkKUFg4mc3nDFXLcZtWcIrEMogXjpDED2PGEFZfiQoGeiOuPqZbCwhqCqcxmSwSFJqOIxmhyaQ0P4SXzkqZ3gNsQLibHK4BXwLU30FBKS2v28PCpLUyhbeEJ9+11jo/kLv3Wf1m2zeZh6L3mt3lJSmPq2BCHaxfNNulHy6JOzPCztC4FM1OeaPFS4bLbFlbyzqujFk69n/CcR1fLatOfV6dhOCFMIRzo8d0MjH5Mot66LuxPHjUGTYeVtaWhG/5DFyfJQkk5UPcxF0lnSVU1Jy6nNP/hOpLJ3hNexzgLGX3taCre2CE+6xW6I4r6NmC3hIB4upkuZtr0kyFHPvK9oc2hozGVOSuCx2VlUz9OuR8llnTVT33PdNkpG9R6WLpWB1fYDOqm5V5SVoh1IGjRiI8Uhe2kNxlSoLG6pZS6VCSqIsUR0wVlzr+mAq7upK13QsYbAw6a+0f196cvmm+25hfzp57X3lfe994be8n752363W9vhd5v3l/en95fzeeNV432o3vjfTpk7nPl96jp/HLv5DqiCA=</latexit>

PII

<latexit sha1_base64="VWR8W18tVwKIWgl+zHFsN9EUYRc=">AAAOQ3ichZdbb+NEFMe9y20pBFp4gxeLqNKCoEqq5fKy0rbu/Zq2uXRbR9WMM0lGHV80Hg+tLCM+Da/wJfgQfAbeEK9IjD1JPZ0TWL9k5vz+Zy7H87djnDCailbrjydP33r7nXffe/b+0gcfNj76eHnlk34aZzwgvSBmMb/EKCWMRqQnqGDkMuEEhZiRAb71Sj6QhKc0jrriPiHDEE0iOqYBEip0s/yZ750+d7vuwU3uC3IneJgnPE6Kwv3yZrnZWmtVlwsb7Vmj6cyuzs1KY8UfxUEWkkgEDKXpdbuViGGOuKABI8XSkp+lJEHBLZqQHIVpeh/iwl0NkZimNiuDi9h1JsY/DHMaJZkgUaAkio0z5orYLTfojigngWD3qoECTtXUbjBFHAVClWHhLI/XhUMVWHXNKasyqwrfpi8Fz8jXLmKsiqUvMcvIMJ+qiTknY5VpDcbRLRHF0qoZjJDAFJezrCKMOZFLPicR+TGIwxBFo9yXJChyv1yIb4a9DRUtVxwglm8UNt006CagiHkG92y+OacYQ+htGalbgG4bdBsMvF0PDKC3Y6TuALpr0F1A9wy6B+i+QfcBPTDoAaCHBj0E9MigR4AeG/QY0BODnoBSndSlAtA7NVJPAe0YtAMG7tQDA+idGalnIPWsTgXQOzdSz0HqeZ0KoHdhpF4A2jVoF9CeQXuA9g3aB3Rg0AGglwa9BPS1a2DVsfmVga8e069KVyepEkjEVYOyOCqfFo8GkBuV7aG3JdIAAbCpAfC7xBpgADwNgMnllgbA33JbA+BeuaMBMK7c1QB4Vu5pAOwq9zUATpUHGgCTykMNgD/lkQbAmvJYA+BKeaIB8Jw81QDYTXY0AGaSZxoAq8hzDYAR5IUGwAOyqwE4/rKnATj5sq8BOPRyoAE47/JSA3DUZXXUFYGnXF5pcgVASifh7KC6vu5YElxrEFciuVAl+TSeD1M2C/v9WN5hRsbCyitLzOlkKoCxcJTN5vRVy0qbVnCKxCKI54mQhA9jhhBWb4kKeuVBXH1Mt+cQeArHIZnMC+TrjiUZocmk0D+EF9ZOWXkGWJ9wuzi8BHwBUP8OBaW0uG4Pc13WKuTfEh5901pb/5bcvSnqNtuurjwUvTFsby+KeVgtxi8X6+bNduH6C9adaOH6UKfkzfXiphQvGC4xZe1Stm7LmKFj/ycc1+urZdVTn1dPQnBDGMKp1mM6meh66U099O21PGTUFdYZRtUWLN/I6ds5CwpIiod1E3uXNIuoqDm1Oaf/CdWbTvCadjnASczua0Gn7IER7pNaUXZsQdcUdBcIEFdPlruZJk7UkkNXxX4qgz6jIRWpnUJHRSVTvxa5yBJjuqpn32cajcqPqni+daweX+owqo+otv3JBBv99bX2d2svzl40X23OPqeeOZ87XzjPnbbzvfPK2XM6Ts8JnJ+dX5xfnd8avzf+bPzV+FtLnz6Z5XzqPLoa//wLLVBwnw==</latexit>O(TJprop)

<latexit sha1_base64="hpqPNWWV0UFzjv5DRN1EzBLdX8M=">AAAOgnichZdbb9s2FMfVrtu6bPXa7XEvwowAQ7EFdtqtfViBJsr96iS2kyYyAlKmbSLUZRTNJRC0r7HX7WPt24wU7Yjh8Va9mDy//yEPj3goE2eM5qLV+ufR40+efPrZ50+/WPryq2eNr5+/+Kafp1MekV6UspRfYJQTRhPSE1QwcpFxgmLMyDm+CTQ/l4TnNE264i4jgxiNEzqiERLKNAhl57oIeRoXr8ry+nmztdKqHh822rNG05s9nesXz67DYRpNY5KIiKE8v2q3MjEoEBc0YqRcWgqnOclQdIPGpEBxnt/FuPSXYyQmucu0cRG7morR20FBk2wqSBIpiWKjKfNF6usV+UPKSSTYnWqgiFM1tR9NEEeRUOteOMvDuHCsDMu+PWWVV5XSm/yd4FPyo48Yq2z5O8ymZFBM1MSck5HydAbj6IaIcmnZNiZIYIr1LMsIY07kUshJQn6P0jhGybAIJYnKItSBhLY5WFNWHXGEWLFWunTdouuAIhZYPHD5+pxiDGGwYbluALpp0U0w8GY9MIDBluW6Bei2RbcB3bHoDqC7Ft0FdM+ie4DuW3Qf0AOLHgB6aNFDQI8segRSdVSnCsDg2HI9BrRj0Q4YuFMPDGBwYrmeANeT2hXA4NRyPQWup7UrgMGZ5XoGaNeiXUB7Fu0B2rdoH9Bzi54DemHRC0A/+BZWHZdfWvjyIX2pqzrLlUAirhqUpYk+LR4MINeqsoe1LZEBCIB1A0C9S2wABiAwABS53DAA1LfcNABUr9wyABSu3DYA1KzcMQCUq9w1AFSq3DMAFKncNwDUpzwwAJSmPDQAVKU8MgDUnDw2AJSb7BgAikmeGABKRZ4aAApBnhkAakB2DQDbX/YMADtf9g0Am16eGwD2u7wwAGx1WW11ReAul5eGXAKQ03E826h+aDqOBNcaxJVILlRJPknnw+hm6X4f9RtmZCQcP51iTscTAQoLJ9PZnKFqOW6TCk6QWATx3BGS+H7MGMLqK1HBQG/E5Yd0cw5BTeE0JuN5gkLTcSRDNB6X5ofw0lkp03uA9Ql3k8M14AuA+jsoKKXlVXtQmLRWpvCG8OSn1srqz+T2Y1a/2fZN5qHoo2Z3eUnK4yqYUAfrF8126YcL4s6McHVgXIrmanmtxQuGy2xZW8tWXRmzdOz/hKM6vlpWnfq8OgnBC2EI50aP6Xhs8mUWdd93Y7n3qDNsPKysLQjf8um7PgsSSMr7uIm7SjpNqKg5dTmn/wnVl07wmnY5wFnK7mpBR/fACHdZrdAdV9C1Bd0FAsTVyXI706SZCjn2le0PbQwZjanIXRc6LCuZ+nXI2TSzpqt67numyVDfotL50rE6vsBmVDcr85K0QqgDR41EeKQubCG5zZQEjdQtpdKhJFEXKY6YKi51/DEVdnUla7sXMNjor660f1l5ffK6+X59djl76n3nfe/94LW9N957b8freD0v8n7z/vT+8v5uPGm8bLQbr4z08aOZz7feg6fx67+e/ogh</latexit>

PIII

<latexit sha1_base64="0H0uEZz8mNDtK4Etywq2AhCGS3Q=">AAAOQHichZdLb+M2EMe129c2rdukPfTQi1AjwLZoAzvY7vaywCbK++kkfqSJjICUaZsI9QBFsQkE9cv02n6Jfot+g96KXnsqJdoRw3G7upic33/I4WhGsnDCaCparT+ePH3n3ffe/+DZh0sffdz45NPllc/6aZzxgPSCmMX8EqOUMBqRnqCCkcuEExRiRgb41iv5QBKe0jjqivuEDEM0ieiYBkgo083yF753+tyNDm5yX5A7wcOcRkXhfn2z3GyttarLhYP2bNB0ZlfnZqWx4o/iIAtJJAKG0vS63UrEMEdc0ICRYmnJz1KSoOAWTUiOwjS9D3HhroZITFOblcZF7DoT4x+GKsQkEyQKlESxccZcEbvl6dwR5SQQ7F4NUMCp2toNpoijQKgcLNzlcVw4VIZV19yyyrFK7236WvCMfOsixipb+hqzjAzzqdqYczJWntZiHN0SUSytmsYICUxxucsqwpgTueRzEpGfgjgMUTTKfUmCIvfLQHzT7G0oaxlxgFi+Udh006CbgCLmGdyz+eacYgyht2W4bgG6bdBtsPB2vTCA3o7hugPorkF3Ad0z6B6g+wbdB/TAoAeAHhr0ENAjgx4BemzQY0BPDHoCUnVSpwpA79RwPQW0Y9AOWLhTLwygd2a4ngHXs9oVQO/ccD0Hrue1K4DeheF6AWjXoF1AewbtAdo3aB/QgUEHgF4a9BLQH10Dq4nNrwx89Zh+U3Z1kiqBRFwNKIuj8mnxaAG5UbU97G2JNEAAbGoA+l1iDTAAngagyeWWBqC/5bYGoHvljgagceWuBqBn5Z4GoF3lvgagU+WBBqBJ5aEGoD/lkQagNeWxBqAr5YkGoOfkqQag3WRHA9BM8kwD0CryXAPQCPJCA9ADsqsBKH/Z0wBUvuxrAIpeDjQA9S4vNQClLqtSVwRWubzS5AqAlE7CWaG6vp5YElxrEFciuVAl+TSeL1MOC/v9WN5hRsbC8itTzOlkKkBj4Sib7emrkeU2reAUiUUQzx0hCR/WDCGs3hIV9MpCXH1Mt+cQ9BSOQzKZJ8jXE0syQpNJoX8IL6yTsrIGWJ9wOzm8BHwBUH8NBaW0uG4Pc53WyuTfEh5911pb/57cvc3qNtuuzjwUvdVsHy+KeVgF45fBunmzXbj+grgTLVwfape8uV7clOIFyyWmrF3K1m0ZM3Ts/4TjOr5aVj31efUkBDeEIZxqPaaTic6XPtTD3I7lwaPOsPYwsrYgfMOnb/ssSCApHuIm9ilpFlFRc2pzTv8Tqjed4DXtcoCTmN3Xgk45AyvcJ7WinNiCrinoLhAgrp4sdzNNnKiQQ1fZfi6NPqMhFantQkdFJVO/FrnIEmO7ambfZxqNyi+qeH50rB5fqhjVR1Tb/mSCg/76Wvvl2ouzF803m7PPqWfOl85XznOn7bxy3jh7TsfpOYFTOL84vzq/NX5v/Nn4q/G3lj59MvP53Hl0Nf75F5wHb5E=</latexit>O(nJin) <latexit sha1_base64="VdJOil3r2fsjaeuQ4282XO+GM4I=">AAAOP3ichZdLb+M2EMe129c2rdukBXrpRagRYFu0gR1sH5cFNlHeTyfxI5vICEiZtolQD1AUm0BVP0yv7Zfox+gn6K3otbdSoh0xHLeri8n5/YccjmYkCyeMpqLV+uPJ07fefufd9569v/TBh42PPl5e+aSfxhkPSC+IWcwvMUoJoxHpCSoYuUw4QSFmZIBvvZIPJOEpjaOuuE/IMESTiI5pgIQy3Sx/5nunz92Dm9wX5E7wMKdRUbhf3iw3W2ut6nLhoD0bNJ3Z1blZaaz4ozjIQhKJgKE0vW63EjHMERc0YKRYWvKzlCQouEUTkqMwTe9DXLirIRLT1GalcRG7zsT4h6EKMckEiQIlUWycMVfEbnk4d0Q5CQS7VwMUcKq2doMp4igQKgULd3kcFw6VYdU1t6xSrLJ7m74UPCNfu4ixypa+xCwjw3yqNuacjJWntRhHt0QUS6umMUICU1zusoow5kQu+ZxE5McgDkMUjXJfkqDI/TIQ3zR7G8paRhwglm8UNt006CagiHkG92y+OacYQ+htGa5bgG4bdBssvF0vDKC3Y7juALpr0F1A9wy6B+i+QfcBPTDoAaCHBj0E9MigR4AeG/QY0BODnoBUndSpAtA7NVxPAe0YtAMW7tQLA+idGa5nwPWsdgXQOzdcz4Hree0KoHdhuF4A2jVoF9CeQXuA9g3aB3Rg0AGglwa9BPS1a2A1sfmVga8e06/Krk5SJZCIqwFlcVQ+LR4tIDeqtoe9LZEGCIBNDUC/S6wBBsDTADS53NIA9Lfc1gB0r9zRADSu3NUA9Kzc0wC0q9zXAHSqPNAANKk81AD0pzzSALSmPNYAdKU80QD0nDzVALSb7GgAmkmeaQBaRZ5rABpBXmgAekB2NQDlL3sagMqXfQ1A0cuBBqDe5aUGoNRlVeqKwCqXV5pcAZDSSTgrVNfXE0uCaw3iSiQXqiSfxvNlymFhvx/LO8zIWFh+ZYo5nUwFaCwcZbM9fTWy3KYVnCKxCOK5IyThw5ohhNVbooJeWYirj+n2HIKewnFIJvME+XpiSUZoMin0D+GFdVJW1gDrE24nh5eALwDqn6GglBbX7WGu01qZ/FvCo29aa+vfkrs3Wd1m29WZh6I3mu3jRTEPq2D8Mlg3b7YL118Qd6KF60PtkjfXi5tSvGC5xJS1S9m6LWOGjv2fcFzHV8uqpz6vnoTghjCEU63HdDLR+dKHepjbsTx41BnWHkbWFoRv+PRtnwUJJMVD3MQ+Jc0iKmpObc7pf0L1phO8pl0OcBKz+1rQKWdghfukVpQTW9A1Bd0FAsTVk+VupokTFXLoKtvPpdFnNKQitV3oqKhk6tciF1libFfN7PtMo1H5QRXPj47V40sVo/qIatufTHDQX19rf7f24uxF89Xm7HPqmfO584Xz3Gk73zuvnD2n4/ScwPnJ+cX51fmt8Xvjz8Zfjb+19OmTmc+nzqOr8c+/d4RvGQ==</latexit>O(Jin)

<latexit sha1_base64="IWFdlDk4V1iSP4P8SddQyNcrdF8=">AAAOQ3ichZdbb+Q0FMezy20pDLTwBi8Ro0oLgmqmWi4vK22b3q/Tdi7dNqPKznhmrDoXOY5pFQXxaXiFL8GH4DPwhnhFwolnGtdnYPMy9vn9j318ck4ywQmjqWi1/njy9K2333n3vWfvL33wYeOjj5dXPumnccYD0gtiFvNLjFLCaER6ggpGLhNOUIgZGeBbr+QDSXhK46gr7hMyDNEkomMaIKFMN8uf+d7pczdyu+7BTe4Lcid4mNOoKNwvb5abrbVWdblw0J4Nms7s6tysNFb8URxkIYlEwFCaXrdbiRjmiAsaMFIsLflZShIU3KIJyVGYpvchLtzVEIlparPSuIhdZ2L8w1CFmGSCRIGSKDbOmCtitzygO6KcBILdqwEKOFVbu8EUcRQIlYaFuzyOC4fKsOqaW1ZpVhm+TV8KnpGvXcRYZUtfYpaRYT5VG3NOxsrTWoyjWyKKpVXTGCGBKS53WUUYcyKXfE4i8mMQhyGKRrkvSVDkfhmIb5q9DWUtIw4QyzcKm24adBNQxDyDezbfnFOMIfS2DNctQLcNug0W3q4XBtDbMVx3AN016C6gewbdA3TfoPuAHhj0ANBDgx4CemTQI0CPDXoM6IlBT0CqTupUAeidGq6ngHYM2gELd+qFAfTODNcz4HpWuwLonRuu58D1vHYF0LswXC8A7Rq0C2jPoD1A+wbtAzow6ADQS4NeAvraNbCa2PzKwFeP6VdlVyepEkjE1YCyOCqfFo8WkBtV28PelkgDBMCmBqDfJdYAA+BpAJpcbmkA+ltuawC6V+5oABpX7moAelbuaQDaVe5rADpVHmgAmlQeagD6Ux5pAFpTHmsAulKeaAB6Tp5qANpNdjQAzSTPNACtIs81AI0gLzQAPSC7GoDylz0NQOXLvgag6OVAA1Dv8lIDUOqyKnVFYJXLK02uAEjpJJwVquvriSXBtQZxJZILVZJP4/ky5bCw34/lHWZkLCy/MsWcTqYCNBaOstmevhpZbtMKTpFYBPHcEZLwYc0QwuotUUGvLMTVx3R7DkFP4Tgkk3mCfD2xJCM0mRT6h/DCOikra4D1CbeTw0vAFwD171BQSovr9jDXaa1M/i3h0TettfVvyd2brG6z7erMQ9EbzfbxopiHVTB+GaybN9uF6y+IO9HC9aF2yZvrxU0pXrBcYsrapWzdljFDx/5POK7jq2XVU59XT0JwQxjCqdZjOpnofOlDPcztWB486gxrDyNrC8I3fPq2z4IEkuIhbmKfkmYRFTWnNuf0P6F60wle0y4HOInZfS3olDOwwn1SK8qJLeiagu4CAeLqyXI308SJCjl0le2n0ugzGlKR2i50VFQy9WuRiywxtqtm9n2m0aj8qIrnR8fq8aWKUX1Ete1PJjjor6+1v1t7cfai+Wpz9jn1zPnc+cJ57rSd751Xzp7TcXpO4Pzs/OL86vzW+L3xZ+Ovxt9a+vTJzOdT59HV+OdfNYVwQw==</latexit>O(nTJin)

<latexit sha1_base64="vetgvobRuP6Wi6IgFBOnC1ecE8E=">AAAOKHichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKM79Yie240lkBKRM24SpCyiKHcNQX6Db9iX6NN0Vs+2TlBLtiOFxO9qYPN9/eDniL1k4YTQVjcbbJ0/fe/+DDz969vHGJ5/WPvv8+eYX/TTOeEB6QcxiPsAoJYxGpCeoYGSQcIJCzMgNnnkFv5GEpzSOumKekGGIJhEd0wAJFeq07p/XG9uN8nJho7ls1J3l1b7frG36ozjIQhKJgKE0vWs2EjFcIC5owEi+seFnKUlQMEMTskBhms5DnLtbIRLT1GZFcB27y8T45+GCRkkmSBQoiWLjjLkidotduCPKSSDYXDVQwKma2g2miKNAqL2uneXxunCoAluuOWVZS1XGWfpS8Ix85yLGylj6ErOMDBdTNTHnZKwyrcE4mhGRb2yZwQgJTHExyxbCmBO54XMSkV+COAxRNFr4kgT5wi8W4pthb1dFixUHiC12c5vuGXQPUMQ8g3s231tRjCH09o3UfUBbBm2BgVvVwAB6B0bqAaCHBj0E9MigR4AeG/QY0BODngB6atBTQM8MegbouUHPAb0w6AUo1UVVKgC9SyP1EtC2Qdtg4HY1MIBex0jtgNROlQqgd2WkXoHUqyoVQO/aSL0GtGvQLqA9g/YA7Ru0D+iNQW8AHRh0AOhr18CqY/NbA98+pt8Wrk5SJZCIqwZlcVQ8LR4NIHdL20NvS6QBAmBPA+B3iTXAAHgaAJPLfQ2Av2VLA+BeeaABMK481AB4Vh5pAOwqjzUATpUnGgCTylMNgD/lmQbAmvJcA+BKeaEB8Jy81ADYTbY1AGaSHQ2AVeSVBsAI8loD4AHZ1QAcf9nTAJx82dcAHHp5owE473KgATjqsjzqisBTLm81uQUgpZNweVBdX3csCa40iCuRXKuSfBqvhimauf1+LO4wI2Nh5RUl5nQyFcBYOMqWc/qqZaVNSzhFYh3Eq0RIwocxQwjLt0QJveIgbj2mrRUEnsJxSCarAvm6Y0lGaDLJ9Q/hubVTVpwB1ifcLg4vAF8D1F9AQSnN75rDhS5rGfJnhEffN7Z3fiBv3hV1601XVx6K3hm2txfFPCwX4xeLdRf1Zu76a9adaOHOUKcs6jv5fSFeM1xiypqFbMeWMUPH/k84rtZXycqnPi+fhOCGMIRTrcd0MtH10pt66NtrecioKqwzjKqtWb6R07dz1hSQ5A/rJvYuaRZRUXFqc07/E6o3neAV7XKAk5jNK0G76IER5kmlKDq2oGsKumsEiKsny5ulJk7UkkNXxX4tgj6jIRWpnUJHeSlTvxa5zhJjurJn32cajYovp3i1daweX+owqo+opv3JBBv9ne3mj9svOi/qr/aWn1PPnK+cr51vnKbzk/PKOXLaTs8JHOL85vzu/FH7s/ZX7e/aWy19+mSZ86Xz6Kr98y+jbGZs</latexit>

E
<latexit sha1_base64="vetgvobRuP6Wi6IgFBOnC1ecE8E=">AAAOKHichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKM79Yie240lkBKRM24SpCyiKHcNQX6Db9iX6NN0Vs+2TlBLtiOFxO9qYPN9/eDniL1k4YTQVjcbbJ0/fe/+DDz969vHGJ5/WPvv8+eYX/TTOeEB6QcxiPsAoJYxGpCeoYGSQcIJCzMgNnnkFv5GEpzSOumKekGGIJhEd0wAJFeq07p/XG9uN8nJho7ls1J3l1b7frG36ozjIQhKJgKE0vWs2EjFcIC5owEi+seFnKUlQMEMTskBhms5DnLtbIRLT1GZFcB27y8T45+GCRkkmSBQoiWLjjLkidotduCPKSSDYXDVQwKma2g2miKNAqL2uneXxunCoAluuOWVZS1XGWfpS8Ix85yLGylj6ErOMDBdTNTHnZKwyrcE4mhGRb2yZwQgJTHExyxbCmBO54XMSkV+COAxRNFr4kgT5wi8W4pthb1dFixUHiC12c5vuGXQPUMQ8g3s231tRjCH09o3UfUBbBm2BgVvVwAB6B0bqAaCHBj0E9MigR4AeG/QY0BODngB6atBTQM8MegbouUHPAb0w6AUo1UVVKgC9SyP1EtC2Qdtg4HY1MIBex0jtgNROlQqgd2WkXoHUqyoVQO/aSL0GtGvQLqA9g/YA7Ru0D+iNQW8AHRh0AOhr18CqY/NbA98+pt8Wrk5SJZCIqwZlcVQ8LR4NIHdL20NvS6QBAmBPA+B3iTXAAHgaAJPLfQ2Av2VLA+BeeaABMK481AB4Vh5pAOwqjzUATpUnGgCTylMNgD/lmQbAmvJcA+BKeaEB8Jy81ADYTbY1AGaSHQ2AVeSVBsAI8loD4AHZ1QAcf9nTAJx82dcAHHp5owE473KgATjqsjzqisBTLm81uQUgpZNweVBdX3csCa40iCuRXKuSfBqvhimauf1+LO4wI2Nh5RUl5nQyFcBYOMqWc/qqZaVNSzhFYh3Eq0RIwocxQwjLt0QJveIgbj2mrRUEnsJxSCarAvm6Y0lGaDLJ9Q/hubVTVpwB1ifcLg4vAF8D1F9AQSnN75rDhS5rGfJnhEffN7Z3fiBv3hV1601XVx6K3hm2txfFPCwX4xeLdRf1Zu76a9adaOHOUKcs6jv5fSFeM1xiypqFbMeWMUPH/k84rtZXycqnPi+fhOCGMIRTrcd0MtH10pt66NtrecioKqwzjKqtWb6R07dz1hSQ5A/rJvYuaRZRUXFqc07/E6o3neAV7XKAk5jNK0G76IER5kmlKDq2oGsKumsEiKsny5ulJk7UkkNXxX4tgj6jIRWpnUJHeSlTvxa5zhJjurJn32cajYovp3i1daweX+owqo+opv3JBBv9ne3mj9svOi/qr/aWn1PPnK+cr51vnKbzk/PKOXLaTs8JHOL85vzu/FH7s/ZX7e/aWy19+mSZ86Xz6Kr98y+jbGZs</latexit>

E
<latexit sha1_base64="vetgvobRuP6Wi6IgFBOnC1ecE8E=">AAAOKHichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKM79Yie240lkBKRM24SpCyiKHcNQX6Db9iX6NN0Vs+2TlBLtiOFxO9qYPN9/eDniL1k4YTQVjcbbJ0/fe/+DDz969vHGJ5/WPvv8+eYX/TTOeEB6QcxiPsAoJYxGpCeoYGSQcIJCzMgNnnkFv5GEpzSOumKekGGIJhEd0wAJFeq07p/XG9uN8nJho7ls1J3l1b7frG36ozjIQhKJgKE0vWs2EjFcIC5owEi+seFnKUlQMEMTskBhms5DnLtbIRLT1GZFcB27y8T45+GCRkkmSBQoiWLjjLkidotduCPKSSDYXDVQwKma2g2miKNAqL2uneXxunCoAluuOWVZS1XGWfpS8Ix85yLGylj6ErOMDBdTNTHnZKwyrcE4mhGRb2yZwQgJTHExyxbCmBO54XMSkV+COAxRNFr4kgT5wi8W4pthb1dFixUHiC12c5vuGXQPUMQ8g3s231tRjCH09o3UfUBbBm2BgVvVwAB6B0bqAaCHBj0E9MigR4AeG/QY0BODngB6atBTQM8MegbouUHPAb0w6AUo1UVVKgC9SyP1EtC2Qdtg4HY1MIBex0jtgNROlQqgd2WkXoHUqyoVQO/aSL0GtGvQLqA9g/YA7Ru0D+iNQW8AHRh0AOhr18CqY/NbA98+pt8Wrk5SJZCIqwZlcVQ8LR4NIHdL20NvS6QBAmBPA+B3iTXAAHgaAJPLfQ2Av2VLA+BeeaABMK481AB4Vh5pAOwqjzUATpUnGgCTylMNgD/lmQbAmvJcA+BKeaEB8Jy81ADYTbY1AGaSHQ2AVeSVBsAI8loD4AHZ1QAcf9nTAJx82dcAHHp5owE473KgATjqsjzqisBTLm81uQUgpZNweVBdX3csCa40iCuRXKuSfBqvhimauf1+LO4wI2Nh5RUl5nQyFcBYOMqWc/qqZaVNSzhFYh3Eq0RIwocxQwjLt0QJveIgbj2mrRUEnsJxSCarAvm6Y0lGaDLJ9Q/hubVTVpwB1ifcLg4vAF8D1F9AQSnN75rDhS5rGfJnhEffN7Z3fiBv3hV1601XVx6K3hm2txfFPCwX4xeLdRf1Zu76a9adaOHOUKcs6jv5fSFeM1xiypqFbMeWMUPH/k84rtZXycqnPi+fhOCGMIRTrcd0MtH10pt66NtrecioKqwzjKqtWb6R07dz1hSQ5A/rJvYuaRZRUXFqc07/E6o3neAV7XKAk5jNK0G76IER5kmlKDq2oGsKumsEiKsny5ulJk7UkkNXxX4tgj6jIRWpnUJHeSlTvxa5zhJjurJn32cajYovp3i1daweX+owqo+opv3JBBv9ne3mj9svOi/qr/aWn1PPnK+cr51vnKbzk/PKOXLaTs8JHOL85vzu/FH7s/ZX7e/aWy19+mSZ86Xz6Kr98y+jbGZs</latexit>

E

<latexit sha1_base64="HTiCLuN47hagFknMWaq6v/3/t88=">AAAOKHichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerndhOJpERkDJtE6EuoCh2AkN9gW7bl+jTdFfMtk9SUrQjhsftaGPyfP/h5Yi/ZOGM0Vy0Wm+fPH3v/Q8+/OjZxyuffNr47PPnq18M8rTgEelHKUv5FUY5YTQhfUEFI1cZJyjGjFziu0DzS0l4TtOkJ+4zMozRJKFjGiGhQt3W7fNma71VXT5stOeNpje/OrerjdVwlEZFTBIRMZTnN+1WJoYzxAWNGClXVsIiJxmK7tCEzFCc5/cxLv21GIlp7jIdXMZuCjH+eTijSVYIkkRKoti4YL5Ifb0Lf0Q5iQS7Vw0Ucaqm9qMp4igSaq9LZ3m8LhyrwJpvT1nVUpXxLn8peEG+8xFjVSx/iVlBhrOpmphzMlaZzmAc3RFRrqzZwQQJTLGeZQ1hzIlcCTlJyC9RGscoGc1CSaJyFuqFhHY42FRRveIIsdlm6dIti24Bilhg8cDlWwuKMYTBtpW6DeiORXfAwDv1wAAGu1bqLqB7Ft0DdN+i+4AeWPQA0EOLHgJ6ZNEjQI8tegzoiUVPAD216Cko1WldKgCDMyv1DNCORTtg4E49MIBB10rtgtRunQpgcG6lnoPU8zoVwODCSr0AtGfRHqB9i/YBHVh0AOilRS8BvbLoFaCvfQurjsuvLXz9mH6rXZ3lSiARVw3K0kQ/LR4NIDcr20NvS2QAAmDLAOB3iQ3AAAQGAJPLbQOAv+WOAcC9ctcAYFy5ZwDwrNw3ANhVHhgAnCoPDQAmlUcGAH/KYwOANeWJAcCV8tQA4Dl5ZgCwm+wYAMwkuwYAq8hzA4AR5IUBwAOyZwA4/rJvADj5cmAAOPTy0gBw3uWVAeCoy+qoKwJPubw25BqAnE7i+UH1Q9NxJLjWIK5EcqlK8mm6GEY3S/f9qO8wI2Ph5OkSczqZCmAsnBTzOUPVctKmFZwisQziRSIk8cOYMYTVW6KCgT6Ia4/pzgICT+E0JpNFgULTcSQjNJmU5ofw0tkp02eADQh3i8M14EuA+gsoKKXlTXs4M2WtQuEd4cn3rfWNH8ibd0X9Zts3lYeid4bd7SUpj6vFhHqx/qzZLv1wybozI9wYmpRZc6O81eIlw2W2rK1lG66MWTr2f8Jxvb5aVj31efUkBDeEIZwbPaaTiamX2dRD313LQ0ZdYZNhVW3J8q2cgZuzpICkfFg3cXdJi4SKmlOXc/qfUL3pBK9pjwOcpey+FnR0D4xwn9UK3XEFPVvQWyJAXD1Z3sw1aaaWHPsq9qsOhozGVORuCh2VlUz9OuSiyKzpqp57n2ky0l9O6WLrWD2+1GFUH1Ft95MJNgYb6+0f1190XzRfbc0/p555X3lfe994be8n75W373W8vhd5xPvN+937o/Fn46/G3423Rvr0yTznS+/R1fjnX4JJZlc=</latexit>

0 <latexit sha1_base64="fEOjV1PwW4jUvvduXJxoCfrv8lg=">AAAOg3ichZdbc+M0FMe9CwtLYcMuPPLiIdOB4dJJMuXy0plt3fs1bXPptg4dyVESTeXLyLJox2M+B6/wrfg2yFZSqzqB9Uuk8/sf6ehYR45wwmgqWq1/nj3/4MMXH3388pOVTz971fj89ZsvBmmc8YD0g5jF/AqjlDAakb6ggpGrhBMUYkaG+M4r+VASntI46omHhIxCNI3ohAZIKNNvvux+c5v7PA7zTlHcvm621lrV48JGe95oOvOne/vm1a0/joMsJJEIGErTm3YrEaMccUEDRoqVFT9LSYKCOzQlOQrT9CHEhbsaIjFLbVYal7GbTEx+HeU0SjJBokBJFJtkzBWxWy7JHVNOAsEeVAMFnKqp3WCGOAqEWvjSWZ7GhUNlWHXNKavEqpzepRuCZ+QHFzFW2dINzDIyymdqYs7JRHlag3F0R0SxsmoaIyQwxeUsqwhjTuSKz0lEfg/iMETROPclCYrcLwPxTbO3qaxlxAFi+WZh0y2DbgGKmGdwz+ZbC4oxhN624boN6I5Bd8DAO/XAAHq7husuoHsG3QN036D7gB4Y9ADQQ4MeAnpk0CNAjw16DOiJQU8APTXoKUjVaZ0qAL0zw/UM0K5Bu2Dgbj0wgN654XoOXM9rVwC9C8P1Arhe1K4AepeG6yWgPYP2AO0btA/owKADQIcGHQJ6ZdArQN+5BlYdm18b+Pop/a6s6iRVAom4alAWR+Vp8WQAuVmVPaxtiTRAAGxpAOpdYg0wAJ4GoMjltgagvuWOBqB65a4GoHDlngagZuW+BqBc5YEGoFLloQagSOWRBqA+5bEGoDTliQagKuWpBqDm5JkGoNxkVwNQTPJcA1Aq8kIDUAjyUgNQA7KnAdj+sq8B2PlyoAHY9HKoAdjv8koDsNVltdUVgbtcXmtyDUBKp+F8o7q+7lgSXGsQVyK5VCX5LF4MUzYL+/tYvmFGJsLyK1PM6XQmQGHhKJvP6auW5Tar4AyJZRAvHCEJH8cMIay+EhX0yo24+pTuLCCoKRyHZLpIkK87lmSMptNC/xBeWCtl5R5gA8Lt5PAS8CVA/R8UlNLipj3KdVork39HePRja63zE7l/n9Vttl2deSh6r9leXhTzsArGL4N182a7cP0lcSda2Blpl7zZKW5L8ZLhElPWLmUdW8YMHfs/4aSOr5ZVpz6vTkLwQhjCqdZjOp3qfOlFPfbtWB496gxrDyNrS8I3fAa2z5IEkuIxbmKvkmYRFTWnNuf0P6H60gle0x4HOInZQy3olj0wwkNSK8qOLeiZgt4SAeLqZLmfa+JEhRy6yvZHafQZDalIbRc6LiqZ+rXIZZYY01U9+z3TaFxeo+LF0rE6vsBmVDcr/ZJKhVAHjhqJ8EDd2HxynygJmqhbSqVDUaQuUhwxVVzq+GMq7OpK1rYvYLAx6Ky1f15bP19vvt2aX85eOl85XzvfOm3nF+ets+90nb4TONz50/nL+bvxovF9o9NY19Lnz+Y+XzpPnsbGv+n4iFE=</latexit>

P 0
II

<latexit sha1_base64="Op4tsedrdSSEFKQGbIHqXXKhfOY=">AAAOOnichZfLbuM2FIY109s0rdukXXYj1AhQFG1gB9PLZoBJlPvVSWwnTWQEpEzbhKkLKIoTQ1DfpNv2Jfoi3XZXdNsHKCXaEcPjdrQxeb7/8HLEX7JwwmgqWq0/nj1/59333v/gxYcrH33c+OTT1bXP+mmc8YD0gpjF/AajlDAakZ6ggpGbhBMUYkau8dQr+bUkPKVx1BWzhAxCNI7oiAZIqND96trRfe4L8iB4mCc8TorifrXZ2mhVlwsb7Xmj6cyvzv1aY80fxkEWkkgEDKXpXbuViEGOuKABI8XKip+lJEHBFI1JjsI0nYW4cNdDJCapzcrgMnaXidGPg5xGSSZIFCiJYqOMuSJ2y325Q8pJINhMNVDAqZraDSaIo0Co3S+d5em6cKgC6645ZVVdVdhp+krwjHzjIsaqWPoKs4wM8omamHMyUpnWYBxNiShW1s1ghASmuJxlHWHMiVzxOYnImyAOQxQNc1+SoMj9ciG+Gfa2VLRccYBYvlXYdNug24Ai5hncs/n2gmIMobdjpO4AumvQXTDwbj0wgN6ekboH6L5B9wE9MOgBoIcGPQT0yKBHgB4b9BjQE4OeAHpq0FNAzwx6Bkp1VpcKQO/cSD0HtGPQDhi4Uw8MoHdhpF6A1Is6FUDv0ki9BKmXdSqA3pWRegVo16BdQHsG7QHaN2gf0GuDXgN6Y9AbQH9yDaw6Nr818O1T+nXp6iRVAom4alAWR+XT4skAcquyPfS2RBogALY1AH6XWAMMgKcBMLnc0QD4W+5qANwr9zQAxpX7GgDPygMNgF3loQbAqfJIA2BSeawB8Kc80QBYU55qAFwpzzQAnpPnGgC7yY4GwEzyQgNgFXmpATCCvNIAeEB2NQDHX/Y0ACdf9jUAh15eawDOu7zRABx1WR11ReApl7ea3AKQ0nE4P6iurzuWBNcaxJVILlVJPokXw5TNwn4/lneYkZGw8soSczqeCGAsHGXzOX3VstImFZwgsQziRSIk4eOYIYTVW6KCXnkQ15/S3QUEnsJxSMaLAvm6Y0mGaDwu9A/hhbVTVp4B1ifcLg4vAV8C1J9CQSkt7tqDXJe1CvlTwqNvWxub35GHt0XdZtvVlYeit4bt7UUxD6vF+OVi3bzZLlx/yboTLdwc6JS8uVncl+IlwyWmrF3KNm0ZM3Ts/4Sjen21rHrq8+pJCG4IQzjVekzHY10vvanHvr2Wx4y6wjrDqNqS5Rs5fTtnSQFJ8bhuYu+SZhEVNac25/Q/oXrTCV7TLgc4idmsFnTKHhhhltSKsmMLuqagu0SAuHqyPMw1caKWHLoq9nMZ9BkNqUjtFDosKpn6tchVlhjTVT37PtNoWH5LxYutY/X4alcfUW37kwk2+psb7e83Xl68bL7enn9OvXC+cL50vnLazg/Oa+fA6Tg9J3DeOL84vzq/NX5v/Nn4q/G3lj5/Ns/53HlyNf75F2WdblI=</latexit>

Jprop

Figure 4.4: The degenerate levels of 𝑯clock split under perturbations 𝑯prop and 𝑯in.
In particular, the ground state splitting is tracked in blue shades. The careful choice
of energy scales ensures that the levels can be identified with the original degenerate
blocks.

where 𝑳𝑥 is the matrix representation of the spin-𝑇/2 angular momentum operator
whose spectrum is well known. In particular, the unique ground state is

|𝜂𝒙⟩ :=
𝑇∑︁
𝑡=0

√︁
𝜉𝑡
��𝜂𝒙,𝑡〉 with energy 0 and spectral gap 𝐽prop.

We will call |𝜂𝒙⟩ the history state with respect to input |𝒙⟩. The ground space
projector of 𝑯II is then given as

𝑷II =
∑︁

𝒙∈{0,1}𝑛
|𝜂𝒙⟩⟨𝜂𝒙 |.

Finally, note |𝜂0⟩ for 0 = (0, 0, · · · , 0) is the unique ground state of 𝑯𝐶 = 𝑯III and
so

𝑷III = |𝜂0⟩⟨𝜂0 |.

This is because 𝑯in is positive semi-definite, and |𝜂0⟩ is the only state in 𝑷II with
zero eigenvalue with respect to 𝑯in.

Proof of Theorem 4.14.1
To prove Theorem 4.14.1, we show that all excited states in 𝑰 − 𝑷III have significant
gradient relative to 𝑯III. Our analysis for the gradient will be carried out in three
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subspaces:

𝑰 − 𝑷III = (𝑰 − 𝑷I)︸    ︷︷    ︸
studying 𝑯I

+ 𝑷I(𝑰 − 𝑷II)︸         ︷︷         ︸
studying 𝑯II𝑷I

+ 𝑷II(𝑰 − 𝑷III)︸           ︷︷           ︸
studying 𝑯III𝑷II

.

Let L 𝑗 := L𝛽,𝜏,𝑯 𝑗 be the thermal Lindbladian with uniform weights as in Eq. (4.30),
defined with respect to 𝑯 𝑗 and the jump operators in Eq. (4.52) .

Case 1: Gradients for 𝑰 − 𝑷I from 𝑯I. We first show excited states of 𝑯I have
good energy gradient:

−L†I [𝑯I] ⪰ 𝑟1(𝑰 − 𝑷I) − 𝜖1𝑎 𝑰. (4.53)

Because 𝑯I = 𝑯clock is a commuting Hamiltonian, the global gradient can be
lower bounded by checking the local gradient from individual local jumps. We
carry out this computation in section 4.14, where we show 𝑟1 = Ω(1/𝑇 ln 𝛽) and
𝜖1𝑎 = O(𝑇7/4/𝜏1/4 + 𝑇/𝛽 + 𝑇 (1 + 𝛽) ln 𝜏/𝜏) in Lemma 4.14.2.

We then apply Theorem 4.12.1 (with 𝑯 = 𝑯I and 𝑯′ = 𝑯III) to show excited states
of 𝑯I have large gradient with respect to 𝑯III. In other words,

−L†III [𝑯III] ⪰ 𝑟1(𝑰 − 𝑷I) − 𝜖1𝑰. (4.54)

To do this, we only need to check that the conditions of Theorem 4.12.1 are satisfied.
Note 𝑷I also projects onto eigenstates of 𝑯III since [𝑷I,𝑯III] = 0. Note 𝑯I has
a discrete spectrum with a minimum Bohr-frequency gap of at least Δ𝜈 ≥ 1/𝑇 .
We can choose sufficiently small 𝐽prop, 𝐽in such that ∥𝑽I∥ := ∥𝑯prop + 𝑯in∥ ≤
𝐽prop𝑇

2 + 𝐽in𝑛𝑔max ≪ Δ𝜈 (𝑯I) = 1/𝑇 , where 𝑔𝑚𝑎𝑥 := max1≤ 𝑗≤𝑛 𝑔 𝑗 = O(𝑇). And
plugging in Λ0 = 1 and other parameters into the error bound (4.48)

𝜖1 = 𝜖1𝑎 + |𝑆0 |O
(

1
𝜏
+ ∥𝑯I∥

3/4

𝜏1/4 + 1
𝜏1/3 +

1
√
Δ𝜈𝜏
+ e−𝛽Δ𝜈/4

𝛽
+

(
1 + 1 + 𝑟1

Δ𝜈

)
∥𝑽I∥

)
.

Noting that |𝑆0 |, ∥𝑯I∥, 𝑔max = O(𝑇), we can make 𝜖1/𝑟1 ≤ 𝛿/6 by choosing
appropriate powers

𝜏 ≥ Ω̃(𝑇11/𝛿4), 𝛽 ≥ Ω̃(𝑇2/𝛿), 𝐽prop ≤ Õ(𝛿/𝑇5), and 𝐽in ≤ Õ(𝛿/𝑛𝑇4).
(4.55)



273

Case 2: Gradients for 𝑷I(𝑰 − 𝑷II) from 𝑯II. We next restrict our attention
to the action of L†II [𝑯II] inside the 𝑷I subspace, which conveniently is also an
eigensubspace of both 𝑯II and 𝑯III since [𝑷I,𝑯II] = [𝑷I,𝑯III] = 0. Explicit
computation in section 4.14 shows that

−𝑷IL†II [𝑯II]𝑷I ⪰ 𝑟2𝑷I(𝑰 − 𝑷II) − 𝜖2𝑎 𝑰, (4.56)

with the bounds from Lemma 4.14.4 promising

𝑟2 = Ω(
𝐽prop

𝑇 ln 𝛽
) and 𝜖2𝑎 = |𝑆0 | · O

(1
𝜏
+ ∥𝑯II∥

3/4

𝜏1/4 + 1
𝛽
+ 1√︁

𝜏𝐽prop

)
.

We then invoke Corollary 4.12.1 with 𝑸 = 𝑸′ = 𝑷I, 𝑯 = 𝑯II and 𝑯′ = 𝑯III to
show monotonicity of energy gradient on a subspace under perturbation

−𝑷IL†III [𝑯III]𝑷I ⪰ 𝑟2𝑷I(𝑰 − 𝑷′II) − 𝜖2𝑏 𝑰,

where 𝑷′II is the perturbed eigensubspace of 𝑯III that is identified with 𝑷II. To
justify the application of Corollary 4.12.1, we note in 𝑯II, the eigensubspace 𝑷I

has an excitation gap of Δ𝑸 ≥ 1/𝑇 − 2∥𝑯prop∥ = Ω(1/𝑇), where extra 2∥𝑯prop∥
term is due to shifts in eigenvalues of 𝑯I bounded by Weyl’s inequality (see
Proposition 4.16.3). The perturbation on 𝑯II has strength ∥𝑽II∥ := ∥𝑯in∥ ≤
𝐽in𝑛𝑔max, and Δ𝜈 (𝑯II |𝑷I) = 𝐽prop. Then noting Δ𝜈 ≪ Δ𝑸 , we keep the dominant
terms in the error bound (4.49) and get

𝜖2𝑏 ≤ 𝜖2𝑎 + |𝑆0 | · O
( ∥𝑽II∥∥𝑯II∥

Δ𝜈Δ𝑸
+ 𝑟2
∥𝑽II∥
Δ𝜈

)
.

Furthermore, the eigensubspace 𝑷I in 𝑯III is separated by a spectral gap of
1/𝑇 − 2∥𝑽I∥ = Ω(1/𝑇) from the other eigenstates, we may apply Lemma 4.12.5 to
show

−L†III [𝑯III] ⪰ 𝑟2𝑷I(𝑰 − 𝑷′II) − 𝜖2𝑰 where 𝜖2 = 𝜖2𝑏 + |𝑆0 |O(
1
𝛽
+ 1
𝜏
+

√︂
𝑇

𝜏
).

(4.57)
Since |𝑆0 |, 𝑔max, ∥𝑯II∥, ∥𝑯III∥ = O(𝑇), we can make 𝜖2/𝑟2 ≤ 𝛿/6 by choosing

𝜏 ≥ Ω̃

( 𝑇11

𝐽2
prop𝛿

4

)
, 𝛽 ≥ Ω̃

( 𝑇2

𝐽prop𝛿

)
, and 𝐽in ≤ Õ

( 𝐽2
prop𝛿

𝑛𝑇5

)
. (4.58)
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Case 3: Gradients for 𝑷II(𝑰 − 𝑷III) from 𝑯III. Now, we restrict our attention
to 𝑷′II, the perturbed eigensubspace in 𝑯III that corresponds to 𝑷II. We can show
by explicit computation (deferred to section 4.14) that

−𝑷′IIL†III [𝑯III]𝑷
′
II ⪰ 𝑟3𝑷

′
II(𝑰 − 𝑷III) − 𝜖3𝑎 𝑰. (4.59)

This computation shows that all valid history states |𝜂𝒙⟩ except for 𝒙 = 0 have nonzero
gradient with respect to LIII. The derivation uses a more fine-grained version
of subspace gradient monotonicity (Corollary 4.12.2) since the standard version
yields insufficient bounds. Roughly, we need to capture the fact that off-diagonal
perturbations induce only second-order perturbation on the eigenvalues. The final
calculated bounds in Eqs. (4.14) and (4.14) give us

𝑟3 = Ω

( 𝐽in

𝑇2 ln 𝛽

)
and 𝜖3𝑎 ≤ 𝑇O

(
𝑇3/4

𝜏1/4 +
1
𝛽
+ 1
√
𝐽in𝜏
+ e−𝛽𝐽in + 𝑛 (𝑛𝑇𝐽in)2

𝐽prop

)
.

Using the fact that 𝑷′II is separated by energy of at least 𝐽prop − 2∥𝑯in∥ from the
other eigenstates in 𝑯III, we can apply Lemma 4.12.5 to get

−L†III [𝑯III] ⪰ 𝑟3𝑷
′
II(𝑰−𝑷III)−𝜖3𝑰 where 𝜖3 = 𝜖3𝑎+|𝑆0 |O

( 1
𝛽
+ 1
𝜏
+ 1√︁

𝐽prop𝜏

)
.

(4.60)
We may ensure 𝜖3/𝑟3 ≤ 𝛿/6 by choosing

𝜏 ≥ Ω̃

( 𝑇15

𝐽4
in𝛿

4

)
, 𝛽 ≥ Ω̃

( 𝑇3

𝐽in𝛿

)
, and 𝐽in ≤ Õ

( 𝐽prop𝛿

𝑛3𝑇5

)
. (4.61)

Altogether. Based on the conditions in Eqs. (4.55) (4.58) (4.61) and the fact that
𝑇 = Ω(𝑛), a consistent choice of parameters that satisfies all the bounds and ensures
𝜖 𝑗/𝑟 𝑗 ≤ 𝛿/6 are

𝜏 = Θ̃

(𝑇79

𝛿16

)
, 𝛽 = Θ̃

(𝑇19

𝛿4

)
, 𝐽prop = Θ̃

( 𝛿
𝑇5

)
, and 𝐽in = Θ̃

( 𝛿3

𝑇16

)
.

Then combining Eqs. (4.54), (4.57), and (4.60) implies that

𝑰 − 𝑷I ⪯
𝜖1
𝑟1

𝑰 − 1
𝑟1
L†III [𝑯III],

𝑷I − 𝑷′II ⪯
𝜖2
𝑟2

𝑰 − 1
𝑟2
L†III [𝑯III],

𝑷′II − 𝑷III ⪯
𝜖3
𝑟3

𝑰 − 1
𝑟3
L†III [𝑯III] .
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Note we have used 𝑷I𝑷
′
II = 𝑷′II and 𝑷′II𝑷III = 𝑷III. Recall that LIII =∑𝑚

𝑎=1 L
𝛽,𝜏,𝑯𝐶
𝑎 . Adding all three inequalities together and normalizing suitably

by the number of jumps 𝑚 = |𝑆0 |, we have

𝑰 − 𝑷III ⪯ −©­«
3∑︁
𝑗=1

𝑚

𝑟 𝑗

ª®¬
(

1
𝑚

𝑚∑︁
𝑎=1
L†𝛽,𝜏,𝑯𝐶
𝑎 [𝑯III]

)
+ ©­«

3∑︁
𝑗=1

𝜖 𝑗

𝑟 𝑗

ª®¬𝑰.
The above provides the desired negative gradient condition on the full Hamiltonian
𝑯III = 𝑯𝐶 . From Lemma 4.8.2, any 𝜖-approximate local minimum 𝝆 of 𝑯𝐶 under
thermal perturbation satisfies

1 − tr(𝑷III𝝆) ≤
3∑︁
𝑗=1

𝜖 𝑗 + 𝑚𝜖
𝑟 𝑗

≤ 𝛿
2
+ 𝜖𝑚

3∑︁
𝑗=1

1
𝑟 𝑗
.

By choosing 𝜖 ≤ 𝛿
2𝑚

( ∑3
𝑗=1 1/𝑟 𝑗

)−1
= 1/Poly(𝑛, 𝑇, 𝛿−1), we guarantee that 1 −

tr(𝑷III𝝆) ≤ 𝛿. This concludes our proof of Theorem 4.14.1.

Explicit calculations for energy gradients
In this section of the appendix, we provide the missing calculations supporting the
claims that were asserted in Eqs. (4.53), (4.56), and (4.59) in the above proof of
Theorem 4.14.1.

Gradient from 𝑯clock

Note that 𝑯I = 𝑯clock is a commuting Hamiltonian

𝑯I = 𝑯clock = 𝐽clock

𝑇−1∑︁
𝑡=1

𝑓𝑡𝒉𝑡,𝑡+1, where 𝒉𝑡,𝑡+1 = 𝑰 ⊗ |01⟩⟨01|𝑡,𝑡+1,

where we set 𝑓𝑡 = (𝑇 − 𝑡)/𝑇 and 𝐽clock = 1. We start by computing the gradient from
a single jump operator, using the simplification from Lemma 4.12.8:

Lemma 4.14.1. Let the jump operator 𝑨𝑡 = 𝑰 ⊗ 𝑿𝑡 for each 𝑡 ∈ [𝑇]. For all
𝑡 = 2, . . . , 𝑇 , we have

−D†𝛽,𝜏,𝑯I𝑡 [𝑯I] ⪰ 𝑟1𝒉𝑡−1,𝑡 − 𝜖0𝑰,

where 𝑟1 = Ω( 1
𝑇 ln 𝛽 ) and 𝜖0 = O(

√︁
𝑇/𝜏 + [(1 + 𝛽) ln 𝜏]/𝜏 + 1/𝛽).

Proof. By Lemma 4.12.8, we have D†𝛽,𝜏,𝑯I𝑡 [𝑯I] = D†𝛽,𝜏,𝑯∋𝑡𝑡 [𝑯∋𝑡]. We then
proceed in two cases.
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Case 1: 2 ≤ 𝑡 ≤ 𝑇 − 1. In this case, the relevant part of 𝑯I that does not commute
with 𝑨𝑡 is

𝑯∋𝑡 = 𝑓𝑡−1 |01⟩⟨01|𝑡−1,𝑡 + 𝑓𝑡 |01⟩⟨01|𝑡,𝑡+1.

Observe that 𝑯∋𝑡 has three degenerate eigenspaces with corresponding energies as
follows:

𝑷0
𝑡 =

∑︁
𝒔∈{000,100,110,111}

|𝒔⟩⟨𝒔 |𝑡−1,𝑡,𝑡+1, 𝐸0 = 0,

𝑷𝐿𝑡 =
∑︁

𝒔∈{010,011}
|𝒔⟩⟨𝒔 |𝑡−1,𝑡,𝑡+1, 𝐸𝐿 = 𝑓𝑡−1,

𝑷𝑅𝑡 =
∑︁

𝒔∈{001,101}
|𝒔⟩⟨𝒔 |𝑡−1,𝑡,𝑡+1, 𝐸𝑅 = 𝑓𝑡 .

The possible negative Bohr frequencies and the associated jumps are

𝑨𝑡𝜈1 = 𝑷0
𝑡 𝑿𝑡𝑷

𝐿
𝑡 = |000⟩⟨010|𝑡−1,𝑡,𝑡+1, 𝜈1 = − 𝑓𝑡−1,

𝑨𝑡𝜈2 = 𝑷0
𝑡 𝑿𝑡𝑷

𝑅
𝑡 = |111⟩⟨101|𝑡−1,𝑡,𝑡+1, 𝜈2 = − 𝑓𝑡 ,

𝑨𝑡𝜈3 = 𝑷𝑅𝑡 𝑿𝑡𝑷
𝐿
𝑡 = |001⟩⟨011|𝑡−1,𝑡,𝑡+1, 𝜈3 = 𝑓𝑡 − 𝑓𝑡−1 = −1/𝑇.

Furthermore, observe that the Bohr frequencies are exactly integer multiples of
1/𝑇 , so we can lower bound the Bohr-frequency gap Δ𝜈 (𝑯∋𝑡) ≥ 1/𝑇 . Then
by Lemma 4.12.3 and 4.12.4, we can replace D†𝛽,𝜏,𝑯∋𝑡𝑡 with D†𝛽,∞,𝑯∋𝑡𝑡 up to an
O(

√︁
𝑇/𝜏 + [(1 + 𝛽) ln 𝜏]/𝜏) error.

Letting 𝜃 𝑗 = 𝜈 𝑗𝛾𝛽 (𝜈 𝑗 ) for 𝑗 = 1, 2, 3 (recall 𝛾𝛽 is given in Eq. (4.21) with Λ0 = 1),
we have

D†𝛽,∞,𝑯∋𝑡𝑡 [𝑯∋𝑡] =
∑︁

𝜈∈𝐵(𝑯∋𝑡 )
𝜈𝛾𝛽 (𝜈)𝑨𝑎†𝜈 𝑨𝑎𝜈

=
(
𝜃1 |010⟩⟨010| + 𝜃2 |101⟩⟨101| + 𝜃3 |011⟩⟨011|

)
𝑡−1,𝑡,𝑡+1 + O(1/𝛽),

where the last error term is due to heating transitions (positive Bohr frequencies),
which incur errors of at most ∥𝜔𝛾𝛽 (𝜔)1(𝜔 > 0)∥∞ = O(1/𝛽). Note that 𝜃1, 𝜃2, 𝜃3 <

0, and furthermore we have

min{|𝜃1 |, |𝜃3 |} ≥ min
𝜔∈[−1,−1/𝑇]

|𝜔 |𝛾𝛽 (𝜔) =: 𝑟1 = Ω
( 1
𝑇 ln 𝛽

)
.

Hence,

−D†𝛽,∞,𝑯∋𝑡𝑡 [𝑯∋𝑡] ⪰ 𝑟1
(
|010⟩⟨010| + |011⟩⟨011|

)
𝑡−1,𝑡,𝑡+1 − O(1/𝛽)𝑰.
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Note the first term combines to make 𝒉𝑡−1,𝑡 . We then return to the finite-𝜏 Lindbladian
up to the aforementioned error:

−D†𝛽,𝜏,𝑯∋𝑡𝑡 [𝑯∋𝑡] ⪰ 𝑟1𝒉𝑡−1,𝑡 − O
(√︂𝑇

𝜏
+ (1 + 𝛽) ln 𝜏

𝜏
+ 1
𝛽

)
𝑰

Case 2: 𝑡 = 𝑇 . The relevant part of 𝑯I in this case is

𝑯∋𝑇 = 𝑓𝑇−1 |01⟩⟨01|𝑇−1,𝑇 ,

which has two eigenspaces. There is only one negative Bohr frequency with a
corresponding jump operator filtered at 𝜈

𝑨𝑇𝜈 = (𝑰−|01⟩⟨01|𝑇−1,𝑇 )𝑿𝑇 |01⟩⟨01|𝑇−1,𝑇 = |00⟩⟨01|𝑇−1,𝑇 where 𝜈 = − 𝑓𝑇−1 = − 1
𝑇
.

Then,
D†𝛽,∞,𝑯∋𝑇𝑡 [𝑯∋𝑇 ] = − 1

𝑇
𝛾𝛽 (− 1

𝑇
) |01⟩⟨01|𝑇−1,𝑇 + O( 1

𝛽
)𝑰.

Note that 1
𝑇
𝛾𝛽 (− 1

𝑇
) ≥ 𝑟1. Applying Lemma 4.12.3 and 4.12.4 to return to the finite

𝜏 expression,

−D†𝛽,𝜏,𝑯∋𝑇𝑡 [𝑯∋𝑇 ] ⪰ 𝑟1𝒉𝑇−1,𝑇 − O
(√︂𝑇

𝜏
+ (1 + 𝛽) ln 𝜏

𝜏
+ 1
𝛽

)
𝑰,

which is the advertised result. ■

We are now ready to prove Eq. (4.53), which we state as the following lemma:

Lemma 4.14.2. Assume 1 ≤ 𝑇 ≤ 𝜏. We have

−L†I [𝑯I] ⪰ 𝑟1(𝑰 − 𝑷I) − 𝜖1𝑎 𝑰,

where

𝑟1 = Ω

( 1
𝑇 ln 𝛽

)
and 𝜖1𝑎 = O

(𝑇7/4

𝜏1/4 +
𝑇

𝛽
+ 𝑇 (1 + 𝛽) ln 𝜏

𝜏

)
.

Proof. Note by linearity, we have

L†I [𝑯I] =
∑︁
𝑎∈𝑆
L†𝛽,𝜏,𝑯I𝑎 [𝑯I] .

Let 𝑆I = {𝑰 ⊗ 𝑿𝑡 : 2 ≤ 𝑡 ≤ 𝑇} be a subset of the jump operators. Then

−L†I [𝑯I] ⪰ −
∑︁
𝑎∈𝑆I
D†𝛽,𝜏,𝑯I𝑎 [𝑯I] − O

(
|𝑆0 |

( ∥𝑯I∥3/4
𝜏1/4 + 1

𝜏
+ 1
𝛽

))
𝑰,
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where the error contribution from neglecting the Lamb-shift term and the other jump
operators in 𝑆0 \ 𝑆I are bounded by Proposition 4.10.3 and Lemma 4.12.1.

Applying Lemma 4.14.1 to the sum on the right hand side above, we get

−
∑︁
𝑎∈𝑆I
D†𝛽,𝜏,𝑯I𝑎 [𝑯I] ⪰ 𝑟1

𝑇−1∑︁
𝑡=1

𝒉𝑡,𝑡+1 − 𝑇𝜖0𝑰.

It is not difficult to see that
𝑇−1∑︁
𝑡=1

𝒉𝑡,𝑡+1 ⪰ 𝑰 − 𝑷I,

that is, the smallest excitation has energy 1. Hence,

−L†I [𝑯I] ⪰ 𝑟1(𝑰 − 𝑷I) − 𝜖1𝑎 𝑰,

where

𝜖1𝑎 = O
(
|𝑆0 |

( ∥𝑯I∥3/4
𝜏1/4 + 1

𝜏
+ 1
𝛽

))
+ O

(𝑇3/2

𝜏1/2 +
𝑇 (1 + 𝛽) ln 𝜏

𝜏
+ 𝑇
𝛽

)
= O

(𝑇7/4

𝜏1/4 +
𝑇

𝜏
+ 𝑇
𝛽
+ 𝑇

3/2

𝜏1/2 +
𝑇 (1 + 𝛽) ln 𝜏

𝜏

)
.

The last equality uses that |𝑆0 |, ∥𝑯I∥ = O(𝑇). Since 1 ≤ 𝑇 ≤ 𝜏, we have
𝑇7/4/𝜏1/4 ≥ 𝑇/𝜏 and 𝑇7/4/𝜏1/4 ≥ 𝑇3/2/𝜏1/2, so we drop the latter two terms for the
final error estimate in the lemma statement. ■

Gradient from 𝑯prop

In this subsection, we prove

−𝑷IL†II [𝑯II]𝑷I ⪰ 𝑟2𝑷I(𝑰 − 𝑷II) − 𝜖2𝑎 𝑰.

Denote |𝑡⟩ :=
��𝜂𝒙,𝑡〉 in what follows. Let 𝑳+ be the raising operator whose only

nontrivial action is

𝑳+ |𝑡⟩ =
√︁
(𝑡 + 1) (𝑇 − 𝑡) |𝑡 + 1⟩ for each 0 ≤ 𝑡 ≤ 𝑇 − 1

and 𝑳− =: 𝑳†+.

Furthermore, let 𝑳𝑥 = 1
2 (𝑳+ + 𝑳−), 𝑳𝑦 = 1

2i (𝑳+ − 𝑳−), 𝑳𝑧 =
∑𝑇
𝑡=0(𝑡 − 𝑇/2) |𝑡⟩⟨𝑡 |.

These operators form a set of angular momentum operators as [𝑳𝑎, 𝑳𝑏] = i𝜖𝑎𝑏𝑐𝑳𝑐
for 𝑎, 𝑏, 𝑐 ∈ {𝑥, 𝑦, 𝑧}. As noted earlier, we have

𝑷I𝑯prop𝑷I = 𝐽prop(
𝑇

2
− 𝑳𝑥).
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The eigenstates are known to be

|𝑣𝑘⟩ = ei𝜋𝑳𝑦/2 |𝑘⟩ with eigenvalues 𝜆𝑘 = 𝑘𝐽prop for 𝑘 = 0, 1, . . . , 𝑇 .

This integer spectrum means the minimum Bohr-frequency gap in the subspace 𝑷I is
Δ𝜈 (𝑯prop |𝑷I) = 𝐽prop.

Next, we give jump operators with nontrivial gradient on any excited state of
𝑷I𝑯prop𝑷I. These will be the 1-local jumps acting on the clock register

𝑰 ⊗ 𝒁ℓ for each 1 ≤ ℓ ≤ 𝑇

which nicely respects the block-diagonal structure of 𝑯prop such that

⟨𝜂𝒙,𝑡 |𝑰 ⊗ 𝒁ℓ |𝜂𝒚,𝑡′⟩ = 0 if 𝒚 ≠ 𝒙. (4.62)

Thus, fixing 𝒙, we merely need to consider effective jump operators

𝑷I(𝑰 ⊗ 𝒁ℓ)𝑷I ≡ 𝝈ℓ such that 𝝈ℓ |𝑡⟩ = (−1)1𝑡≥ℓ |𝑡⟩. (4.63)

Lemma 4.14.3 (Good transition rates). For the operators 𝝈ℓ in Eq. (4.63) and any
0 ≤ 𝑘 < 𝑇 , we have that

max
ℓ∈[𝑇]
|⟨𝑣𝑘 |𝝈ℓ |𝑣𝑘+1⟩| ≥

1
√
𝑇
.

Proof. Fix any 0 ≤ 𝑘 < 𝑇 . Observe that

⟨𝑣𝑘 |𝑳𝑧 |𝑣𝑘+1⟩ = ⟨𝑘 |e−i𝜋𝑳𝑦/2𝑳𝑧ei𝜋𝑳𝑦/2 |𝑘 + 1⟩ = ⟨𝑘 |𝑳𝑥 |𝑘 + 1⟩ = 1
2
√︁
(𝑘 + 1) (𝑇 − 𝑘).

Then,

max
𝑡
|⟨𝑣𝑘 |𝝈𝑡 |𝑣𝑘+1⟩| ≥

1
𝑇

𝑇∑︁
𝑡=1
|⟨𝑣𝑘 |𝝈𝑡 |𝑣𝑘+1⟩|

≥ 2
𝑇
|⟨𝑣𝑘 |𝑳𝑧 |𝑣𝑘+1⟩|

≥ 1
√
𝑇

as advertised. ■

Now that we understand the connectivity between the 𝑡 labels, we may restore the 2𝑛

many labels 𝒙

|𝑣𝑘⟩ →
��𝑣𝑘,𝒙〉 such that ⟨𝑣𝑘 ′,𝒚 |𝑣𝑘,𝒙⟩ = 𝛿𝑘𝑘 ′𝛿𝒙𝒚 .

Fortunately, we do not need to address the explicit labels 𝒙 due to the orthogonality
properties in Eq. (4.62). We may now calculate the gradient operator 𝑷IL†II [𝑯II]𝑷I.



280

Lemma 4.14.4. Consider the thermal Lindbladian LII =
∑
𝑎∈𝑆0 L

𝛽,𝜏,𝑯II
𝑎 . Then,

−𝑷IL†II [𝑯II]𝑷I ⪰ 𝑟2𝑷I(𝑰 − 𝑷II) − 𝜖2𝑰

for

𝑟2 = Ω(
𝐽prop

𝑇 ln 𝛽
) and 𝜖2 = |𝑆0 | · O

(
1
𝜏
+ ∥𝑯II∥

3/4

𝜏1/4 + 1
𝛽
+ 1√︁

𝜏𝐽prop

)
.

Proof. Observe that 𝑷I projects onto a low-energy subspace of 𝑯II with an excitation
gap of at least 𝐽clock/𝑇−2∥𝑯prop∥ from Weyl’s inequality. Furthermore, 𝑯II restricted
to 𝑷I has eigenvalues that are integer multiples of 𝐽prop, so the Bohr-frequency gap
in the subspace is Δ𝜈 (𝑯II |𝑷I) = 𝐽prop. Assuming 𝐽prop/2 < 𝐽clock/𝑇 − 2∥𝑯prop∥, we
may apply Lemma 4.12.6 with 𝑯 = 𝑯II, 𝑸 = 𝑷I to get

𝑷IL†II [𝑯II]𝑷I
𝐸≈

∑︁
𝑎∈𝑆0

∑︁
𝜈∈𝐵(𝑯II |𝑷I )

𝑷I𝑨
𝑎†
𝜈 𝑷I𝑨

𝑎
𝜈𝑷I

∫ 0

−∞
𝛾𝛽 (𝜔)𝜔

�� 𝑓𝜇 (𝜔 − 𝜈)��2d𝜔

⪯
∑︁
𝑎∈𝑆II

∑︁
𝜈∈𝐵(𝑯II |𝑷I )

𝑷I𝑨
𝑎†
𝜈 𝑷I𝑨

𝑎
𝜈𝑷I

∫ 0

−∞
𝛾𝛽 (𝜔)𝜔

�� 𝑓𝜇 (𝜔 − 𝜈)��2d𝜔,

(4.68)

where 𝜇 = Δ𝜈/2 and

𝐸 = |𝑆0 |O
(
∥𝑯∥3/4

𝜏1/4 + 1
𝜏
+ 1
𝛽
+ 1
√
Δ𝜈𝜏

)
.

The second line uses the negativity of the half-integral to reduce to the following
subset of jump operators from Eq. (4.52)

𝑆II = {𝑰 ⊗ 𝒁ℓ : ℓ ∈ [𝑇]}.

Let us now explicitly display the matrix elements of the above jump operators in the��𝑣𝑘,𝒙〉 basis:

𝑷I(𝑰 ⊗ 𝒁ℓ)𝑷I =
∑︁

𝑘,𝑘 ′,𝒙,𝒚

��𝑣𝑘 ′,𝒚〉〈𝑣𝑘 ′,𝒚��𝑰 ⊗ 𝒁ℓ
��𝑣𝑘,𝒙〉〈𝑣𝑘,𝒙 ��

=
∑︁
𝑘,𝑘 ′,𝒙

��𝑣𝑘 ′,𝒙〉〈𝑣𝑘 ′,𝒙 ��𝑰 ⊗ 𝒁ℓ
��𝑣𝑘,𝒙〉〈𝑣𝑘,𝒙 ��,
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where we applied Eq. (4.62) to drop the sum on 𝒚. Thus we can rewrite the RHS of
Eq. (4.68) as

(𝑐𝑜𝑛𝑡.) =
∑︁

ℓ,𝑘 ′,𝑘,𝒙

|𝑣𝑘,𝒙⟩⟨𝑣𝑘,𝒙 |𝝈ℓ |𝑣𝑘 ′,𝒙⟩⟨𝑣𝑘 ′,𝒙 |𝝈ℓ |𝑣𝑘,𝒙⟩⟨𝑣𝑘,𝒙 |
∫ 0

−∞
𝛾𝛽 (𝜔)𝜔

�� 𝑓𝜇 (𝜔 − 𝐽prop(𝑘′ − 𝑘))
��2d𝜔

⪯ −Ω
(
𝐽prop

ln 𝛽

) ∑︁
𝑘,𝒙

��𝑣𝑘,𝒙〉〈𝑣𝑘,𝒙 �� max
ℓ∈[𝑇]

��〈𝑣𝑘,𝒙 ��𝝈ℓ��𝑣𝑘−1,𝒙
〉��2

⪯ −Ω
(
𝐽prop

𝑇 ln 𝛽

) ∑︁
𝑘≥1,𝒙

��𝑣𝑘,𝒙〉〈𝑣𝑘,𝒙 ��
⪯ −Ω

(
𝐽prop

𝑇 ln 𝛽

) (
𝑷I −

∑︁
𝒙

��𝑣0,𝒙
〉〈
𝑣0,𝒙

��) = −Ω( 𝐽prop

𝑇 ln 𝛽
) · 𝑷I(𝑰 − 𝑷II).

The first line uses the orthogonality condition ⟨𝑣𝑘 ′,𝒚 |𝑣𝑘,𝒙⟩ = 𝛿𝑘𝑘 ′𝛿𝒙𝒚, and the fact
that the identical 𝜈 labels on 𝑨𝑎†𝜈 and 𝑨𝑎𝜈 enforce that transitions from 𝑘′ need to be
to the same 𝑘 on both sides. The second line uses the negativity of the half-integral
to focus on cooling transitions (which includes 𝑘 → 𝑘 − 1) and evaluates the integral
(which concentrates near 𝜔 ≈ 𝐽prop). Lastly, we combine the above with the error
bound on 𝐸 to conclude the proof. ■

Gradient from 𝑯in

The goal of this subsection is to prove

−𝑷′IIL†III [𝑯III]𝑷
′
II ⪰ 𝑟3𝑷

′
II(𝑰 − 𝑷III) − 𝜖3𝑎 𝑰.

Here 𝑷′II is the projector onto perturbed low-energy eigenstates of 𝑯III = 𝑯II +𝑯in,
corresponding to

𝑷II =
∑︁

𝒙∈{0,1}𝑛
|𝜂𝒙⟩⟨𝜂𝒙 |,

where

|𝜂𝒙⟩ =
𝑇∑︁
𝑡=0

√︁
𝜉𝑡
��𝜂𝒙,𝑡〉 = 𝑇∑︁

𝑡=0

√︁
𝜉𝑡𝑈𝑡 · · ·𝑈1 |𝒙⟩ ⊗ |𝐶𝑡⟩ and 𝜉𝑡 =

1
2𝑇

(
𝑇

𝑡

)
.

Recall our Definition 4.14.1 where given a circuit with 𝐿 computational gates, we pad
it in the beginning and the end with 𝑡0 identity gates to make a total 𝑇 = 2𝑡0 + 𝐿 gates.
We can understand 𝜉𝑡 as the probability from a symmetric binomial distribution
Binom(𝑇, 1

2 ), which has substantial weight near the center where the interesting
computation takes place.
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Proposition 4.14.1 (Lower bound 𝜉𝑡 in the center). Suppose𝑇 = 2𝑡0+𝐿 and 𝑡0 = 𝑐𝐿2

are positive integers. Then we have

𝜉𝑡 ≥
e−𝑐/4

𝑇 + 1
for each 𝑡 ∈ [𝑡0, 𝑇 − 𝑡0] .

Proof. As a property of the binomial distribution Binom(𝑇, 1
2 ), we have 𝜉𝑡 ≥ 𝜉𝑡0 for

all 𝑡 ∈ [𝑡0, 𝑇 − 𝑡0]. Observe that(
𝑇

𝑡

)−1
= (𝑇 + 1)

∫ 1

0
𝑥𝑡 (1 − 𝑥)𝑇−𝑡d𝑥 ≤ (𝑇 + 1)

( 𝑡
𝑇

) 𝑡 (
1 − 𝑡

𝑇

)𝑇−𝑡
,

where the inequality comes from the fact that arg max𝑥∈[0,1] 𝑥𝑡 (1−𝑥)𝑇−𝑡 = 𝑡/𝑇 . Then

𝜉𝑡0 =
1
2𝑇

(
𝑇

𝑡0

)
≥ 𝑓 (𝐿)
𝑇 + 1

,

where 𝑓 (𝐿) = 1
2𝑇

(𝑇
𝑡0

) 𝑡0 ( 𝑇

𝑇 − 𝑡0

)𝑇−𝑡0
=

(
1 + 1

2𝑐𝐿

)𝑐𝐿2 (
1 − 1

2(𝑐𝐿 + 1)

)𝑐𝐿2+𝐿
.

The last equality is obtained after plugging in 𝑇 = 2𝑡0 + 𝐿, 𝑡0 = 𝑐𝐿2 and simplifying.
We can use the first-derivative test to check that 𝑓 (𝐿) is monotonically decreasing,
and so 𝑓 (𝐿) ≥ lim𝐿→∞ 𝑓 (𝐿) = e−𝑐/4. Hence, 𝜉𝑡 ≥ 𝜉𝑡0 ≥ 𝑓 (𝐿)/(𝑇 + 1) ≥
e−𝑐/4/(𝑇 + 1). ■

Using the fact that 𝑈𝑡 𝑗−1 · · ·𝑈1 acts trivially on the 𝑗-th qubit (by definition of 𝑡 𝑗 ),
we see that 𝑷II𝑯in𝑷II is diagonal in the |𝜂𝒙⟩ basis:

⟨𝜂𝒙 |𝑯in |𝜂𝒚⟩ = 𝐽in

𝑇∑︁
𝑡,𝑡′=0

√︁
𝜉𝑡𝜉𝑡′ ⟨𝜂𝒙,𝑡 |

( 𝑛∑︁
𝑗=1
𝑔 𝑗 |1⟩⟨1| 𝑗 ⊗ |𝐶𝑡 𝑗−1⟩⟨𝐶𝑡 𝑗−1 |

)
|𝜂𝒚,𝑡′⟩

= 𝛿𝒙,𝒚 · 𝐽in

𝑛∑︁
𝑗=1
𝑥 𝑗𝑔 𝑗𝜉𝑡 𝑗−1.

Since 𝑔 𝑗 = 1/𝜉𝑡 𝑗−1 (see Definition 4.14.1), then the above implies that that |𝜂𝒙⟩ are
eigenstates of 𝑷II𝑯in𝑷II with eigenvalue 𝐽in · wt(𝒙), where wt(𝒙) is the Hamming
weight of bit string 𝒙. While |𝜂𝒙⟩ are eigenstates of 𝑷II𝑯in𝑷II, unfortunately, only
|𝜂0⟩ is an eigenstate of 𝑯in; this will require an additional perturbation step to handle
this off-block-diagonal effect.

Let 𝑯III = 𝑯̃III + 𝑽III, where

𝑯̃III = 𝑯II + 𝑷II𝑯in𝑷II + 𝑷⊥II𝑯in𝑷
⊥
II and 𝑽III = 𝑷II𝑯in𝑷

⊥
II + 𝑷⊥II𝑯in𝑷II.
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We will also denote L̃III as the thermal Lindbladian with respect to 𝑯̃III.

We start by studying the gradient on 𝑯̃III and showing all its excited states have
negative energy gradients. It suffices to focus on the states in 𝑷II, which is a low-
energy subspace of eigenstates of 𝑯̃III with excitation gap of at least 𝐽prop − 2∥𝑯in∥
from Weyl’s inequality. The effective Hamiltonian in this subspace has a simple
form of decoupled qubits, which we write as

𝑯̃eff := 𝑯̃III |𝑷II = 𝑷II𝑯in𝑷II = 𝐽in
∑︁
𝒙

wt(𝒙) |𝜂𝒙⟩⟨𝜂𝒙 | ≡ 𝐽in

𝑛∑︁
𝑗=1
(𝑰 − 𝒁eff

𝑗 )/2,

where 𝒁eff
𝑗

is the Pauli Z operator of a virtual qubit defined as 𝒁eff
𝑗
|𝜂𝒙⟩ = (−1)𝑥 𝑗 |𝜂𝒙⟩.

Observe that 𝑯̃eff has eigenvalues that are integer multiples of 𝐽in, and thus its
Bohr-frequency gap is Δ𝜈 (𝑯̃eff) = 𝐽in. Hence, assuming 𝐽in/2 < 𝐽prop − 2∥𝑯in∥, we
can apply Lemma 4.12.6 to see that the gradient operator sandwiched by 𝑷II can be
understood by fully restricting to the subspace:

𝑷IIL̃†III [𝑯̃III]𝑷II
𝐸̃𝑎≈

∑︁
𝑎∈𝑆0

∑︁
𝜈∈𝐵(𝑯̃eff)

𝑷II𝑨
𝑎†
𝜈 𝑷II𝑨

𝑎
𝜈𝑷II

∫ 0

−∞
𝛾𝛽 (𝜔)𝜔| 𝑓𝜇 (𝜔− 𝜈) |2d𝜔,

(4.77)
where 𝜇 = 𝐽in/2 and

𝐸̃𝑎 = |𝑆0 |O
(
∥𝑯̃III∥3/4

𝜏1/4 + 1
𝜏
+ 1
𝛽
+ 1
√
𝐽in𝜏

)
.

To show that this has good gradients for all states in 𝑷II(𝑰 − 𝑷III), it is sufficient to
consider the following subset of the jump operators from Eq. (4.52):

𝑆III =
{
𝑿 𝑗 ⊗ |0⟩⟨0|𝑡 𝑗

}𝑛
𝑗=1.

These jump operators from 𝑆III effectively flip the individual virtual qubits by

⟨𝜂𝒚 | (𝑿 𝑗 ⊗ |0⟩⟨0|𝑡 𝑗 ) |𝜂𝒙⟩ = ⟨𝒚 |𝑿 𝑗 |𝒙⟩
∑𝑡 𝑗−1
𝑡=0 𝜉𝑡 =: ⟨𝒚 |𝑿 𝑗 |𝒙⟩

√
𝛼 𝑗 ,

where we have denoted 𝛼 𝑗 = (
∑
𝑡<𝑡 𝑗

𝜉𝑡)2. Let

𝑿eff
𝑗 = 𝑷II(𝑿 𝑗 ⊗ |0⟩⟨0|𝑡 𝑗 )𝑷II/

√
𝛼 𝑗 such that ∥𝑿eff

𝑗 ∥ = 1 for each 𝑗 = 1, . . . , 𝑛.

Note 𝑿eff
𝑗

is effectively the Pauli X operator for the 𝑗-th virtual qubit. Furthermore,
note since 𝑡 𝑗 ∈ [𝑡0, 𝑇 − 𝑡0] by our circuit construction in Definition 4.14.1, we have
𝛼 𝑗 ≥ 𝜉2

𝑡0
≥ Ω(1/𝑇2) by Proposition 4.14.1.
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Next, we replace 𝑯̃III by 𝑯̃eff so we only need to talk about the virtual qubits. We
first restore the RHS of Eq. (4.77) to the thermal Lindbladian form by undoing the
approximation in Lemma 4.12.6, which incurs another error bounded by 𝐸̃𝑎:

𝑷IIL̃†III [𝑯̃III]𝑷II
2𝐸̃𝑎≈ L†𝛽,𝜏,𝑯eff [𝑯eff] .

We then focus on the subset 𝑆III of jump operators and write

L†𝛽,𝜏,𝑯eff [𝑯eff]
𝐸̃𝑏≈ ∑𝑛

𝑗=1 𝛼 𝑗 L̃
†
𝑗
[𝑯̃eff], (4.78)

where we denoted L̃ 𝑗 := L𝛽,𝜏,𝑯̃eff
𝑗

to be the thermal Lindbladian associated with
effective jump operator 𝑿eff

𝑗
and pulled out the normalization factor 𝛼 𝑗 . The error

𝐸̃𝑏 = |𝑆0 |O
(
∥𝑯̃eff∥3/4

𝜏1/4 + 1
𝜏
+ 1
𝛽

)
comes from neglecting the other jump operators 𝑆0 \ 𝑆III, and is bounded using
Lemma 4.12.1.

Since the effective operators on different virtual qubits commute, we can treat them
independently. More formally, by Lemma 4.12.8 we have L̃†

𝑗
[𝑯̃eff] = L

†𝛽,𝜏,𝒉 𝑗

𝑗
[𝒉 𝑗 ],

where 𝒉 𝑗 = 𝐽in(𝑰 − 𝒁 𝑗

eff)/2. To bound the global gradient in Eq. (4.78), we first
consider cooling a single qubit.

Lemma 4.14.5 (Cooling a qubit). On a qubit, consider the thermal Lindbladian
L = L𝛽,𝜏,𝑯𝑎 with the Hamiltonian 𝑯 = 𝐽in(𝑰 − 𝒁)/2 and one jump operator 𝑨 = 𝑿.
Then,

−L† [𝑯] ⪰ 𝑟in(𝑰 − 𝒁) − 𝜖in𝑰,

where

𝑟in = Ω

( 𝐽in
ln 𝛽

)
and 𝜖in = O

( 𝐽3/4
in
𝜏1/4 +

1
𝜏
+ 1
√
𝜏𝐽in
+ e−𝛽𝐽in

)
.

Proof. Again, we invoke a series of approximations:

L† [𝑯] ≈ D† [𝑯]

≈
∫ ∞

−∞
𝛾𝛽 (𝜔)𝜔𝑨(𝜔)†𝑨(𝜔)d𝜔

≈
∫ ∞

−∞
𝛾𝛽 (𝜔)𝜔𝑺(𝜔)†𝑺(𝜔)d𝜔

=
∑︁

𝜈∈𝐵(𝑯)
𝑨†𝜈𝑨𝜈

∫ ∞

−∞
𝛾𝛽 (𝜔)𝜔

�� 𝑓𝜇 (𝜔 − 𝜈)��2d𝜔

⪯ −Ω(𝐽in/ln 𝛽) |1⟩⟨1| + O(e−𝛽𝐽in) |0⟩⟨0|.
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The last line uses the transition matrix elements for the two Bohr frequencies 𝜈 = ±𝐽in:

𝑨+1 = |1⟩⟨0|, and 𝑨−1 = |0⟩⟨1|.

Combine the error bound to conclude the proof. ■

Summing up over the contributions from the individual qubits, the global gradient
satisfies

−𝑷IIL̃†III [𝑯̃III]𝑷II ⪰
𝑛∑︁
𝑗=1
𝛼 𝑗𝑷II

[
𝑟in(𝑰 − 𝒁eff

𝑗 ) − 𝜖in𝑰
]
𝑷II − (2𝐸̃𝑎 + 𝐸̃𝑏)𝑰

⪰ 𝑟3𝑷II(𝑰 − 𝑷III) − 𝜖3𝑰,

where we used the fact that
∑𝑛
𝑗=1(𝑰 − 𝒁eff

𝑗
) ⪰ 𝑷III, and denoted 𝑟3 = 𝑟in min 𝑗 𝛼 𝑗 ,

and 𝜖3 = 2𝐸̃𝑎 + 𝐸̃𝑏 + 𝜖in
∑𝑛
𝑗=1 𝛼 𝑗 . Since 𝛼 𝑗 = Ω(1/𝑇2) and 𝛼 𝑗 ≤ 1, we have that

𝑟3 = Ω

( 𝐽in

𝑇2 ln 𝛽

)
and 𝜖3 ≤ 2𝐸̃𝑎+𝐸̃𝑏+𝑛𝜖in = |𝑆0 |O

( ∥𝑯̃III∥3/4
𝜏1/4 +1

𝜏
+1
𝛽
+ 1
√
𝐽in𝜏
+e−𝛽𝐽in

)
.

(4.85)

Lastly, to obtain the gradient for the final Hamiltonian 𝑯III, we need to add the
off-block-diagonal perturbation and show that the gradient persists on the subspace.
Directly applying subspace monotonicity (Corollary 4.12.1) yields loose bounds; we
will need to invoke a finer-grained subspace monotonicity (Corollary 4.12.2) that
exploits the fact that 𝑽 is off-block-diagonal and contribute to eigenvalue change at
second order O(∥𝑽∥2). We apply Corollary 4.12.2 with 𝑯 = 𝑯̃III and 𝑯′ = 𝑯III,
and parameters

𝑸 = 𝑷II

Δ𝑸 = 𝐽prop − 2∥𝑯in∥
𝑽 = 𝑷II𝑯in(𝑰 − 𝑷II) + (𝑰 − 𝑷II)𝑯in𝑷II

Δ𝜈 = 𝐽in

Therefore, by Corollary 4.12.2,

−𝑷′IIL†III [𝑯III]𝑷
′
II ⪰ 𝑟3𝑷

′
II(𝑰 − 𝑷III) − 𝜖3𝑎 𝑰,

where

𝜖3𝑎 ≤ 𝜖3 + |𝑆0 | · O
(

1
𝜏
+ ∥𝑯̃III∥

3/4

𝜏1/4 +
Λ

2/3
0
𝜏1/3 +

Λ0√
Δ𝜈𝜏
+ Λ0√︁

Δ𝑸𝜏
+ e−𝛽Δ𝑸/4

𝛽

+ ∥𝑽∥
2

Δ𝑸
+ ∥𝑯𝑸 ∥ ·

( ∥𝑯𝑸 ∥∥𝑽∥
Δ𝑸Δ𝜈

+ ∥𝑽∥
2

Δ𝑸Δ𝜈

)
+ 𝑟3

( ∥𝑽∥
Δ𝑸
+ ∥𝑽∥

2

Δ𝜈Δ𝑸

))
.
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Noting that |𝑆0 |, ∥𝑯̃III∥ = O(𝑇), ∥𝑽∥ = O(𝑛𝑇𝐽in), ∥𝑯𝑸 ∥ = 𝑛𝐽in, and 𝐽in ≪ 𝐽prop,
we simplify the error bound above by keeping the dominant term to get

𝜖3𝑎 ≤ 𝑇O
(
𝑇3/4

𝜏1/4 +
1
𝛽
+ 1
√
𝐽in𝜏
+ e−𝛽𝐽in + 𝑛 (𝑛𝑇𝐽in)2

𝐽prop

)
(4.91)

as advertised earlier in Eq. (4.59).

4.15 Appendix:Operator Fourier Transform
Recall that the exact form of thermal Lindbladians in Appendix 4.10 involves the
operator Fourier transform (OFT) [39] for a set of jump operators 𝑨𝑎. In this
appendix, we provide the key properties of OFT which are used in the proofs of many
statements in Appendices 4.12 and 4.16. For any operator 𝑨 (the jump operator),
and Hermitian operator 𝑯 (the Hamiltonian), and a weight function 𝑓 , the operator
Fourier Transform (OFT) is an integral over time-evolution of the operator 𝑨,

𝑨̂ 𝑓 (𝜔) :=
1
√

2𝜋

∫ ∞

−∞
ei𝑯𝑡𝑨e−i𝑯𝑡e−i𝜔𝑡 𝑓 (𝑡)d𝑡.

Often, we will also write 𝑨̂(𝜔) when we choose 𝑓 to be the default normalized
window function

𝑓𝜏 (𝑡) =
1
√
𝜏
·


1 if 𝑡 ∈ [−𝜏/2, 𝜏/2]

0 else.
(4.92)

It is usually helpful to consider the energy eigenspaces 𝑯 =
∑
𝑖 𝐸𝑖 |𝜓𝑖⟩⟨𝜓𝑖 | =∑

𝐸∈Spec(𝑯) 𝐸𝑷𝐸 and and write 𝑨 as the following decomposition

𝑨 =
∑︁

𝐸2,𝐸1∈Spec(𝑯)
𝑷𝐸2 𝑨𝑷𝐸1 =

∑︁
𝜈∈𝐵(𝑯)

𝑨𝜈 where 𝑨𝜈 :=
∑︁

𝐸2−𝐸1=𝜈

𝑷𝐸2 𝑨𝑷𝐸1 .

Formally, these energy differences 𝜈 ∈ 𝐵(𝑯) := {𝐸𝑖 − 𝐸 𝑗 | 𝐸𝑖, 𝐸 𝑗 ∈ Spec(𝑯)}
are called the Bohr frequencies (Figure 4.2), and 𝑨𝜈 collects the matrix elements
⟨𝜓𝑖 |𝑨

��𝜓 𝑗 〉 that changes the energy by 𝜈 = 𝐸𝑖 − 𝐸 𝑗 . The Bohr frequencies are natural
for the Heisenberg-picture evolution of 𝑨 since

ei𝑯𝑡𝑨e−i𝑯𝑡 =
∑︁

𝜈∈𝐵(𝑯)
ei𝜈𝑡𝑨𝜈 .

Then, executing the Fourier integral yields the frequency domain representation

𝑨̂ 𝑓 (𝜔) =
∑︁
𝜈∈𝐵

𝑨𝜈 𝑓 (𝜔 − 𝜈) where 𝑓 (𝜔) :=
1
√

2𝜋

∫ ∞

−∞
𝑓 (𝑡)e−i𝜔𝑡d𝑡,

which contains a collection of Bohr frequencies 𝜈 near 𝜔. Conceptually, we can
think of the operator Fourier transform 𝑨̂ 𝑓 (𝜔) as the smooth probe of 𝑨𝜈 with exact
Bohr frequency 𝜈, which generally requires resolving arbitrarily close eigenvalues.
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Useful properties
We instantiate some useful properties of the Operator Fourier Transform.

Proposition 4.15.1 (Operator Parseval’s identity [39]). Consider a set of operators
{𝑨𝑎}𝑎 and its operator Fourier transform with weight 𝑓 ∈ L2(R) and Hamiltonian 𝑯.
Then, we have a certain symmetry (𝑨𝑎

𝑓
(𝜔))† = 𝑨𝑎†

𝑓 ∗ (−𝜔) and certain Parseval-type
identity ∑︁

𝑎∈𝑆

∫ ∞

−∞
𝑨̂𝑎𝑓 (𝜔)

† 𝑨̂𝑎𝑓 (𝜔)d𝜔 =
∑︁
𝑎∈𝑆

∫ ∞

−∞
ei𝑯𝑡𝑨𝑎†𝑨𝑎e−i𝑯𝑡 | 𝑓 (𝑡) |2d𝑡

⪯ ∥
∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎∥∥ 𝑓 ∥22 · 𝑰∑︁
𝑎∈𝑆

∫ ∞

−∞
𝑨̂𝑎𝑓 (𝜔) 𝑨̂

𝑎
𝑓 (𝜔)

†d𝜔 =
∑︁
𝑎∈𝑆

∫ ∞

−∞
ei𝑯𝑡𝑨𝑎𝑨𝑎†e−i𝑯𝑡 | 𝑓 (𝑡) |2d𝑡

⪯ ∥
∑︁
𝑎∈𝑆

𝑨𝑎𝑨𝑎†∥∥ 𝑓 ∥22 · 𝑰.

Intuitively, the above tells us that the Fourier Transforms 𝑨̂𝑎
𝑓
(𝜔) with different

frequencies 𝜔 are “orthogonal” to each other and that the average of squares of
strengths is bounded (reminiscent of a probability). Without using this norm sum
constraint from Fourier transforms, one easily gets loose bounds. An alternative
view of the above (as a natural purification) will prove useful for manipulating norms
of expression involving 𝑨𝑎

𝑓
(𝜔).

Corollary 4.15.1 (Purification of Operator Fourier Transform). In the prevailing
notation, the abstract operator Fourier Transform has a norm bound,

∥
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝑨̂𝑎𝑓 (𝜔) ⊗ |𝑎⟩ ⊗ |𝜔⟩d𝜔∥ ≤ ∥ 𝑓 ∥2

√︄
∥
∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎∥,

where the continuous basis vectors satisfy the normalization

⟨𝜔′|𝜔⟩ = 𝛿(𝜔′ − 𝜔).

Proof. We multiply the conjugate(∑︁
𝑎′∈𝑆

∫ ∞

−∞
𝑨̂𝑎
′

𝑓 (𝜔
′)† ⊗ ⟨𝑎′| ⊗ ⟨𝜔′|d𝜔′

)
·
(∑︁
𝑎∈𝑆

∫ ∞

−∞
𝑨̂𝑎𝑓 (𝜔) ⊗ |𝑎⟩ ⊗ |𝜔⟩d𝜔

)
=

∑︁
𝑎∈𝑆

∫ ∞

−∞
𝑨̂𝑎𝑓 (𝜔)

† 𝑨̂𝑎𝑓 (𝜔)d𝜔.

Take the operator norm and use Proposition 4.15.1 to conclude the proof. ■
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The above “purification” trick applies to other quantities with a liberal choice of
summation indices, whether they are 𝑎, 𝜔, or 𝜈.

Lemma 4.15.1 (Norm inequalities from operator purification). For any operator 𝑶
and any set of operators 𝑨𝑖, 𝑨

′
𝑗

acting on the same Hilbert space, we have that




∑𝑖, 𝑗 𝑨
†
𝑖
𝑶𝑨′

𝑗
𝐺𝑖 𝑗




 ≤ ∥𝑮∥∥𝑶∥√√√




∑︁
𝑖

𝑨†
𝑖
𝑨𝑖












∑︁

𝑗

𝑨
′†
𝑗
𝑨′
𝑗











∑︁
𝑖, 𝑗

𝑨†
𝑖
𝑨′𝑗𝐺𝑖 𝑗






 ≤ ∥𝑮∥
√√√




∑︁

𝑖

𝑨†
𝑖
𝑨𝑖












∑︁

𝑗

𝑨
′†
𝑗
𝑨′
𝑗







Proof. By homogeneity, it suffices to set normalization to be ∥∑ 𝑗 𝑨

′†
𝑗
𝑨′
𝑗
∥ =

∥∑𝑖 𝑨
†
𝑖
𝑨𝑖∥ = ∥𝑶∥ = ∥𝑮∥ = 1. Introduce purifications

𝑮′ := 𝑰 ⊗
∑︁
𝑖, 𝑗

𝐺𝑖 𝑗 |𝑖⟩⟨ 𝑗 |, 𝑶′ := 𝑶 ⊗ 𝑰,

𝑽′ :=
∑︁
𝑗

𝑨′𝑗 ⊗ | 𝑗⟩, 𝑽 :=
∑︁
𝑖

𝑨𝑖 ⊗ |𝑖⟩,

which are all bounded by ∥𝑮′∥, ∥𝑶′∥, ∥𝑽′∥, ∥𝑽∥ ≤ 1. Then,



∑︁
𝑖, 𝑗

𝑨†
𝑖
𝑶𝑨′𝑗𝐺𝑖 𝑗





 = ∥𝑽′𝑶′𝑮′𝑽∥ ≤ 1



∑︁
𝑖, 𝑗

𝑨†
𝑖
𝑨′𝑗𝐺𝑖 𝑗





 = ∥𝑽′𝑮′𝑽∥ ≤ 1.

Rescale to obtain the advertised result. ■

Secular approximation
Due to the energy-time uncertainty principle, the energies 𝜔 that are accessed by
finite-time quantum algorithms always inherit an uncertainty. Indeed, when we
choose our weight function 𝑓𝜏 (𝑡) in Eq. (4.92) for our operator Fourier transform in
the frequency domain, we have

𝑨̂ 𝑓 (𝜔) =
∑︁
𝜈∈𝐵

𝑨𝜈 𝑓 (𝜔 − 𝜈) where 𝑓 (𝜔) = ei𝜔𝜏/2 − e−i𝜔𝜏/2

i𝜔
√

2𝜋𝜏
when 𝑓 (𝑡) = 𝑓𝜏 (𝑡).

Note with this choice, 𝑓 (𝜔) has a heavy tail ∼ 1/𝜔, which is reminiscent of
unamplified phase estimation. Therefore, even when restricting to jumps with 𝜔 < 0,
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there is a decent chance that 𝑨̂ 𝑓 (𝜔) mistakenly activates a heating transition (𝜈 > 0)
instead of a cooling transition (𝜈 < 0), unintentionally heating up the system instead
of cooling it.

To control the resulting error, in this section, we introduce the secular approxima-
tion [39] of the Fourier transformed operators 𝑨 𝑓 (𝜔). The secular approximation
applies truncation to the Fourier-transformed operators in the frequency domain by
truncating Bohr frequencies 𝐸 ∈ 𝐵 that deviate substantially from the frequency
label 𝜔. Truncation at energy difference 𝜇 can be achieved by setting a step function
and defining the following secular-approximated operators as follows:

𝑺̂ 𝑓 ,𝜇 (𝜔) :=
∑︁
𝜈∈𝐵

𝑨𝜈 𝑓 (𝜔 − 𝜈) · 𝑠𝜇 (𝜔 − 𝜈) where 𝑠𝜇 (𝜔) := 1( |𝜔| < 𝜇).

We often drop subscript 𝑓 , 𝜇 for simplicity. The truncation error is an operator whose
norm can be bounded by the following (as a variant of Corollary 4.15.1).

Corollary 4.15.2 (Secular approximation). In the prevailing notation,

∥
∑︁
𝑎∈𝑆

∫ ∞

−∞
(𝑺̂𝑎𝑓 (𝜔) − 𝑨̂𝑎𝑓 (𝜔)) ⊗ |𝑎⟩ ⊗ |𝜔⟩d𝜔∥ ≤ ∥ 𝑓 · (1 − 𝑠𝜇)∥2

√︄
∥
∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎∥.

The error is controlled by the 2-norm for the truncated tail

∥ 𝑓 · (1 − 𝑠𝜇)∥22 =

∫
|𝜔|≥𝜇

| 𝑓 (𝜔) |2d𝜔

noting that conveniently, the Fourier transform preserves the 2-norm of functions.
For our bump function (4.92) in particular, we can integrate the tail-bound

∥ 𝑓𝜏 · (1 − 𝑠𝜇)∥22 ≤
4
𝜋𝜇𝜏

. (4.93)

This conveniently leads to bounds on other quantities involving operator Fourier
Transforms 𝑨̂𝑎 (𝜔).

Corollary 4.15.3 (Error from secular approximation). For any real function 𝜃 : R→
R, 




∑︁

𝑎∈𝑆

∫ ∞

−∞
𝜃 (𝜔′) 𝑨̂𝑎𝑓 (𝜔

′)† 𝑨̂𝑎𝑓 (𝜔
′)d𝜔′ −

∑︁
𝑎∈𝑆

∫ ∞

−∞
𝜃 (𝜔′) 𝑺̂𝑎𝑓 ,𝜇 (𝜔

′)†𝑺̂𝑎𝑓 ,𝜇 (𝜔
′)d𝜔′







≤ 2∥𝜃∥∞∥ 𝑓 · (1 − 𝑠𝜇)∥2∥ 𝑓 ∥2

√︄
∥
∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎∥.
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Proof. It suffices to set normalization ∥∑𝑎∈𝑆 𝑨
𝑎†𝑨𝑎∥ = 1. Introduce purifications

𝑭 := 𝑰 ⊗ 𝑰 ⊗
∫ ∞

−∞
𝜃 (𝜔) |𝜔⟩⟨𝜔 |d𝜔,

𝑽 :=

(∑︁
𝑎∈𝑆

∫ ∞

−∞
𝑨̂𝑎𝑓 (𝜔) ⊗ |𝑎⟩ ⊗ |𝜔⟩d𝜔

)
,

𝑽′ :=

(∑︁
𝑎∈𝑆

∫ ∞

−∞
𝑺̂𝑎𝑓 (𝜔) ⊗ |𝑎⟩ ⊗ |𝜔⟩d𝜔

)
.

Then, by a telescoping sum,

(𝐿𝐻𝑆) = ∥𝑽†𝑭𝑽 − 𝑽 ′†𝑭𝑽′∥ ≤ ∥(𝑽† − 𝑽 ′†)𝑭𝑽∥ + ∥𝑽 ′†𝑭(𝑽 − 𝑽′)∥.

We conclude the proof using the individual bounds on the operator norm

∥𝑽∥ ≤ ∥ 𝑓 ∥2
∥𝑽′∥ ≤ ∥ 𝑓 · 𝑠𝜇∥2 ≤ ∥ 𝑓 ∥2
∥𝑭∥ ≤ ∥𝜃∥∞

∥𝑽′ − 𝑽∥ ≤ ∥ 𝑓 · (1 − 𝑠𝜇)∥2 .

This concludes the proof. ■

4.16 Appendix:Proving monotonicity of energy gradient under level splitting
It will often be helpful to understand how the energy gradients of a Hamiltonian
𝑯 change when a perturbation 𝑽 is added to yield 𝑯′ = 𝑯 + 𝑽. This allows us to
characterize the energy gradient of 𝑯′ by analyzing the unperturbed spectrum of
𝑯, which is usually much simpler than that of 𝑯′. Indeed, this is an important part
of our proof strategy for showing our key result that 𝑯𝐶 has no suboptimal local
minima (Theorem 4.14.1 in section 4.14).

The relationship we can prove, which was previously stated in Theorem 4.12.1 in
section 4.12, takes the form of monotonicity. As the name implies, the result only
holds in one direction; it fails when the 𝑯′ and 𝑯 are switched. It is imperative that
𝑯 have a highly degenerate spectrum with the Bohr-frequency gap

Δ𝜈 (𝑯) := min
𝜈1≠𝜈2∈𝐵(𝑯)

|𝜈1 − 𝜈2 |,
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which sets an energy scale for which 𝑽 is perturbative. Note that the Bohr-frequency
gap is upper bounded by the gap in the spectrum10

Δ𝜈 ≤ Δ𝐸 where Δ𝐸 = min
𝐸1≠𝐸2∈Spec(𝑯)

|𝐸1 − 𝐸2 |.

We now state a more general version of Theorem 4.12.1, which we prove in the
remainder of this appendix.

Theorem 4.16.1 (Monotonicity of gradient under level splitting, expanded version).
Consider a Hamiltonian 𝑯 with a highly degenerate spectrum and Bohr-frequency
gap Δ𝜈 := min𝜈1≠𝜈2∈𝐵(𝑯) |𝜈1 − 𝜈2 |, and a perturbed Hamiltonian 𝑯′ = 𝑯 + 𝑽.
Suppose the perturbation is weaker than the Bohr-frequency gap, ∥𝑽∥ ≤ 1

8Δ𝜈. For
any 𝛽, 𝜏 > 0, let L =

∑
𝑎∈𝑆 L

𝛽,𝜏,𝑯
𝑎 ,L′ = ∑

𝑎∈𝑆 L
𝛽,𝜏,𝑯′
𝑎 be thermal Lindbladians

with jumps {𝑨𝑎}𝑎∈𝑆, where ∥𝑨𝑎∥ ≤ 1 and the transition weight 𝛾𝛽 (𝜔) is given
by Eq. (4.21). Let 𝛿𝜆 = max 𝑗 |𝜆 𝑗 (𝑯) − 𝜆 𝑗 (𝑯′) |, where 𝜆 𝑗 (𝑿) is the 𝑗-th largest
eigenvalue of 𝑿, and let 𝜃max = max𝜈∈𝐵(𝑯) |𝜈𝛾𝛽 (𝜈)1(𝜈 ≤ Δ𝜈/2) |. For any two
operators 𝑶 and 𝑶′, where [𝑶′,𝑯′] = 0, we have the monotone property that

−L† [𝑯] ⪰ 𝑟𝑶 − 𝜖 𝑰 implies − L′† [𝑯′] ⪰ 𝑟𝑶′ − 𝜖′𝑰,

where

𝜖′ ≤ 𝜖+|𝑆 |·O
(

1
𝜏
+ ∥𝑯∥

3/4

𝜏1/4 +
Λ

2/3
0
𝜏1/3 +

Λ0√
Δ𝜈𝜏
+ e−𝛽Δ𝜈/4

𝛽
+ 𝛿𝜆 + 𝜃max

∥𝑽∥
Δ𝜈
+ 𝑟 ∥𝑶 − 𝑶′∥

)
.

For the special case of 𝑶 = 𝑰 − 𝑷 and 𝑶′ = 𝑰 − 𝑷′, where 𝑷 projects onto an
eigensubspace of 𝑯, and 𝑷′ projects onto the corresponding perturbed eigensubspace
in 𝑯′, then we have the following simpler error bound:

𝜖 ′ ≤ 𝜖 + |𝑆 | · O
(

1
𝜏
+ ∥𝑯∥

3/4

𝜏1/4 +
Λ

2/3
0
𝜏1/3 +

Λ0√
Δ𝜈𝜏
+ e−𝛽Δ𝜈/4

𝛽
+

(
1 + Λ0 + 𝑟

Δ𝜈

)
∥𝑽∥

)
.

The above result is nontrivial because naïve perturbation theory fails: the Lindbladian
depends sensitively on the perturbation 𝑽 (as it uses a long Hamiltonian simulation
time 𝜏∥𝑽∥ ≫ 1). In fact, it drastically fails if the energy spectrum of 𝑯 has a (nearly)
continuous spectrum (as the opposite of the premise of gapped degenerate subspaces).

10The Bohr-frequency gap can be much smaller than the eigenvalue gap. For example, consider
the energies {−0.99, 0, 1}, which has an eigenvalue gap of 0.99 and a Bohr-frequency gap of 0.01.
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We can understand the energy scale associated with the minimum Bohr-frequency
gap Δ𝜈 as the meaningful quantity for which 𝑽 is a perturbation

1
𝜏
≪ ∥𝑽∥ ≪ Δ𝜈 .

Otherwise, the 1/𝜏 energy resolution is too small compared to the intended perturba-
tion ∥𝑽∥.

The proof of Theorem 4.16.1 will be quite involved. Technically, we heavily utilize
the manipulations using the operator Fourier Transform (Appendix 4.15). The key
subroutines of the proof are discussed separately as follows. First, in Appendix 4.16,
we will simplify the intimidating expression for energy gradient L† [𝑯]. Secondly, in
Appendix 4.16, we isolate the key nonperturbative argument, which roughly says level
splitting only improves the gradient. We then provide some results from perturbation
theory in section 4.16. The altogether proof is presented in Appendix 4.16, with
minor supporting calculations in section 4.16. We also prove two corollaries of
Theorem 4.16.1 that apply to subspace gradients in Appendix 4.16.

Since this appendix only consider thermal Lindbladians, in what follows we will
drop the superscripts 𝛽, 𝜏,𝑯, i.e. L ≡ L𝛽,𝜏,𝑯, L′ ≡ L𝛽,𝜏,𝑯′ , D ≡ D𝛽,𝜏,𝑯, etc.

Expressing the energy gradient
The thermal Lindbladian is quite cumbersome to manipulate. Nicely, the energy
gradient operator associated with the dissipative partD† [𝑯] permits a much simpler
approximate form up to a controllable error. Combining with error bounds on the
Lamb-shift term [𝑯𝐿𝑆,𝑯] (Proposition 4.10.3) allows us to approximate the full
gradient operator L† [𝑯].

Lemma 4.16.1 (Expression for energy gradient). Consider the operator Fourier
Transforms 𝑨̂𝑎 (𝜔) weighted by the bump function 𝑓𝜏 in Eq. (4.92) with Hamiltonian
𝑯. Then, for any Fourier transform pairs 𝛾(𝜔) and 𝑐(𝑡), the energy gradient
associated with the purely dissipative Lindbladian

D† [𝑯] =
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝛾(𝜔)

(
𝑨̂𝑎 (𝜔)†𝑯𝑨̂𝑎 (𝜔) − 1

2
{ 𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔),𝑯}

)
d𝜔

can be well approximated as a simpler form using

∥D† [𝑯] −
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝛾(𝜔)𝜔 𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔)d𝜔∥ ≤ 2

√
2𝜋𝜏
· ∥𝑐∥1 · ∥

∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎∥.
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Intuitively, the following expression is the simplest proxy one can write down to
capture the rate of energy change∑︁

𝑎∈𝑆

∫ ∞

−∞
𝜔 × 𝛾(𝜔) 𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔)d𝜔 ∼ (energy difference) × (rate).

Indeed, the Bohr frequency 𝜔 is essentially the energy difference after jump operator
𝑨𝑎 (𝜔); but because of the energy uncertainty in the operator Fourier transform (i.e.,
because 𝑓 (𝜔) is not a delta function), this interpretation must be corrected by an
error scaling as the energy resolution ∼ 1/𝜏. The starting point of the calculation
is a certain integration-by-part trick that relates the Hamiltonian operator 𝑯 to the
scalar 𝜔.

Proposition 4.16.1 (Integration by parts). In the setting of Lemma 4.16.1,

[𝑯, 𝑨̂(𝜔)] = 𝜔 𝑨̂(𝜔) + 1
i
√

2𝜋𝜏

(
𝑨(𝜏/2)e−i𝜔𝜏/2 − 𝑨(−𝜏/2)ei𝜔𝜏/2

)
.

Proof. Integration of the derivative can be expanded by the product rule

1
√

2𝜋𝜏

(
𝑨(𝜏/2)e−i𝜔𝜏/2 − 𝑨(−𝜏/2)ei𝜔𝜏/2

)
=

1
√

2𝜋𝜏

∫ 𝜏/2

−𝜏/2

d
d𝑡

(
𝑨(𝑡)e−i𝜔𝑡

)
d𝑡

=
1
√

2𝜋𝜏

∫ 𝜏/2

−𝜏/2

(
i[𝑯, 𝑨(𝑡)]e−i𝜔𝑡 − i𝜔𝑨(𝑡)e−i𝜔𝑡

)
d𝑡

= i[𝑯, 𝑨̂(𝜔)] − i𝜔 𝑨̂(𝜔).

Rearrange to conclude the proof. ■

Observe that taking the infinite time limit 𝜏 →∞ (i.e., perfect energy resolution) in
the above proposition recovers the relation for the true Bohr frequencies 𝜈

[𝑯, 𝑨𝜈] = 𝜈𝑨𝜈 for each 𝜈 ∈ 𝐵(𝑯).

At finite 𝜏, the above leads to simple bounds on the correction term. We now present
the proof of Lemma 4.16.1.
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Proof of Lemma 4.16.1. We calculate

D† [𝑯] =
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝛾(𝜔)

(
𝑨̂𝑎 (𝜔)†𝑯𝑨̂𝑎 (𝜔) − 1

2
{ 𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔),𝑯}

)
d𝜔

=
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝛾(𝜔) 1

2

(
𝑨̂𝑎 (𝜔)† [𝑯, 𝑨̂𝑎 (𝜔)] − [𝑯, 𝑨̂𝑎 (𝜔)†] 𝑨̂𝑎 (𝜔)

)
d𝜔

=
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝛾(𝜔)𝜔 𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔)d𝜔 + 𝑬,

where the error term 𝑬 is given by Proposition 4.16.1 as

𝑬 :=
−i

2
√

2𝜋𝜏

∑︁
𝑎∈𝑆

∫ ∞

−∞
𝛾(𝜔) 𝑨̂𝑎 (𝜔)†

(
𝑨𝑎 (𝜏/2)e−i𝜔𝜏/2 − 𝑨𝑎 (−𝜏/2)ei𝜔𝜏/2

)
d𝜔

+ i
2
√

2𝜋𝜏

∑︁
𝑎∈𝑆

∫ ∞

−∞
𝛾(𝜔)

(
𝑨𝑎 (𝜏/2)†ei𝜔𝜏/2 − 𝑨𝑎 (−𝜏/2)†e−i𝜔𝜏/2

)
𝑨̂𝑎 (𝜔)d𝜔.

To bound this error term, let us calculate one of the four individual terms as an
example∑︁
𝑎∈𝑆

∫ ∞

−∞
𝛾(𝜔)𝑨𝑎 (𝜏/2)† 𝑨̂𝑎 (𝜔)ei𝜔𝜏/2d𝜔

=
∑︁
𝑎∈𝑆

1
2𝜋
√
𝜏

∫ ∞

−∞

∫ ∞

−∞
𝑐(𝑡1)e−i𝜔𝑡1d𝑡1

∫ 𝜏/2

−𝜏/2
ei𝜔𝜏/2𝑨𝑎 (𝜏/2)†𝑨𝑎 (𝑡2)e−i𝜔𝑡2d𝑡2d𝜔

=
1
√
𝜏

∑︁
𝑎∈𝑆

∫ 𝜏/2

−𝜏/2
𝑐(𝜏/2 − 𝑡2)𝑨𝑎 (𝜏/2)†𝑨𝑎 (𝑡2)d𝑡2.

We can bound the operator norm of this term by ∥𝑐∥1/
√
𝜏 after applying the triangle

inequality and using the fact that

∥
∑︁
𝑎∈𝑆

𝑨𝑎 (𝜏/2)†𝑨𝑎 (𝑡2)∥ = ∥
∑︁
𝑎∈𝑆

𝑨𝑎†(𝜏/2)𝑨𝑎 (𝑡2)∥

≤ ∥
∑︁
𝑎∈𝑆

𝑨𝑎† ⊗ ⟨𝑎 |∥ · ∥
∑︁
𝑎∈𝑆

𝑨𝑎 ⊗ |𝑎⟩∥ = ∥
∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎∥.

Repeat a similar argument for the other three terms to conclude the proof. ■

Monotonicty of rates
Thermal Lindbladians generally depend sensitively on the Hamiltonian as it uses
Hamiltonian simulation for a long time 𝜏

ei𝑯𝜏 for 𝜏 ≫ 1.
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Therefore, even adding a small perturbation to the Hamiltonian 𝑯′ = 𝑯 + 𝑽 may
have a nonperturbative effect on L since

𝜏∥𝑽∥ ≫ 1 implies ∥L − L′∥1−1 ≫ 0.

In other words, at a large 𝜏, it is not obvious at all why the Lindbladians L,L′ are
related. Indeed, the original Davies’ generator (𝜏 →∞) is unstable against arbitrarily
small perturbations to the Hamiltonian; whenever energy degeneracy is broken, the
Lindbladian can change substantially.

Nevertheless, what we can show as a compromise is that the rate only increases
if the perturbation only introduces level splitting; this amounts to the assumption
that the original Hamiltonian has highly degenerate subspaces with a certain Bohr
frequencies gap Δ𝜈 as another large energy scale

1
𝜏
≪ ∥𝑽∥ ≪ Δ𝜈 .

Intuitively, level splitting causes decoherence (and only decoherence) in the Bohr
frequencies; for large 𝜏, the Lindblidan can indeed tell the transitions 𝜔, 𝜔′ apart if
the Bohr frequencies are sufficiently different. Fortunately, even though decoherence
can change the Lindbladian by a lot, we establish certain monotonicity of transition
rates. That is, L′ must have as good transition rates as L. A good example of 𝑶
would be an energy subspace projector. However, the argument works for general 𝑶,
which makes it more flexible to use.

Lemma 4.16.2 (Decoherence increases the rates). For any set of operators {𝑨𝑎}𝑎∈𝑆,
suppose there exists an operator 𝑶 such that∑︁

𝑎∈𝑆
𝑨𝑎†𝑨𝑎 ⪰ 𝑶 where [𝑶,𝑯] = 0.

Then, the operator Fourier Transforms 𝑨̂𝑎 (𝜔) (subscript 𝑓 omitted) for some
normalized weight

∫ ∞
−∞ | 𝑓 (𝑡) |

2d𝑡 = 1 and Hamiltonian 𝑯 satisfies∑︁
𝑎∈𝑆

∫ ∞

−∞
𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔)d𝜔 ⪰ 𝑶.
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Proof. By Proposition 4.15.1,∑︁
𝑎∈𝑆

∫ ∞

−∞
𝑨̂𝑎 (𝜔)† 𝑨̂𝑎 (𝜔)d𝜔 − 𝑶 =

∫ ∞

−∞
ei𝑯𝑡

(∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎
)
e−i𝑯𝑡 | 𝑓 (𝑡) |2d𝑡 − 𝑶

=

∫ ∞

−∞
ei𝑯𝑡

(∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎 − 𝑶
)
e−i𝑯𝑡 | 𝑓 (𝑡) |2d𝑡

=

∫ ∞

−∞
ei𝑯𝑡𝑿† · 𝑿e−i𝑯𝑡 | 𝑓 (𝑡) |2d𝑡

⪰ 0.

The second equality uses that
∫ ∞
−∞ | 𝑓 (𝑡) |

2d𝑡 = 1 and that ei𝑯𝑡𝑶e−i𝑯𝑡 = 𝑶. The last
line establishes PSD order using the assumption that there exists operator 𝑿 such
that

∑
𝑎∈𝑆 𝑨

𝑎†𝑨𝑎 − 𝑶 = 𝑿†𝑿. Together, we establish the desired statement. ■

Perturbation theory of eigenstates and eigenvalues
We state a few useful facts about perturbed eigenspace and eigenvalues that would be
useful in the proofs.

Proposition 4.16.2 (Davis-Kahan sinΘ theorem (see also Theorem VII.3.1 of [22])).
Let 𝑯 and 𝑯̃ be two equal-sized Hermitian matrices. Let 𝑷 be the projector onto
eigenstates of 𝑯 with eigenvalue in an interval [𝑎, 𝑏]. Let 𝑷̃⊥ be the projector onto
eigenstates of 𝑯̃ with eigenvalues outside the interval [𝑎 − 𝛿, 𝑏 + 𝛿]. Then

∥𝑷𝑷̃⊥∥ ≤ ∥𝑯 − 𝑯̃∥/𝛿.

Here ∥ · ∥ is the spectral norm (or any unitarily invariant norm).

Furthermore, the following fact bounds errors on perturbed eigenvalues:

Proposition 4.16.3 (Weyl’s inequality). For any two equal-sized Hermitian matrices
𝑯 and 𝑯̃, we have |𝜆 𝑗 (𝑯) − 𝜆 𝑗 (𝑯̃) | ≤ ∥𝑯 − 𝑯̃∥ for all 𝑗 , where 𝜆 𝑗 (𝑿) is the 𝑗-th
largest eigenvalue of matrix 𝑿.

Together, these facts imply that

Lemma 4.16.3. Let 𝑯 and 𝑯̃ = 𝑯 +𝑽 be Hamiltonians. Let 𝑷 be the projector onto
eigenstates of 𝑯 with eigenvalues in some interval [𝑎, 𝑏], which are separated from
the other eigenvalues by a gap of at least Δ. If ∥𝑽∥ ≤ Δ/4, then
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1. There exists a spectral projector 𝑷̃ onto eigenstates of 𝑯̃ with eigenvalues in
[𝑎 − Δ/4, 𝑏 + Δ/4], which are separated from the other eigenvalues by a gap
of at least Δ/2.

2. ∥𝑷 − 𝑷̃∥ ≤ 8∥𝑽∥/Δ.

Proof. The existence of 𝑷̃ (item 1) holds because of Proposition 4.16.3 above. Then
observe that

∥𝑷 − 𝑷̃∥ = ∥𝑷 − 𝑷𝑷̃ + 𝑷𝑷̃ − 𝑷̃∥ ≤ ∥𝑷𝑷̃⊥∥ + ∥𝑷⊥𝑷̃∥ ≤ 8∥𝑽∥/Δ,

where the last inequality is obtained by applying Proposition 4.16.2 with 𝛿 = Δ/4 to
bound ∥𝑷𝑷̃⊥∥ and ∥𝑷⊥𝑷̃∥. ■

Lemma 4.16.4 (Off-block-diagonal perturbation). Consider a block diagonal Hermi-
tian matrix 𝑫 = 𝑫1 + 𝑫2, where the two blocks correspond to orthogonal subspace
projectors 𝑷1 and 𝑰 − 𝑷1 = 𝑷2 and are separated by eigenvalue gap at least Δ. Add
an off-block-diagonal Hermitian perturbation 𝑽 = 𝑽12 + 𝑽21 such that ∥𝑽∥ ≤ Δ/4.
Then, there is an anti-Hermitian operator 𝑩 and an absolute constant 𝐶0 such that

𝑫 + 𝑽 = e−𝑩𝑫e𝑩 + (𝑫 + 𝑽 − e−𝑩𝑫e𝑩)

where ∥𝑩∥ ≤ 𝐶0
∥𝑽∥
Δ
, and ∥e𝑩 (𝑫 + 𝑽)e−𝑩 − 𝑫∥ ≤ 𝐶0

∥𝑽∥2
Δ

.

This implies the sorted eigenvalues of 𝑫 are perturbed by 𝐶0∥𝑽∥2/Δ.

We remark that the scaling with respect to ∥𝑽∥ is consistent with perturbation theory:
the angle change is first-order ∼ ∥𝑽∥

Δ
, and the eigenvalue change is second-order

∼ ∥𝑽∥
2

Δ
. Note that for diagonal perturbation, the eigenvalue change is only bounded

by ∼ ∥𝑽∥.

Proof. Observe that

e𝑩 (𝑫 + 𝑽)e−𝑩 = 𝑫 + (𝑽 + [𝑩, 𝑫]) + [𝑩,𝑽] +
∞∑︁
𝑘=2

1
𝑘!

ad𝑘𝑩 (𝑫 + 𝑽).

Let us choose 𝑩 to cancel the first order term in 𝑽, i.e.,

𝑽 = −[𝑩, 𝑫] . (4.113)



298

We can solve for 𝑩 by working in the eigenbasis of 𝑫 =
∑
𝑖 𝐷𝑖 |𝜓𝑖⟩⟨𝜓𝑖 |. Then denoting

𝑂𝑖 𝑗 = ⟨𝜓𝑖 |𝑶 |𝜓 𝑗 ⟩, we can rewrite Eq. (4.16) as

𝑉𝑖 𝑗 = 𝐵𝑖 𝑗 (𝐷𝑖 − 𝐷 𝑗 ) or 𝐵𝑖 𝑗 =
𝑉𝑖 𝑗

𝐷𝑖 − 𝐷 𝑗

.

Note 𝐵𝑖 𝑗 = 𝑉𝑖 𝑗 = 0 whenever |𝐷𝑖 − 𝐷 𝑗 | ≥ Δ by assumption. Hence, we can solve for
𝑩 using the Heisenberg picture Fourier transform:

𝐵𝑖 𝑗 =
1
√

2𝜋

∫ ∞

−∞
𝑓 (𝑡)ei(𝐷𝑖−𝐷 𝑗 )𝑡𝑉𝑖 𝑗d𝑡 = 𝑉𝑖 𝑗 𝑓 (𝐷 𝑗 − 𝐷𝑖) for each 𝑖, 𝑗

or 𝑩 =
1
√

2𝜋

∫ ∞

−∞
𝑓 (𝑡)ei𝑫𝑡𝑽e−i𝑫𝑡︸      ︷︷      ︸

=:𝑽 (𝑡)

d𝑡,

where we choose the function 𝑓 (𝑡) whose Fourier transform matches the reciprocal
at sufficiently large values,

𝑓 (𝜔) = 1
−𝜔 when |𝜔 | ≥ Δ,

but remain “nice” near 𝜔 = 0. One example is to use a smooth bump function

− 1
𝜔
· 𝑏(𝜔

Δ
) where 𝑏(𝑥) =


1 if |𝑥 | ≥ 1

O(𝑥2) if |𝑥 | ≈ 0.

For concreteness, we take

𝑏(𝑥) =


1 − exp( 1
1− 1

𝑥2
) if |𝑥 | < 1

1 else
.

Then, taking triangle inequality and using the unitary invariance of the operator
norm,

∥𝑩∥ ≤ 1
√

2𝜋
∥ 𝑓 ∥1 · ∥𝑽∥ ≤ 𝐶0

∥𝑽∥
Δ
.

The last inequality bounds the Fourier transform by change-of-variable 𝑥 = 𝜔/Δ
and leaves a constant 𝐶0 that depends on the inverse Fourier transform of the
“dimensionless function” 𝑏(𝑥)/𝑥. This bound on 𝑩 then allows us to control the
higher-order errors

e𝑩 (𝑫+𝑽)e−𝑩 = 𝑫+𝑽+
∫ 1

0
e𝑩𝑠 [𝑩,𝑽]e−𝑩𝑠d𝑠+[𝑩, 𝑫]+

∫ 1

0
e𝑩𝑠 [𝑩, [𝑩, 𝑫]]e−𝑩𝑠 (1−𝑠)d𝑠.
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Substitute [𝑩, 𝑫] = −𝑽 and rearranging, we get

e𝑩 (𝑫 + 𝑽)e−𝑩 − 𝑫 =

∫ 1

0
e𝑩𝑠 [𝑩,𝑽]e−𝑩𝑠𝑠d𝑠.

Apply the triangle inequality, we get

∥e𝑩 (𝑫 + 𝑽)e−𝑩 − 𝑫∥ ≤ ∥[𝑩,𝑽] ∥
∫ 1

0
𝑠d𝑠 ≤ 𝐶0

∥𝑽∥2
Δ

.

Finally, to obtain sorted eigenvalues of 𝑫, use the fact that e−𝑩 is unitary and apply
Weyl’s inequality for e−𝑩𝑫e𝑩. ■

<latexit sha1_base64="qJVUOHSM9hpCm3uSHow9M47lD+4=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerk9iOJ5ERkDJtE6EuoCh2AkN9g27bl+jTdDfotg9SUrQjhsftaGPyfP/h5Yi/ZOGM0Vy0Wm+fPH3v/Q8+/OjZxyuffNr47PPnq1/087TgEelFKUv5AKOcMJqQnqCCkUHGCYoxI1f4LtD8ShKe0zTpivuMDGM0SeiYRkio0GWYFLfPm631VnX5sNGeN5re/OrcrjZWw1EaFTFJRMRQnt+0W5kYzhAXNGKkXFkJi5xkKLpDEzJDcZ7fx7j012IkprnLdHAZuynE+OfhjCZZIUgSKYli44L5IvX1PvwR5SQS7F41UMSpmtqPpoijSKjdLp3l8bpwrAJrvj1lVU1VyLv8peAF+c5HjFWx/CVmBRnOpmpizslYZTqDcXRHRLmyZgcTJDDFepY1hDEnciXkJCG/RGkco2Q0CyWJylmoFxLa4WBTRfWKI8Rmm6VLtyy6BShigcUDl28tKMYQBttW6jagOxbdAQPv1AMDGOxaqbuA7ll0D9B9i+4DemDRA0APLXoI6JFFjwA9tugxoCcWPQH01KKnoFSndakADM6s1DNAOxbtgIE79cAABudW6jlIPa9TAQwurNQLkHpRpwIYXFqpl4B2LdoFtGfRHqB9i/YBvbLoFaADiw4Afe1bWHVcfm3h68f0W+3qLFcCibhqUJYm+mnxaAC5WdkeelsiAxAAWwYAv0tsAAYgMACYXG4bAPwtdwwA7pW7BgDjyj0DgGflvgHArvLAAOBUeWgAMKk8MgD4Ux4bAKwpTwwArpSnBgDPyTMDgN1kxwBgJnluALCKvDAAGEFeGgA8ILsGgOMvewaAky/7BoBDL68MAOddDgwAR11WR10ReMrltSHXAOR0Es8Pqh+ajiPBtQZxJZJLVZJP08Uwulm670d9hxkZCydPl5jTyVQAY+GkmM+p/te4000rOEViGcSLREjihzFjCKu3RAUDfRDXHtOdBQSewmlMJosChabjSEZoMinND+Gls1OmzwDrE+4Wh2vAlwD1J1BQSsub9nBmylqFwjvCk+9b6xs/kDfvivrNtm8qD0XvDLvbS1IeV4sJ9WL9WbNd+uGSdWdGuDE0KbPmRnmrxUuGy2xZW8s2XBmzdOz/hON6fbWseurz6kkIbghDODd6TCcTUy+zqYe+u5aHjLrCJsOq2pLlWzl9N2dJAUn5sG7i7pIWCRU1py7n9D+hetMJXtMuBzhL2X0t6OgeGOE+qxW64wq6tqC7RIC4erK8mWvSTC059lXsVx0MGY2pyN0UOiormfp1yGWRWdNVPfc+02Skv53Sxdaxenypw6g+otruJxNs9DfW2z+uvzh/0Xy1Nf+ceuZ95X3tfeO1vZ+8V96+1/F6XuRNvN+8370/Gn82/mq8bfxtpE+fzHO+9B5djX/+BXkWZ3o=</latexit>⌫

<latexit sha1_base64="YGcWRjXkmMjKSnCKRJSgNtCutHQ=">AAAOK3ichZdbbyM1FMdnl9tSCGzhkZcRUQVCUCXVcnlZadvp/Zq2uZR2osqeOIlVz0Uej9kqGj4Cr/Al+DQ8gXjle2CPk47rE9h5iX1+/+PLGf9nMjhjNBet1p9Pnr719jvvvvfs/ZUPPmx89PHz1U/6eVrwiPSilKX8CqOcMJqQnqCCkauMExRjRgb4LtB8IAnPaZp0xX1GhjGaJHRMIyR0KEyKL26fN1vrreryYaM9bzS9+dW5XW2shqM0KmKSiIihPL9ptzIxnCEuaMRIubISFjnJUHSHJmSG4jy/j3Hpr8VITHOX6eAydlOI8Q/DGU2yQpAkUhLFxgXzRerrjfgjykkk2L1qoIhTNbUfTRFHkVDbXTrL43XhWAXWfHvKqpyqknf5S8EL8rWPGKti+UvMCjKcTdXEnJOxynQG4+iOiHJlzQ4mSGCK9SxrCGNO5ErISUJ+itI4RsloFkoSlbNQLyS0w8GmiuoVR4jNNkuXbll0C1DEAosHLt9aUIwhDLat1G1Adyy6AwbeqQcGMNi1UncB3bPoHqD7Ft0H9MCiB4AeWvQQ0COLHgF6bNFjQE8segLoqUVPQalO61IBGJxZqWeAdizaAQN36oEBDM6t1HOQel6nAhhcWKkXIPWiTgUwuLRSLwHtWrQLaM+iPUD7Fu0DOrDoANAri14B+qNvYdVx+bWFrx/Tr7Srs1wJJOKqQVma6KfFowHkZmV76G2JDEAAbBkA/C6xARiAwABgcrltAPC33DEAuFfuGgCMK/cMAJ6V+wYAu8oDA4BT5aEBwKTyyADgT3lsALCmPDEAuFKeGgA8J88MAHaTHQOAmeS5AcAq8sIAYAR5aQDwgOwaAI6/7BkATr7sGwAOvRwYAM67vDIAHHVZHXVF4CmX14ZcA5DTSTw/qH5oOo4E1xrElUguVUk+TRfD6Gbpvh/1HWZkLJw8XWJOJ1MBjIWTYj6n+mPjTjet4BSJZRAvEiGJH8aMIazeEhUM9EFce0x3FhB4CqcxmSwKFJqOIxmhyaQ0P4SXzk6ZPgOsT7hbHK4BXwLUv0BBKS1v2sOZKWsVCu8IT75prW98S16/Keo3276pPBS9MexuL0l5XC0m1Iv1Z8126YdL1p0Z4cbQpMyaG+WtFi8ZLrNlbS3bcGXM0rH/E47r9dWy6qnPqychuCEM4dzoMZ1MTL3Mph767loeMuoKmwyrakuWb+X03ZwlBSTlw7qJu0taJFTUnLqc0/+E6k0neE27HOAsZfe1oKN7YIT7rFbojivo2oLuEgHi6snyeq5JM7Xk2Fexn3UwZDSmIndT6KisZOrXIZdFZk1X9dz7TJOR/nhKF1vH6vGlDqP6iGq7n0yw0d9Yb3+3/uL8RfPV1vxz6pn3mfe596XX9r73Xnn7XsfreZE39X7xfvV+a/ze+KPxV+NvI336ZJ7zqffoavzzL8R3Z6s=</latexit>

⌫0

(                )

<latexit sha1_base64="c/7UCjhRwxRk7cNsMS2EUTMmOIk=">AAAOLXichZdbbyM1FMdnl9tSCGzhkZcRUaUFQZVUy+VlpW2m99umbZKWdqLKnjiJqecij8dsFQ2fgVf4EnwaHpAQr3wN7HHScX0COy+xz+9/fDnj/0wGZ4zmotX689Hjt95+5933nry/8sGHjY8+frr6ySBPCx6RfpSylF9ilBNGE9IXVDBymXGCYszIBb4NNL+QhOc0TXriLiPDGE0SOqYREio06DwL5d4XN0+brfVWdfmw0Z43mt786t6sNlbDURoVMUlExFCeX7dbmRjOEBc0YqRcWQmLnGQoukUTMkNxnt/FuPTXYiSmuct0cBm7LsT4++GMJlkhSBIpiWLjgvki9fVW/BHlJBLsTjVQxKma2o+miKNIqA0vneXhunCsAmu+PWVVUFXL2/yF4AX5ykeMVbH8BWYFGc6mamLOyVhlOoNxdEtEubJmBxMkMMV6ljWEMSdyJeQkIT9FaRyjZDQLJYnKWagXEtrhYFNF9YojxGabpUs7Fu0Ailhg8cDlnQXFGMJgy0rdAnTbottg4O16YACDHSt1B9Bdi+4CumfRPUD3LboP6IFFDwA9tOghoEcWPQL02KLHgJ5Y9ASU6qQuFYDBKyv1FaBdi3bBwN16YACDUyv1FKSe1qkABmdW6hlIPatTAQzOrdRzQHsW7QHat2gf0IFFB4BeWPQC0EuLXgL6g29h1XH5lYWvHtIvtauzXAkk4qpBWZrop8WDAeRmZXvobYkMQAB0DAB+l9gADEBgADC53DIA+FtuGwDcK3cMAMaVuwYAz8o9A4Bd5b4BwKnywABgUnloAPCnPDIAWFMeGwBcKU8MAJ6TrwwAdpNdA4CZ5KkBwCryzABgBHluAPCA7BkAjr/sGwBOvhwYAA69vDAAnHd5aQA46rI66orAUy6vDLkCIKeTeH5Q/dB0HAmuNYgrkVyqknyaLobRzdJ9P+o7zMhYOHm6xJxOpgIYCyfFfM5QtZy0aQWnSCyDeJEISXw/Zgxh9ZaoYKAP4tpDur2AwFM4jclkUaDQdBzJCE0mpfkhvHR2yvQZYAPC3eJwDfgSoP4HCkpped0ezkxZq1B4S3jydWt94xvy+k1Rv9n2TeWh6I1hd3tJyuNqMaFerD9rtks/XLLuzAg3hiZl1twob7R4yXCZLWtr2YYrY5aO/Z9wXK+vllVPfV49CcENYQjnRo/pZGLqZTZ133fXcp9RV9hkWFVbsnwrZ+DmLCkgKe/XTdxd0iKhoubU5Zz+J1RvOsFr2uMAZym7qwVd3QMj3GW1QndcQc8W9JYIEFdPltdzTZqpJce+iv2sgyGjMRW5m0JHZSVTvw45LzJruqrn3meajPTnU7rYOlaPL3UY1UdU2/1kgo3Bxnr72/Xnp8+bLzvzz6kn3mfe594zr+1957309ryu1/ci70fvF+9X77fG740/Gn81/jbSx4/mOZ96D67GP/8C+jJoBg==</latexit>

B(H)

<latexit sha1_base64="+xOj0eg0uGsB/ppUdS+7tS2abcM=">AAAOLnichZdbb+NEFMe9y20pBLbwyItFFLEgqJJq2eVlpW3c+zVtcymto2rGmSSjjC8aj4etIvMdeIUvwadB4gHxysdg7Enq6ZzA+iUz5/c/czmevx3jhNFUNJt/Pnr8zrvvvf/Bkw/XPvq49smnT9c/66dxxgPSC2IW8yuMUsJoRHqCCkauEk5QiBkZ4JlX8IEkPKVx1BV3CRmGaBLRMQ2QUKFB+5kv97/6+vZpvbnRLC8XNlqLRt1ZXJ3b9dq6P4qDLCSRCBhK05tWMxHDOeKCBozka2t+lpIEBTM0IXMUpuldiHO3ESIxTW1WBFexm0yMfxjOaZRkgkSBkig2zpgrYrfYizuinASC3akGCjhVU7vBFHEUCLXjlbM8XBcOVaDhmlOWFVXFnKWvBM/Ity5irIylrzDLyHA+VRNzTsYq0xqMoxkR+VrDDEZIYIqLWRoIY07kms9JRH4K4jBE0WjuSxLkc79YiG+GvS0VLVYcIDbfym3aNmgbUMQ8g3s2by8pxhB620bqNqA7Bt0BA+9UAwPo7Rqpu4DuGXQP0H2D7gN6YNADQA8NegjokUGPAD026DGgJwY9AfTUoKegVKdVqQD0zozUM0A7Bu2AgTvVwAB650bqOUg9r1IB9C6M1AuQelGlAuhdGqmXgHYN2gW0Z9AeoH2D9gEdGHQA6JVBrwD90TWw6tj82sDXD+k3hauTVAkk4qpBWRwVT4sHA8it0vbQ2xJpgABoawD8LrEGGABPA2Byua0B8Lfc0QC4V+5qAIwr9zQAnpX7GgC7ygMNgFPloQbApPJIA+BPeawBsKY80QC4Up5qADwnzzQAdpMdDYCZ5LkGwCryQgNgBHmpAfCA7GoAjr/saQBOvuxrAA69HGgAzru80gAcdVkedUXgKZfXmlwDkNJJuDiorq87lgRXGsSVSK5UST6Nl8MUzdx+PxZ3mJGxsPKKEnM6mQpgLBxlizl91bLSpiWcIrEK4mUiJOH9mCGE5VuihF5xEBsP6c4SAk/hOCSTZYF83bEkIzSZ5PqH8NzaKSvOAOsTbheHF4CvAOqPoKCU5jet4VyXtQz5M8Kj75obm9+TN2+LuvWWqysPRW8N29uLYh6Wi/GLxbrzeit3/RXrTrRwc6hT5vXN/LYQrxguMWWtQrZpy5ihY/8nHFfrq2TlU5+XT0JwQxjCqdZjOpnoeulN3ffttdxnVBXWGUbVVizfyOnbOSsKSPL7dRN7lzSLqKg4tTmn/wnVm07winY5wEnM7ipBp+iBEe6SSlF0bEHXFHRXCBBXT5Y3C02cqCWHror9XAR9RkMqUjuFjvJSpn4tcpklxnRlz77PNBoV30/xcutYPb7UYVQfUS37kwk2+psbrRcbz8+f11+3F59TT5wvnC+dZ07Leem8dvadjtNzAmfm/OL86vxW+732R+2v2t9a+vjRIudz58FV++dfRhRoNw==</latexit>

B(H 0)

<latexit sha1_base64="6wYedfaLxoVJ7TZUIIyanKOv7CQ=">AAAOKnichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKPerk9iOJ5ERkDJtE6EuoCh2AkN9g27bl+jTdDfotg9SUrQjhsftaGPyfP/h5Yi/ZOGM0Vy0Wm+fPH3v/Q8+/OjZxyuffNr47PPnq1/087TgEelFKUv5AKOcMJqQnqCCkUHGCYoxI1f4LtD8ShKe0zTpivuMDGM0SeiYRkio0GUYF7fPm631VnX5sNGeN5re/OrcrjZWw1EaFTFJRMRQnt+0W5kYzhAXNGKkXFkJi5xkKLpDEzJDcZ7fx7j012IkprnLdHAZuynE+OfhjCZZIUgSKYli44L5IvX1PvwR5SQS7F41UMSpmtqPpoijSKjdLp3l8bpwrAJrvj1lVU1VyLv8peAF+c5HjFWx/CVmBRnOpmpizslYZTqDcXRHRLmyZgcTJDDFepY1hDEnciXkJCG/RGkco2Q0CyWJylmoFxLa4WBTRfWKI8Rmm6VLtyy6BShigcUDl28tKMYQBttW6jagOxbdAQPv1AMDGOxaqbuA7ll0D9B9i+4DemDRA0APLXoI6JFFjwA9tugxoCcWPQH01KKnoFSndakADM6s1DNAOxbtgIE79cAABudW6jlIPa9TAQwurNQLkHpRpwIYXFqpl4B2LdoFtGfRHqB9i/YBvbLoFaADiw4Afe1bWHVcfm3h68f0W+3qLFcCibhqUJYm+mnxaAC5WdkeelsiAxAAWwYAv0tsAAYgMACYXG4bAPwtdwwA7pW7BgDjyj0DgGflvgHArvLAAOBUeWgAMKk8MgD4Ux4bAKwpTwwArpSnBgDPyTMDgN1kxwBgJnluALCKvDAAGEFeGgA8ILsGgOMvewaAky/7BoBDL68MAOddDgwAR11WR10ReMrltSHXAOR0Es8Pqh+ajiPBtQZxJZJLVZJP08Uwulm670d9hxkZCydPl5jTyVQAY+GkmM8ZqpaTNq3gFIllEC8SIYkfxowhrN4SFQz0QVx7THcWEHgKpzGZLAoUmo4jGaHJpDQ/hJfOTpk+A6xPuFscrgFfAtSfQEEpLW/aw5kpaxUK7whPvm+tb/xA3rwr6jfbvqk8FL0z7G4vSXlcLSbUi/VnzXbph0vWnRnhxtCkzJob5a0WLxkus2VtLdtwZczSsf8Tjuv11bLqqc+rJyG4IQzh3OgxnUxMvcymHvruWh4y6gqbDKtqS5Zv5fTdnCUFJOXDuom7S1okVNScupzT/4TqTSd4Tbsc4Cxl97Wgo3tghPusVuiOK+jagu4SAeLqyfJmrkkzteTYV7FfdTBkNKYid1PoqKxk6tchl0VmTVf13PtMk5H+dkoXW8fq8aUOo/qIarufTLDR31hv/7j+4vxF89XW/HPqmfeV97X3jdf2fvJeeftex+t5kTfxfvN+9/5o/Nn4q/G28beRPn0yz/nSe3Q1/vkXa1FneQ==</latexit>µ

<latexit sha1_base64="kfCxbLZTAPYdcn5xzv9PbOGtQSo=">AAAOM3ichZdbbyM1FMdnl9tSCGzhkZcRUSWEoEqq5fKy0rbT+zVtkzTbTlTZEyex6rnI45itRsPH4BW+BB8G8YZ45Ttgj5OO6xPYeYl9fv/jy4n/c8EZo7lotf548vSdd997/4NnH6589HHjk0+fr37Wz9MZj0gvSlnKBxjlhNGE9AQVjAwyTlCMGbnCd4HmV5LwnKZJV9xnZBijSULHNEJChcJwmzCBboswmZW3z5ut9VZ1+bDRnjea3vzq3K42VsNRGs1ikoiIoTy/abcyMSwQFzRipFxZCWc5yVB0hyakQHGe38e49NdiJKa5y3RwGbuZifGPw4Im2UyQJFISxcYz5ovU1xvyR5STSLB71UARp2pqP5oijiKhtr10lsfrwrEKrPn2lFVZVUXv8peCz8g3PmKsiuUvMZuRYTFVE3NOxirTGYyjOyLKlTU7mCCBKdazrCGMOZErIScJ+SlK4xgloyKUJCqLUC8ktMPBporqFUeIFZulS7csugUoYoHFA5dvLSjGEAbbVuo2oDsW3QED79QDAxjsWqm7gO5ZdA/QfYvuA3pg0QNADy16COiRRY8APbboMaAnFj0B9NSip6BUp3WpAAzOrNQzQDsW7YCBO/XAAAbnVuo5SD2vUwEMLqzUC5B6UacCGFxaqZeAdi3aBbRn0R6gfYv2Ab2y6BWgA4sOAH3tW1h1XH5t4evH9Gvt6ixXAom4alCWJvpu8WgAuVnZHnpbIgMQAFsGAL9LbAAGIDAAmFxuGwD8LXcMAO6VuwYA48o9A4Bn5b4BwK7ywADgVHloADCpPDIA+FMeGwCsKU8MAK6UpwYAz8kzA4DdZMcAYCZ5bgCwirwwABhBXhoAPCC7BoDjL3sGgJMv+waAQy+vDADnXQ4MAEddVkddEXjK5bUh1wDkdBLPD6ofmo4jwbUGcSWSS1WST9PFMLpZus9H/Q8zMhZOni4xp5OpAMbC6nXGzKlfbJy0aQWnSCyDeJEISfwwZgxh9ZSoYKAP4tpjurOAwFM4jclkUaDQdBzJCE0mpfkhvHR2yvQZYH3C3eJwDfgSoN4GBaW0vGkPC1PWKhTeEZ5821rf+I68eVvUb7Z9U3koemvY3V6S8rhaTKgX6xfNdumHS9adGeHG0KQUzY3yVouXDJfZsraWbbgyZunY/wnH9fpqWXXX59WdEPwhDOHc6DGdTEy9zKYe+u5aHjLqCpsMq2pLlm/l9N2cJQUk5cO6ibtLOkuoqDl1Oaf/CdWTTvCadjnAWcrua0FH98AI91mt0B1X0LUF3SUCxNWd5c1ck2ZqybGvYj/rYMhoTEXuptBRWcnUr0MuZ5k1XdVz/2eajPRHVLrYOla3L3UY1UdU2/1kgo3+xnr7+/UX5y+ar7bmn1PPvC+8L72vvLb3g/fK2/c6Xs+LvMz7xfvV+63xe+PPxl+Nv4306ZN5zufeo6vxz78MB2tx</latexit>

�⌫

<latexit sha1_base64="yehDoKhlNJxgd37Ei7TUvmbVO3U=">AAAOOXichZfLbuM2FIY109s0rdukXXYj1AgwLdrADqad2QwwiXK/OokvmURGQMq0TYS6gKLYBIL6JN22L9En6bK7otu+QCnRjhget6ONyfP9h5cj/pKFE0ZT0Wr98eTpe+9/8OFHzz5e+uTTxmefL6980U/jjAekF8Qs5pcYpYTRiPQEFYxcJpygEDMywLdeyQeS8JTGUVfcJ2QYoklExzRAQoVulpd9Qe5EfpGQoHjuy71vbpabrbVWdbmw0Z41ms7s6tysNFb8URxkIYlEwFCaXrdbiRjmiAsaMFIsLflZShIU3KIJyVGYpvchLtzVEIlparMyuIhdZ2L8apjTKMkEiQIlUWycMVfEbrktd0Q5CQS7Vw0UcKqmdoMp4igQavMLZ3m8LhyqwKprTlkVV9X1Nn0teEa+cxFjVSx9jVlGhvlUTcw5GatMazCObokollbNYIQEpricZRVhzIlc8jmJyE9BHIYoGuW+VLcg98uF+GbY21DRcsUBYvlGYdNNg24CiphncM/mm3OKMYTelpG6Bei2QbfBwNv1wAB6O0bqDqC7Bt0FdM+ge4DuG3Qf0AODHgB6aNBDQI8MegTosUGPAT0x6Ako1UldKgC9UyP1FNCOQTtg4E49MIDemZF6BlLP6lQAvXMj9RykntepAHoXRuoFoF2DdgHtGbQHaN+gfUAHBh0AemnQS0DfugZWHZtfGfjqMf22dHWSKoFEXDUoi6PyafFoALlR2R56WyINEACbGgC/S6wBBsDTAJhcbmkA/C23NQDulTsaAOPKXQ2AZ+WeBsCucl8D4FR5oAEwqTzUAPhTHmkArCmPNQCulCcaAM/JUw2A3WRHA2AmeaYBsIo81wAYQV5oADwguxqA4y97GoCTL/sagEMvBxqA8y4vNQBHXVZHXRF4yuWVJlcApHQSzg6q6+uOJcG1BnElkgtVkk/j+TBls7Dfj+UdZmQsrLyyxJxOpgIYC0fZbE5ftay0aQWnSCyCeJ4ISfgwZghh9ZaooFcexNXHdHsOgadwHJLJvEC+7liSEZpMCv1DeGHtlJVngPUJt4vDS8AXAPWfUFBKi+v2MNdlrUL+LeHR96219R/I3buibrPt6spD0TvD9vaimIfVYvxysW7ebBeuv2DdiRauD3VK3lwvbkrxguESU9YuZeu2jBk69n/Ccb2+WlY99Xn1JAQ3hCGcaj2mk4mul97UQ99ey0NGXWGdYVRtwfKNnL6ds6CApHhYN7F3SbOIippTm3P6n1C96QSvaZcDnMTsvhZ0yh4Y4T6pFWXHFnRNQXeBAHH1ZLmbaeJELTl0VeznMugzGlKR2il0VFQy9WuRiywxpqt69n2m0aj8lIrnW8fq8aUOo/qIatufTLDRX19r/7j24uxF883m7HPqmfOV87Xz3Gk7L503zp7TcXpO4EjnF+dX57fG740/G381/tbSp09mOV86j67GP/8CX7Fs/Q==</latexit>

Spec(H)

<latexit sha1_base64="vetgvobRuP6Wi6IgFBOnC1ecE8E=">AAAOKHichZfLbuM2FIY109s0rdtJu+xGqBGgKNrADqaXzQCTKM79Yie240lkBKRM24SpCyiKHcNQX6Db9iX6NN0Vs+2TlBLtiOFxO9qYPN9/eDniL1k4YTQVjcbbJ0/fe/+DDz969vHGJ5/WPvv8+eYX/TTOeEB6QcxiPsAoJYxGpCeoYGSQcIJCzMgNnnkFv5GEpzSOumKekGGIJhEd0wAJFeq07p/XG9uN8nJho7ls1J3l1b7frG36ozjIQhKJgKE0vWs2EjFcIC5owEi+seFnKUlQMEMTskBhms5DnLtbIRLT1GZFcB27y8T45+GCRkkmSBQoiWLjjLkidotduCPKSSDYXDVQwKma2g2miKNAqL2uneXxunCoAluuOWVZS1XGWfpS8Ix85yLGylj6ErOMDBdTNTHnZKwyrcE4mhGRb2yZwQgJTHExyxbCmBO54XMSkV+COAxRNFr4kgT5wi8W4pthb1dFixUHiC12c5vuGXQPUMQ8g3s231tRjCH09o3UfUBbBm2BgVvVwAB6B0bqAaCHBj0E9MigR4AeG/QY0BODngB6atBTQM8MegbouUHPAb0w6AUo1UVVKgC9SyP1EtC2Qdtg4HY1MIBex0jtgNROlQqgd2WkXoHUqyoVQO/aSL0GtGvQLqA9g/YA7Ru0D+iNQW8AHRh0AOhr18CqY/NbA98+pt8Wrk5SJZCIqwZlcVQ8LR4NIHdL20NvS6QBAmBPA+B3iTXAAHgaAJPLfQ2Av2VLA+BeeaABMK481AB4Vh5pAOwqjzUATpUnGgCTylMNgD/lmQbAmvJcA+BKeaEB8Jy81ADYTbY1AGaSHQ2AVeSVBsAI8loD4AHZ1QAcf9nTAJx82dcAHHp5owE473KgATjqsjzqisBTLm81uQUgpZNweVBdX3csCa40iCuRXKuSfBqvhimauf1+LO4wI2Nh5RUl5nQyFcBYOMqWc/qqZaVNSzhFYh3Eq0RIwocxQwjLt0QJveIgbj2mrRUEnsJxSCarAvm6Y0lGaDLJ9Q/hubVTVpwB1ifcLg4vAF8D1F9AQSnN75rDhS5rGfJnhEffN7Z3fiBv3hV1601XVx6K3hm2txfFPCwX4xeLdRf1Zu76a9adaOHOUKcs6jv5fSFeM1xiypqFbMeWMUPH/k84rtZXycqnPi+fhOCGMIRTrcd0MtH10pt66NtrecioKqwzjKqtWb6R07dz1hSQ5A/rJvYuaRZRUXFqc07/E6o3neAV7XKAk5jNK0G76IER5kmlKDq2oGsKumsEiKsny5ulJk7UkkNXxX4tgj6jIRWpnUJHeSlTvxa5zhJjurJn32cajYovp3i1daweX+owqo+opv3JBBv9ne3mj9svOi/qr/aWn1PPnK+cr51vnKbzk/PKOXLaTs8JHOL85vzu/FH7s/ZX7e/aWy19+mSZ86Xz6Kr98y+jbGZs</latexit>

E

<latexit sha1_base64="ZXmJceOEOc2EPO46XcjW2c+YN7E=">AAAONXichZdbc+M0FMe9y20pBLbwyIuHTGcWBjpJZ7m87Mw27v22aZukpXXoSI6SaCpfRpbFdjLmc/AKX4LPwgNvDK98BSQrqVWdwPol0vn9jy7H+tsxzhjNRav1x6PHb739zrvvPXl/5YMPGx99/HT1k0GeFjwi/ShlKb/EKCeMJqQvqGDkMuMExZiRC3wbaH4hCc9pmvTEXUaGMZokdEwjJFToxzAp/JAmfudZKPe+uHnabK23qsuHjfa80fTmV/dmtbEajtKoiEkiIoby/LrdysRwhrigESPlykpY5CRD0S2akBmK8/wuxqW/FiMxzV2mg8vYdSHG3w9nNMkKQZJISRQbF8wXqa+35I8oJ5Fgd6qBIk7V1H40RRxFQm186SwP14VjFVjz7Smrwqqa3uYvBC/IVz5irIrlLzAryHA2VRNzTsYq0xmMo1siypU1O5gggSnWs6whjDmRKyEnCfkpSuMYJaNZKElUzkK9kNAOB5sqqlccITbbLF3asWgHUMQCiwcu7ywoxhAGW1bqFqDbFt0GA2/XAwMY7FipO4DuWnQX0D2L7gG6b9F9QA8segDooUUPAT2y6BGgxxY9BvTEoiegVCd1qQAMXlmprwDtWrQLBu7WAwMYnFqppyD1tE4FMDizUs9A6lmdCmBwbqWeA9qzaA/QvkX7gA4sOgD0wqIXgF5a9BLQH3wLq47Lryx89ZB+qV2d5UogEVcNytJEPy0eDCA3K9tDb0tkAAKgYwDwu8QGYAACA4DJ5ZYBwN9y2wDgXrljADCu3DUAeFbuGQDsKvcNAE6VBwYAk8pDA4A/5ZEBwJry2ADgSnliAPCcfGUAsJvsGgDMJE8NAFaRZwYAI8hzA4AHZM8AcPxl3wBw8uXAAHDo5YUB4LzLSwPAUZfVUVcEnnJ5ZcgVADmdxPOD6oem40hwrUFcieRSleTTdDGMbpbu+1HfYUbGwsnTJeZ0MhXAWDgp5nOqvzjudNMKTpFYBvEiEZL4fswYwuotUcFAH8S1h3R7AYGncBqTyaJAoek4khGaTErzQ3jp7JTpM8AGhLvF4RrwJUD9HxSU0vK6PZyZslah8Jbw5OvW+sY35PWbon6z7ZvKQ9Ebw+72kpTH1WJCvVh/1myXfrhk3ZkRbgxNyqy5Ud5o8ZLhMlvW1rINV8YsHfs/4bheXy2rnvq8ehKCG8IQzo0e08nE1Mts6r7vruU+o66wybCqtmT5Vs7AzVlSQFLer5u4u6RFQkXNqcs5/U+o3nSC17THAc5SdlcLuroHRrjLaoXuuIKeLegtESCuniyv55o0U0uOfRX7WQdDRmMqcjeFjspKpn4dcl5k1nRVz73PNBnpz6h0sXWsHl/qMKqPqLb7yQQbg4319rfrz0+fN1925p9TT7zPvM+9Z17b+8576e15Xa/vRR73fvF+9X5r/N74s/FX428jffxonvOp9+Bq/PMvusxrCA==</latexit>

⌫ 2 B(H)

<latexit sha1_base64="mUQxSZ5CyOcuLeZG9Iq+Z38dDJ0=">AAAONXichZfLbuM2FIY109s0rdtJu+xGqBFgWnQCO5heNgNMojj3i5PYTprIE5AybROmLqAodgJBfY5u25fos3TRXdFtX6GUaEcMj9vRxuT5/sPLEX/JwgmjqWi1/nj0+J1333v/gycfrnz0ceOTT5+ufjZI44wHpB/ELOZXGKWE0Yj0BRWMXCWcoBAzcolnXskvJeEpjaOeuEvIMESTiI5pgIQKvfa902e+QNnr/Hm7+Or2abO13qouFzba80bTmV/d29XGqj+KgywkkQgYStObdisRwxxxQQNGipUVP0tJgoIZmpAchWl6F+LCXQuRmKY2K4PL2E0mxj8McxolmSBRoCSKjTPmitgtt+SOKCeBYHeqgQJO1dRuMEUcBUJtfOksD9eFQxVYc80pq8Kqms7Sl4Jn5BsXMVbF0peYZWSYT9XEnJOxyrQG42hGRLGyZgYjJDDF5SxrCGNO5IrPSUR+CuIwRNEo9yUJitwvF+KbYW9TRcsVB4jlm4VNtwy6BShinsE9m28tKMYQettG6jagHYN2wMCdemAAvR0jdQfQXYPuArpn0D1A9w26D+iBQQ8APTToIaBHBj0C9Nigx4CeGPQElOqkLhWA3qmRegpo16BdMHC3HhhA78xIPQOpZ3UqgN65kXoOUs/rVAC9CyP1AtCeQXuA9g3aB3Rg0AGglwa9BPTKoFeA/ugaWHVsfm3g64f069LVSaoEEnHVoCyOyqfFgwHkZmV76G2JNEAAbGkA/C6xBhgATwNgcrmtAfC37GgA3Ct3NADGlbsaAM/KPQ2AXeW+BsCp8kADYFJ5qAHwpzzSAFhTHmsAXClPNACek6caALvJrgbATPJMA2AVea4BMIK80AB4QPY0AMdf9jUAJ18ONACHXl5qAM67vNIAHHVZHXVF4CmX15pcA5DSSTg/qK6vO5YE1xrElUguVUk+jRfDlM3Cfj+Wd5iRsbDyyhJzOpkKYCwcZfM5fdWy0qYVnCKxDOJFIiTh/ZghhNVbooJeeRDXHtLOAgJP4Tgkk0WBfN2xJCM0mRT6h/DC2ikrzwAbEG4Xh5eALwHq/6CglBY37WGuy1qF/Bnh0fPW+sa35M3bom6z7erKQ9Fbw/b2opiH1WL8crFu3mwXrr9k3YkWbgx1St7cKG5L8ZLhElPWLmUbtowZOvZ/wnG9vlpWPfV59SQEN4QhnGo9ppOJrpfe1H3fXst9Rl1hnWFUbcnyjZyBnbOkgKS4Xzexd0mziIqaU5tz+p9QvekEr2mPA5zE7K4WdMseGOEuqRVlxxb0TEFviQBx9WR5M9fEiVpy6KrYz2XQZzSkIrVT6KioZOrXIhdZYkxX9ez7TKNR+RkVL7aO1eNLHUb1EdW2P5lgY7Cx3v5u/cXZi+arrfnn1BPnC+dL55nTdr53Xjl7TtfpO4HDnV+cX53fGr83/mz81fhbSx8/mud87jy4Gv/8C9j8a0I=</latexit>

O(⌧�1)

<latexit sha1_base64="OlwtxZlxQdCA+IAru9oU02pSec4=">AAAOLnichZdbj+M0FMezy20pFHbgkZeIagRCMGpHy+VlpZ1m7tfOTG/MpBrZqdtadS5yHLOjKnwHXuFL8GmQeEC88jFw4nbi8SlsXmqf3//4cuJ/0uCE0VQ0m38+efrW2++8+96z92sffFj/6OPnG5/00zjjAekFMYv5EKOUMBqRnqCCkWHCCQoxIwM89wo+kISnNI664j4hoxBNIzqhARIqNPDjkEzRF3fPG82tZnm5sNFaNhrO8urcbdQ3/HEcZCGJRMBQmt62mokYLRAXNGAkr9X8LCUJCuZoShYoTNP7EOfuZojELLVZEVzHbjMx+WG0oFGSCRIFSqLYJGOuiN1iL+6YchIIdq8aKOBUTe0GM8RRINSO187yeF04VIFN15yyrKgq5jx9KXhGvnYRY2UsfYlZRkaLmZqYczJRmdZgHM2JyGubZjBCAlNczLKJMOZE1nxOIvJTEIchisYLX5IgX/jFQnwz7O2oaLHiALHFTm7TtkHbgCLmGdyzeXtFMYbQ2zVSdwHdM+geGHivGhhAb99I3Qf0wKAHgB4a9BDQI4MeAXps0GNATwx6AuipQU8BPTPoGaDnBj0HpTqvSgWgd2GkXgDaMWgHDNypBgbQuzRSL0HqZZUKoHdlpF6B1KsqFUDv2ki9BrRr0C6gPYP2AO0btA/owKADQIcGHQL6o2tg1bH5jYFvHtOvClcnqRJIxFWDsjgqnhaPBpA7pe2htyXSAAHQ1gD4XWINMACeBsDkclcD4G+5pwFwr9zXABhXHmgAPCsPNQB2lUcaAKfKYw2ASeWJBsCf8lQDYE15pgFwpTzXAHhOXmgA7CY7GgAzyUsNgFXklQbACPJaA+AB2dUAHH/Z0wCcfNnXABx6OdAAnHc51AAcdVkedUXgKZc3mtwAkNJpuDyorq87lgRXGsSVSK5VST6LV8MUzdx+PxZ3mJGJsPKKEnM6nQlgLBxlyzl91bLSZiWcIbEO4lUiJOHDmCGE5VuihF5xEDcf070VBJ7C5X+vFdYdSzJG02mufwjPrZ2y4gywPuF2cXgB+Bqg/ggKSml+2xotdFnLkD8nPPqmubX9LXn9pqjbaLm68lD0xrC9vSjmYbkYv1isu2i0ctdfs+5EC7dHOmXR2M7vCvGa4RJT1ipk27aMGTr2f8JJtb5KVj71efkkBDeEIZxqPabTqa6X3tRD317LQ0ZVYZ1hVG3N8o2cvp2zpoAkf1g3sXdJs4iKilObc/qfUL3pBK9olwOcxOy+EnSKHhjhPqkURccWdE1Bd40AcfVkeb3UxIlacuiq2M9F0Gc0pCK1U+g4L2Xq1yLXWWJMV/bs+0yjcfH9FK+2jtXjSx1G9RHVsj+ZYKO/vdX6buvF5YvGq/byc+qZ85nzufOl03K+d145h07H6TmBM3d+cX51fqv/Xv+j/lf9by19+mSZ86nz6Kr/8y8uEmjv</latexit>

!0

<latexit sha1_base64="MQw7lZDBzoJ3HDm9eP/TktNe0i0=">AAAOU3ichZfZbuM2FIY16bSdpk2atJe9EWoEMx10AjuYLjcDTKLsq5N4ySQyAlKmbSLUAopiJxDUZ+jT9LZ9iV70WXpTSrQjhsft6Mbk+f7D5Zi/Fpwwmopm8+8nCx89/fiTT599tvj5F0vLX66sftVL44wHpBvELOZXGKWE0Yh0BRWMXCWcoBAz0sd3Xsn7kvCUxlFH3CdkEKJxREc0QEKFblde+hMk8lHhB5QHbtVJi9vcD7PihR+HZIyeu69cP8qef3e70miuN6vLhY3WtNFwplf7dnVp1R/GQRaSSAQMpelNq5mIQY64oAEjxeKin6UkQcEdGpMchWl6H+LCXQuRmKQ2K4Pz2E0mRj8PcholmSBRoCSKjTLmitgtN+wOKSeBYPeqgQJO1dRuMEEcBUKVZe4sj9eFQxVYc80pq7Krit+lbwTPyPcuYqyKpW8wy8ggn6iJOScjlWkNxtEdEcXimhmMkMAUl7OsIYw5kYs+JxH5JYjDEEXD3JckKHK/XIhvhr1NFS1XHCCWbxY23TLoFqCIeQb3bL41oxhD6G0bqduA7hh0Bwy8Uw8MoLdrpO4CumfQPUD3DboP6IFBDwA9NOghoEcGPQL02KDHgJ4Y9ATQU4OeglKd1qUC0DszUs8AbRu0DQZu1wMD6J0bqecg9bxOBdC7MFIvQOpFnQqgd2mkXgLaMWgH0K5Bu4D2DNoDtG/QPqBXBr0C9J1rYNWx+bWBrx/Tl6Wrk1QJJOKqQVkclXeLRwPIzcr20NsSaYAA2NIA+F1iDTAAngbA5HJbA+BvuaMBcK/c1QAYV+5pADwr9zUAdpUHGgCnykMNgEnlkQbAn/JYA2BNeaIBcKU81QB4Tp5pAOwm2xoAM8lzDYBV5IUGwAjyUgPgAdnRABx/2dUAnHzZ0wAcetnXAJx3eaUBOOqyOuqKwFMurzW5BiCl43B6UF1fdywJrjWIK5Gcq5J8Es+GKZuF/Xws/2FGRsLKK0vM6XgigLFwlE3nVG829nSTCpZvQnMgniVCEj6MGUJYPSUq6JUHce0x3ZlB4ClcvYPNsO5YkiEajwv9Q3hh7ZSVZ4D1CLeLw0vA5wD1tigopcVNa5DrslYh/47w6FVzfeMH8v5DUbfRcnXloeiDYXt7UczDajF+uVg3b7QK15+z7kQLNwY6JW9sqPdYJZ4zXGLKWqVsw5YxQ8f+Tziq11fLqrs+r+6E4A9hCKdaj+l4rOulN/XQt9fykFFXWGcYVZuzfCOnZ+fMKSApHtZN7F3SLKKi5tTmnP4nVE86wWva4QAnMbuvBe2yB0a4T2pF2bEFHVPQmSNAXN1Z3k81caKWHLoq9msZ9BkNqUjtFDosKpn6tchllhjTVT37f6bRsPzIimdbx+r2pQ6j+ohq2Z9MsNHbWG/9uP76/HXj7db0c+qZ843zrfPCaTk/OW+dfaftdJ3A+c353fnD+XPpr6V/lheWn2rpwpNpztfOo2t56V9g5HRS</latexit>

f̂ � ŝµ(!0 � ⌫0)

<latexit sha1_base64="xcUNUistjonqQvZL1H3h8N5YAVQ=">AAAOOnichZfLbuM2FIY109s0rdukXXYj1AhQFG1gG9OZbgaYRLlfncR23ERGQMq0TYS6gKI4Ewjqm3TbvkRfpNvuim77AKVEO2J43I42Js/3H16O+EsWThhNRav1x5On773/wYcfPft45ZNPG599vrr2xSCNMx6QfhCzmA8xSgmjEekLKhgZJpygEDNyhe+8kl9JwlMaRz1xn5BRiKYRndAACRW6XV3r+GPCBLrNfaayxqi4XW22NlrV5cJGe95oOvOre7vWWPPHcZCFJBIBQ2l6024lYpQjLmjASLGy4mcpSVBwh6YkR2Ga3oe4cNdDJGapzcrgMnaTicmPo5xGSSZIFCiJYpOMuSJ2y325Y8pJINi9aqCAUzW1G8wQR4FQu186y+N14VAF1l1zyqq6qrB36SvBM/KdixirYukrzDIyymdqYs7JRGVag3F0R0Sxsm4GIyQwxeUs6whjTuSKz0lE3gRxGKJonPuSBEXulwvxzbC3qaLligPE8s3CplsG3QIUMc/gns23FhRjCL1tI3Ub0B2D7oCBd+qBAfR2jdRdQPcMugfovkH3AT0w6AGghwY9BPTIoEeAHhv0GNATg54AemrQU1Cq07pUAHpnRuoZoF2DdsHA3XpgAL1zI/UcpJ7XqQB6F0bqBUi9qFMB9C6N1EtAewbtAdo3aB/QgUEHgF4Z9ArQoUGHgP7kGlh1bH5t4OvH9NvS1UmqBBJx1aAsjsqnxaMB5GZle+htiTRAAGxpAPwusQYYAE8DYHK5rQHwt9zRALhX7moAjCv3NACelfsaALvKAw2AU+WhBsCk8kgD4E95rAGwpjzRALhSnmoAPCfPNAB2k10NgJnkuQbAKvJCA2AEeakB8IDsaQCOv+xrAE6+HGgADr280gCcdznUABx1WR11ReApl9eaXAOQ0mk4P6iurzuWBNcaxJVILlVJPosXw5TNwn4/lneYkYmw8soSczqdCWAsHGXzOX3VstJmFZwhsQziRSIk4cOYIYTVW6KCXnkQ1x/TnQUEnsJxSKaLAvm6Y0nGaDot9A/hhbVTVp4BNiDcLg4vAV8C1J9CQSktbtqjXJe1Cvl3hEfftzY6P5C374q6zbarKw9F7wzb24tiHlaL8cvFunmzXbj+knUnWtgZ6ZS82SluS/GS4RJT1i5lHVvGDB37P+GkXl8tq576vHoSghvCEE61HtPpVNdLb+qhb6/lIaOusM4wqrZk+UbOwM5ZUkBSPKyb2LukWURFzanNOf1PqN50gte0xwFOYnZfC7plD4xwn9SKsmMLeqagt0SAuHqyvJ1r4kQtOXRV7Ocy6DMaUpHaKXRcVDL1a5HLLDGmq3r2fabRuPyWihdbx+rxpQ6j+ohq259MsDHobLRfbDw/f958vTX/nHrmfOV87XzjtJ2Xzmtn3+k6fSdw3ji/OL86vzV+b/zZ+Kvxt5Y+fTLP+dJ5dDX++RcEw22k</latexit>

2��

Figure 4.5: The energy scales 1
𝜏
≪ ∥𝑽∥ ≪ Δ𝜈 in one plot. The Hamiltonian

perturbation 𝑽 causes eigenvalues of 𝑯 to change by at most 𝛿𝜆 ≤ ∥𝑽∥, which splits
the Bohr frequencies such that |𝜈 − 𝜈′| ≤ 2𝛿𝜆. Here 𝜇 is the cut-off frequency for
the secular approximation 𝑺̂𝑎

𝑓 ,𝜇
(𝜔′) = ∑

𝜈′ 𝑨
𝑎
𝜈′ 𝑓 (𝜔′ − 𝜈′)𝑠𝜇 (𝜔′ − 𝜈′). As long as we

choose 𝜇 < Δ𝜈−4𝛿𝜆
2 small enough, the secular approximation 𝑺̂𝑎 (𝜔′) can only contain

Bohr frequencies 𝑨𝜈′ from at most one block 𝜈, i.e., different blocks decohere.

Proof of Theorem 4.16.1
We combine the above ingredients for the proof of Theorem 4.16.1. In what follows,
let 𝐸 𝑗 , 𝑷𝐸 𝑗

, 𝜈 be the eigenvalues, eigenspace projectors, and Bohr frequencies of the
unperturbed Hamiltonian 𝑯; furthermore let 𝐸′

𝑗
, 𝑷𝐸 ′

𝑗
𝜈′, be their counterpart for the

perturbed Hamiltonian 𝑯′.

It will be helpful to display the structure of the Bohr frequencies and the energy
eigenspaces under perturbation by

𝑨𝑎 =
∑︁

𝜈∈𝐵(𝑯)

∑︁
𝐸1−𝐸2=𝜈

𝑷𝐸1 𝑨
𝑎𝑷𝐸2 =

∑︁
𝜈∈𝐵(𝑯)

𝑨𝑎𝜈

=
∑︁

𝜈′∈𝐵(𝑯′)

∑︁
𝐸 ′1−𝐸

′
2=𝜈

′

𝑷𝐸 ′1 𝑨
𝑎𝑷𝐸 ′2 =

∑︁
𝜈′∈𝐵(𝑯′)

𝑨𝑎𝜈′ =
∑︁

𝜈∈𝐵(𝑯)
𝑨𝑎≈𝜈,



300

where we defined

𝑨𝑎≈𝜈 :=
∑︁

𝜈′∈𝐵(𝑯′), 𝜈′≈𝜈
𝑨𝑎𝜈′ and 𝜈′ ≈ 𝜈 ⇐⇒ |𝜈′ − 𝜈 | ≤ 2𝛿𝜆.

In other words, the perturbed set of Bohr frequencies can be identified with the
original degenerate blocks according to eigenvalue perturbation11 bounded by 𝛿𝜆,
under the assumption that the perturbation is weaker than the Bohr frequency
differences Δ𝜈 > 4𝛿𝜆. This structure is crucial for proving the monotonicity of
gradients; see Figure 4.5. For later use, we also define 𝑨̂𝑎≈𝜈 (𝜔′) to be the operator
Fourier transform of 𝑨𝑎≈𝜈 with respect to the perturbed Hamiltonian 𝑯′, and consider
its secular approximation 𝑺̂𝑎≈𝜈 (𝜔′) at truncation scale 𝜇, i.e.,

𝑨̂𝑎≈𝜈 (𝜔′) =
∑︁
𝜈′≈𝜈

𝑨𝑎𝜈′ 𝑓𝜏 (𝜔′− 𝜈′), 𝑺̂𝑎≈𝜈 (𝜔′) =
∑︁
𝜈′≈𝜈

𝑨𝑎𝜈′ 𝑓𝜏 (𝜔′− 𝜈′)1( |𝜔′− 𝜈′| < 𝜇).

(4.114)

In what follows, we will denote 𝜃 (𝜔) = 𝛾(𝜔)𝜔. It is worth recalling the following
bounds:

∥𝑨𝑎∥, ∥ 𝑓𝜏∥2,
∥𝑐𝛽∥1√

2𝜋
≤ 1, ∥𝜃∥∞ = O(Λ0), Λ0 = Θ(1).

Our strategy for proving Theorem 4.12.1 is to rewrite the energy gradients L† [𝑯]
and L′† [𝑯′] in a form amenable to Lemma 4.16.2 between a set of operators and
their Fourier Transforms.

Step 1. For the perturbed Hamiltonian 𝑯′, we apply a sequence of approximations
to establish




∑︁

𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

𝜃−(𝜈)
∫ ∞

−∞
𝑨̂𝑎≈𝜈 (𝜔′)† 𝑨̂𝑎≈𝜈 (𝜔′)d𝜔′ − L

′† [𝑯′]





 ≤ 𝜖𝐴 (4.115)

for some 𝜖𝐴 > 0 and a function 𝜃− to be soon specified. Recall we write 𝑨
𝐸≈ 𝑩 if

11Note that we always have 𝛿𝜆 ≤ ∥𝑽∥ by Proposition 4.16.3, but we keep 𝛿𝜆 as an separate
parameter which helps yield better bounds when 𝛿𝜆 ≪ ∥𝑽∥, such as the case when the 𝑽 is an
off-diagonal perturbation (see Lemma 4.16.4).
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∥𝑨 − 𝑩∥ ≤ 𝐸 .

L′† [𝑯′] 𝐸1≈ D ′† [𝑯′]
𝐸2≈

∑︁
𝑎∈𝑆

∫ ∞

−∞
𝜃 (𝜔′) 𝑨̂𝑎 (𝜔′)† 𝑨̂𝑎 (𝜔′)d𝜔′

𝐸3≈
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝜃 (𝜔′) 𝑺̂𝑎 (𝜔′)†𝑺̂𝑎 (𝜔′)d𝜔′

=
∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

∫ ∞

−∞
𝜃 (𝜔′) 𝑺̂𝑎≈𝜈 (𝜔′)†𝑺̂𝑎≈𝜈 (𝜔′)d𝜔′

𝐸4≈
∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

∫ ∞

−∞
𝜃 (𝜔′) 𝑨̂𝑎≈𝜈 (𝜔′)† 𝑨̂𝑎≈𝜈 (𝜔′)d𝜔′

𝐸5≈
∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

𝜃 (𝜈)
∫ ∞

−∞
𝑨̂𝑎≈𝜈 (𝜔′)† 𝑨̂𝑎≈𝜈 (𝜔′)d𝜔′

𝐸6≈
∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

𝜃−(𝜈)
∫ ∞

−∞
𝑨̂𝑎≈𝜈 (𝜔′)† 𝑨̂𝑎≈𝜈 (𝜔′)d𝜔′.

The approximations 𝐸1, 𝐸2 are bounded by

𝐸1 ≤ O
(
∥𝑯∥3/4

𝜏1/4 ∥𝑐𝛽∥1∥
∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎∥
)
= |𝑆 |O( ∥𝑯∥

3/4

𝜏1/4 )

𝐸2 ≤
2∥∑𝑎∈𝑆 𝑨

𝑎†𝑨𝑎∥
√

2𝜋𝜏
∥𝑐𝛽∥1 = |𝑆 |O( 1

𝜏
).

In the approximations 𝐸3 and 𝐸4, we choose the secular approximation parameter 𝜇
such that

𝜇 < (Δ𝜈 − 4𝛿𝜆)/2 (4.124)

with associated errors given by Corollary 4.15.3 as

𝐸3 ≤ 2∥𝜃∥∞∥
∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎∥∥ 𝑓𝜏 · (1 − 𝑠𝜇)∥2∥ 𝑓𝜏∥2 = |𝑆 |O(Λ0

√︄
1
𝜇𝜏
),

𝐸4 ≤ 2∥𝜃∥∞∥
∑︁
𝑎,𝜈

𝑨𝑎†≈𝜈𝑨
𝑎
≈𝜈∥∥ 𝑓𝜏 · (1 − 𝑠𝜇)∥2∥ 𝑓𝜏∥2 = |𝑆 |O(Λ0

√︄
1
𝜇𝜏
),

where we applied Eq. (4.93) to bound ∥ 𝑓𝜏 · (1 − 𝑠𝜇)∥2 ≤
√︁

4/𝜋𝜇𝜏, and used Propo-
sition 4.16.5 to bound the spectral norm of the sum of jump operators in the second
line.
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To justify the equality on the fourth line (different blocks 𝜈s decohere), observe the
choice of the parameter 𝜇 in Eq. (4.16) implies

𝑺̂𝑎 (𝜔′) =
∑︁

𝜈∈𝐵(𝑯)
𝑺̂𝑎≈𝜈 (𝜔′)1( |𝜔′ − 𝜈 | < 𝜇 + 2𝛿𝜆) =

∑︁
𝜈∈𝐵(𝑯)

𝑺̂𝑎≈𝜈 (𝜔′)1( |𝜔′ − 𝜈 | < Δ𝜈/2),

(4.125)

where 𝑺̂𝑎≈𝜈 (𝜔′) is given in Eq. (4.114). This ensures that for any given 𝜔′, 𝑺̂𝑎 (𝜔′)
can activate at most one block of transitions with Bohr frequencies closest to 𝜈 (see
Figure 4.5). Consequently,

𝑺̂𝑎†(𝜔′) 𝑺̂𝑎 (𝜔′) =
∑︁

𝜈∈𝐵(𝑯)
𝑺̂𝑎†≈𝜈 (𝜔′) 𝑺̂𝑎≈𝜈 (𝜔′).

Next, for the approximation 𝐸5, we define the following “rounded” function 𝜃 (𝜔′)
where an input𝜔′ close to 𝜈 ∈ 𝐵(𝑯) is assigned the same value 𝜃 (𝜈), with uniqueness
of 𝜈 guaranteed by Eq. (4.125),

𝜃 (𝜔′) :=

𝜃 (𝜈) if |𝜔′ − 𝜈 | ≤ 𝜇 + 2𝛿𝜆 for 𝜈 ∈ 𝐵(𝑯)

𝜃 (𝜔′) else
.

This lets us formally pull 𝜃 (𝜔′) out of the integral. Of course, this rounding introduces
an error scaling with the energy spread multiplied with the derivative

∥𝜃 − 𝜃∥∞ ≤ (2𝜇 + 4𝛿𝜆) · ∥d𝜃/d𝜔∥∞.

Roughly, this error quantifies how the energy gradient (i.e., 𝜃 (𝜔) = 𝛾𝛽 (𝜔)𝜔) changes
due to perturbation in Bohr frequency. Thus,

𝐸5 ≤ ∥𝜃 − 𝜃∥∞




∑︁
𝑎,𝜈

𝑨𝑎†≈𝜈𝑨
𝑎
≈𝜈





∥ 𝑓𝜏 · 𝑠𝜇∥22 = |𝑆 |O(2𝜇 + 4𝛿𝜆),

where we applied Propositions 4.16.4 and 4.16.5 (deferred to section 4.16), and used
the fact that ∥ 𝑓𝜏𝑠𝜇∥2 ≤ ∥ 𝑓𝜏∥2 ≤ 1.

Finally, in the last approximation 𝐸6, we define the truncated weight

𝜃−(𝜈) = 𝜃 (𝜈)1(𝜈 ≤ Δ𝜈/2).

This truncation has the property that 𝜃−(𝜈) ≤ 0 for each 𝜈 ∈ 𝐵(𝑯), which ensures
the last line is negative semidefinite. Thus,

𝐸6 ≤ ∥𝜃 − 𝜃−∥∞∥
∑︁
𝑎,𝜈

𝑨𝑎†≈𝜈𝑨
𝑎
≈𝜈∥∥ 𝑓𝜏∥22 ≤ |𝑆 |∥𝜃 − 𝜃−∥∞,

where ∥𝜃 − 𝜃−∥∞ ≤ max
𝜔≥Δ𝜈/2

𝜔𝛾𝛽 (𝜔) ≤
e−𝛽Δ𝜈/4

𝛽
,
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using the tail bound in Eq. (4.20). Altogether,

𝜖𝐴 = 𝐸1 + 𝐸2 + 𝐸3 + 𝐸4 + 𝐸5 + 𝐸6

≤ O
(
|𝑆 |

(
1
𝜏
+ ∥𝑯∥

3/4

𝜏1/4 + 𝜇 + Λ0√
𝜇𝜏
+ 𝛿𝜆 +

e−𝛽Δ𝜈/4

𝛽

))
.

We then choose 𝜇 = min(Λ2/3
0 /𝜏

1/3, (Δ𝜈 − 4𝛿𝜆)/4) so as to optimize the error
O(𝜇 + Λ0/

√
𝜇𝜏) while subject to the constraint that 𝜇 < (Δ𝜈 − 4𝛿𝜆)/2. This choice

implies Λ0/
√
𝜇𝜏 ≤ Λ

2/3
0 /𝜏

1/3 + 2Λ0/
√︁
(Δ𝜈 − 4𝛿𝜆)𝜏 ≤ O(Λ2/3

0 /𝜏
1/3 + Λ0/

√
Δ𝜈𝜏),

where we used 𝛿𝜆 ≤ ∥𝑽∥ ≤ Δ𝜈/8 which is a combination of Proposition 4.16.3 and
the assumption in the theorem statement. This yields the following error bound

𝜖𝐴 ≤ O
(
|𝑆 |

(
1
𝜏
+ ∥𝑯∥

3/4

𝜏1/4 +
Λ

2/3
0
𝜏1/3 +

Λ0√
Δ𝜈𝜏
+ 𝛿𝜆 +

e−𝛽Δ𝜈/4

𝛽

))
. (4.126)

Step 2. For the original Hamiltonian 𝑯, we may repeat the above argument with
trivial perturbation (𝑽 = 0) to get

∥
∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

𝜃−(𝜈) (𝑨𝑎≈𝜈)†𝑨≈𝜈 − L† [𝑯] ∥ ≤ 𝜖𝐵 (4.127)

for some 𝜖𝐵 > 0. More detailedly, we have

L† [𝑯] 𝐸7≈
∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

∫ ∞

−∞
𝜃−(𝜈) 𝑨̂𝑎𝜈 (𝜔)† 𝑨̂𝑎𝜈 (𝜔)d𝜔

=
∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

𝜃−(𝜈) (𝑨𝑎𝜈)†𝑨𝑎𝜈

𝐸8≈
∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

𝜃−(𝜈) (𝑨𝑎≈𝜈)†𝑨𝑎≈𝜈 .

The second line is operator Parseval’s identity, where the time evolution simplifies
due to commutativity [𝑨𝑎†𝜈 𝑨𝑎𝜈 ,𝑯] = 0. The error 𝐸7 can be bounded by the same
bounds for 𝜖𝐴 in Eq. (4.126) by setting 𝑽 = 0 (i.e., 𝑨𝑎≈𝜈 → 𝑨𝑎𝜈 ).

The last line is a brute-force rewriting of 𝑨𝑎𝜈 into 𝑨𝑎≈𝜈, which acts on eigenstates
of 𝑯′ instead of 𝑯, with error 𝐸8 bounded by perturbation theory. This rewriting
allows us to prove Theorem 4.16.1 by directly applying Lemma 4.16.2 between the
following set of operators and their Fourier transforms:

{
√︁
|𝜃−(𝜈) |𝑨𝑎≈𝜈}𝑎,𝜈 and {

√︁
|𝜃−(𝜈) | 𝑨̂𝑎≈𝜈 (𝜔′)}𝑎,𝜈,𝜔′ for the perturbed Hamiltonian 𝑯′.
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We give an explicit error bound on 𝐸8 in Proposition 4.16.6 (deferred to section 4.16),
which yields

𝐸8 = O
(



∑︁

𝑎∈𝑆
𝑨𝑎†𝑨𝑎





𝜃max
∥𝑽∥
Δ𝜈

)
= O

(
|𝑆 |𝜃max

∥𝑽∥
Δ𝜈

)
,

where we used the bound max𝜈∈𝐵(𝑯) |𝜃−(𝜈) | = 𝜃max provided in the theorem
statement. Collect the errors to bound 𝜖𝐵 = 𝐸7 + 𝐸8 ≤ 𝜖𝐴 + 𝐸8.

Step 3. Now we may finish the proof of Theorem 4.16.1 by applying Lemma 4.16.2.
First, Eq. (4.127) implies

−
∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

𝜃−(𝜈) (𝑨𝑎≈𝜈)†𝑨≈𝜈 + 𝜖𝐵 𝑰 ⪰ −L† [𝑯]

⪰ 𝑟𝑶 − 𝜖 𝑰
⪰ 𝑟𝑶′ − (𝑟 ∥𝑶′ − 𝑶∥ + 𝜖)𝑰.

Similarly, Eq. (4.115) implies

−L′† [𝑯′] + 𝜖𝐴𝑰 ⪰ −
∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

𝜃−(𝜈)
∫ ∞

−∞
𝑨̂𝑎≈𝜈 (𝜔′)† 𝑨̂𝑎≈𝜈 (𝜔′)d𝜔′

⪰ 𝑟𝑶′ − (𝜖 + 𝜖𝐵 + 𝑟 ∥𝑶 − 𝑶′∥)𝑰.

Note in the last step we used the assumption that [𝑶′,𝑯′] = 0 and applied
Lemma 4.16.2. Hence, we have shown that −L′† [𝑯′] ⪰ 𝑟𝑶′ − 𝜖′𝑰, where
𝜖′ = 𝜖 + 𝜖𝐴 + 𝜖𝐵 + 𝑟 ∥𝑶 − 𝑶′∥ can be bounded by

𝜖′ ≤ 𝜖 + O
(
|𝑆 |

(1
𝜏
+ ∥𝑯∥

3/4

𝜏1/4 +
Λ

2/3
0
𝜏1/3 +

Λ0√
Δ𝜈𝜏
+ e−𝛽Δ𝜈/4

𝛽
+ 𝛿𝜆 + 𝜃max

∥𝑽∥
Δ𝜈
+ 𝑟 ∥𝑶 − 𝑶′∥

))
.

A simpler bound. We now consider the special case of 𝑶 = 𝑰 − 𝑷, 𝑶 = 𝑰 − 𝑷′

to derive a simpler bound as in the theorem statement. Note we have ∥𝑶 − 𝑶′∥ =
∥𝑷 − 𝑷′∥ ≤ 8∥𝑽∥/Δ𝐸 ≤ 8∥𝑽∥/Δ𝜈, using Lemma 4.16.3 and the fact the spectral
gap is lower bounded by the Bohr-frequency gap, Δ𝐸 ≥ Δ𝜈. Furthermore generally
𝜃max = ∥𝜃−∥∞ = O(Λ0) for our choice of 𝛾𝛽 (𝜔) in Equation 4.21. And we always
have 𝛿𝜆 ≤ ∥𝑽∥ by Proposition 4.16.3. Plugging these into Equation 4.16, we have

𝜖′ ≤ 𝜖 + O
(
|𝑆 |

(1
𝜏
+ ∥𝑯∥

3/4

𝜏1/4 +
Λ

2/3
0
𝜏1/3 +

Λ0√
Δ𝜈𝜏
+ e−𝛽Δ𝜈/4

𝛽
+ ∥𝑽∥ + (Λ0 + 𝑟)

∥𝑽∥
Δ𝜈

))
.

This concludes our proof of Theorem 4.16.1.
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Supplementary calculations
In this section, we provide some missing calculations that prove some propositions
used in the proof in the previous section.

Proposition 4.16.4 (Bounds on the derivative). There exists an absolute constant 𝐶
such that for any 𝛽,Λ0,

∥ d
d𝜔
𝜃 (𝜔)∥∞ = O

(
∥ d

d𝜔

(
e−𝜔2/2Λ2

0

1 + e𝛽𝜔
𝜔

)
∥∞

)
≤ 𝐶.

Proof. By the product rule,����� d
d𝜔

(
𝜔e−𝜔2/2Λ2

0

1 + e𝛽𝜔

)����� =
�����e−𝜔2/2Λ2

0 − e−𝜔2/2Λ2
0𝜔2/Λ2

0
1 + e𝛽𝜔

− e−𝜔2/2Λ2
0𝛽𝜔e𝛽𝜔

(1 + e𝛽𝜔)2

����� ≤ (𝑐𝑜𝑛𝑠𝑡.)
using change of variable 𝑥 = 𝛽𝜔 and 𝑦 = 𝜔/Λ0 to obtain the absolute constant
bound. ■

Proposition 4.16.5. In the prevailing notation,




∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

𝑨𝑎†𝜈 𝑨𝑎𝜈






,





∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

𝑨𝑎†≈𝜈𝑨
𝑎
≈𝜈






 ≤





∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎






.
Proof. We focus on 𝑨𝑎†≈𝜈 since the case of 𝑨𝑎†𝜈 is a special case. Resolve the identity
by nearby energy subspaces

𝑰 =
∑︁
𝐸

𝑷𝐸 =
∑̄︁
𝐸

∑︁
𝐸≈𝐸̄

𝑷𝐸︸  ︷︷  ︸
=:𝑷≈𝐸̄

such that 𝑨𝑎≈𝜈 =
∑︁

𝐸̄2−𝐸̄1=𝜈

𝑷≈𝐸̄2 𝑨
𝑎𝑷≈𝐸̄1 .

Now, we calculate




∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

𝑨𝑎†≈𝜈𝑨
𝑎
≈𝜈






 =





 ∑︁
𝑎∈𝑆,𝐸̄2,𝐸̄1

𝑷≈𝐸̄1 𝑨
𝑎†𝑷≈𝐸̄2 𝑨

𝑎𝑷≈𝐸̄1






 =





 ∑︁
𝑎∈𝑆,𝐸̄1

𝑷≈𝐸̄1 𝑨
𝑎†𝑨𝑎𝑷≈𝐸̄1







= max

𝐸̄





𝑷≈𝐸̄1

∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎𝑷≈𝐸̄1





 ≤ 



∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎




.

The last line uses that the operator norm of block-diagonal matrices equals the
maximum among the blocks. ■
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Proposition 4.16.6 (Jumps with perturbed Hamiltonian). In the prevailing notation,
and for any function ℎ(𝜈), we have that

∥
∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

ℎ(𝜈) (𝑨𝑎𝜈)†𝑨𝑎𝜈 −
∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

ℎ(𝜈) (𝑨𝑎≈𝜈)†𝑨𝑎≈𝜈∥

≤ O
(




∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎






 · max
𝜈∈𝐵(𝑯)

|ℎ(𝜈) | · ∥𝑽∥
Δ𝜈

)
.

Proof. It suffices to set ∥∑𝑎∈𝑆 𝑨
𝑎†𝑨𝑎∥ = 1. Consider the operator Fourier transform

with a smooth bump weight ∥𝑔∥2 = 1,

𝑨𝑎𝑔,𝑯 (𝜔) for 𝑔̂(𝜔) ∝


0 if |𝜔| ≥ Δ𝜈

2

O(1) else.

which automatically decohere different Bohr frequency blocks (i.e., no need to apply
secular approximation). Also, extend the function locally:

ℎ(𝜔) :=
{
ℎ(𝜈) if |𝜔 − 𝜈 | ≤ 2∥𝑽∥ .

Then, ∑︁
𝑎∈𝑆

∫ ∞

−∞
ℎ(𝜔)𝑨𝑎𝑔,𝑯 (𝜔)

†𝑨𝑎𝑔,𝑯 (𝜔)d𝜔

=
∑︁
𝑎∈𝑆

∑︁
𝜈,𝜈′∈𝐵(𝑯)

∫ ∞

−∞
ℎ(𝜔) (𝑨𝑎𝜈′)†𝑨𝑎𝜈 𝑔̂∗(𝜔 − 𝜈′)𝑔̂(𝜔 − 𝜈)d𝜔

=
∑︁
𝑎∈𝑆

∑︁
𝜈,∈𝐵(𝑯)

ℎ(𝜈) (𝑨𝑎𝜈)†𝑨𝑎𝜈
∫ ∞

−∞
|𝑔̂(𝜔 − 𝜈) |2d𝜔

=
∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯)

ℎ(𝜈) (𝑨𝑎𝜈)†𝑨𝑎𝜈 .

Now, we add the perturbation 𝑯 +𝑽. The insight is that we can introduce an artificial
Hamiltonian

𝑯̄ :=
∑︁

𝐸∈spec(𝑯)
𝐸

∑︁
𝐸 ′≈𝐸

𝑷𝐸 ′ such that ∥𝑯̄ − 𝑯∥ ≤ 2∥𝑽∥

with exactly the same spectrum of the original Hamiltonian 𝑯, but with the basis
according to the perturbed Hamiltonian 𝑯′. Then, the same argument with the
artificial Hamiltonian implies∑︁

𝑎∈𝑆

∫ ∞

−∞
ℎ(𝜔)𝑨𝑎

𝑔,𝑯̄
(𝜔)†𝑨𝑎

𝑔,𝑯̄
(𝜔)d𝜔 =

∑︁
𝑎∈𝑆

∑︁
𝜈∈𝐵(𝑯̄)

ℎ(𝜈) (𝑨𝑎≈𝜈)†𝑨𝑎≈𝜈 .
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Lastly, we may bound the difference by the purification

∥
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝑨̂𝑎𝑔,𝑯 (𝜔) ⊗ |𝑎⟩ ⊗ |𝜔⟩d𝜔 −

∑︁
𝑎∈𝑆

∫ ∞

−∞
𝑨̂𝑎
𝑔,𝑯̄
(𝜔) ⊗ |𝑎⟩ ⊗ |𝜔⟩d𝜔∥

= ∥
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝑨𝑎𝑯 (𝑡) ⊗ |𝑎⟩ ⊗ 𝑔(𝑡) |𝑡⟩d𝑡 −

∑︁
𝑎∈𝑆

∫ ∞

−∞
𝑨𝑎
𝑯̄
(𝑡) ⊗ |𝑎⟩ ⊗ 𝑔(𝑡) |𝑡⟩d𝑡∥

≤

√︄∫ ∞

−∞

��2∥ei𝑯𝑡 − ei𝑯̄𝑡 ∥𝑔(𝑡)
��2d𝑡 = O( ∥𝑽∥

Δ𝜈
).

The factor of 2 is due to left and right Hamiltonian evolution

ei𝑯𝑡𝑨𝑎e−i𝑯𝑡 − ei𝑯̄𝑡𝑨𝑎e−i𝑯̄𝑡 = ei𝑯𝑡𝑨𝑎 (e−i𝑯𝑡 − e−i𝑯̄𝑡) + (ei𝑯𝑡 − ei𝑯̄𝑡)𝑨𝑎e−i𝑯̄𝑡 .

To evaluate the integral, we use that ∥ei𝑯𝑡 − ei𝑯̄𝑡 ∥ ≤ ∥𝑯 − 𝑯̄∥𝑡 ≤ 2∥𝑽∥𝑡 and that
𝑔(𝑡) is rapidly decaying for large |𝑡 | ≥ 1

Δ𝜈
. To conclude the proof, use the purification

tricks (Lemma 4.15.1). ■

Monotonicity of gradient on a subspace
For our proof that BQP-hard Hamiltonians has no suboptimal local minima in
section 4.14, we will need the following refinements of Theorem 4.16.1 where the
gradient operator acts on a low-energy subspace with an excitation gap. Intuitively,
we care only about the Bohr-frequency gap restricted to the low-energy subspace
𝑯𝑸 instead of the full Hilbert space; the gradient on that subspace should not be
sensitive to the excited states above the excitation gap.

Corollary 4.16.1 (Monotonicity of gradient on a subspace; Corollary 4.12.1 restated).
Consider a Hamiltonian 𝑯 =

∑
𝐸̄ 𝐸̄𝑷𝐸̄ and its perturbation 𝑯′ := 𝑯 + 𝑽. Let

𝑷 be the ground space projector for 𝑯 and 𝑷′ be the corresponding perturbed
eigensubspace of 𝑯′. Let 𝑸 be a low-energy eigensubspace projector of 𝑯 (i.e.,
𝑸 =

∑
𝐸≤𝐸𝑸 𝑷𝐸 for 𝐸𝑸 ∈ Spec(𝑯)) with excitation gapΔ𝑸 . Assume ∥𝑽∥∥𝑯∥

Δ𝑸
≤ 1

144Δ𝜈

where Δ𝜈 := min𝜈1≠𝜈2∈𝐵(𝑯 |𝑸) |𝜈1 − 𝜈2 | is the Bohr-frequency gap of 𝑯 within the
subspace 𝑸. For any 𝛽, 𝜏 > 0, let L =

∑
𝑎∈𝑆 L

𝛽,𝜏,𝑯
𝑎 ,L′ = ∑

𝑎∈𝑆 L
𝛽,𝜏,𝑯′
𝑎 be thermal

Lindbladians with jumps {𝑨𝑎}𝑎∈𝑆, where ∥𝑨𝑎∥ ≤ 1 and the transition weight 𝛾𝛽 (𝜔)
is given by Eq. (4.21). Then we have the monotone property that

−𝑸L† [𝑯]𝑸 ⪰ 𝑟𝑸(𝑰 − 𝑷) − 𝜖 𝑰 implies − 𝑸′L′† [𝑯′]𝑸′ ⪰ 𝑟𝑸′(𝑰 − 𝑷′) − 𝜖′𝑰
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where 𝑸′ projects onto the perturbed eigensubspace of 𝑯′ identified with 𝑸, and

𝜖′ ≤ 𝜖 + |𝑆 | · O
(

1
𝜏
+ ∥𝑯∥

3/4

𝜏1/4 +
Λ

2/3
0
𝜏1/3 +

Λ0√
Δ𝜈𝜏
+ Λ0√︁

Δ𝑸𝜏
+ e−𝛽Δ𝜈/4

𝛽
+ e−𝛽Δ𝑸/4

𝛽

+
(
1 + Λ0

Δ𝜈

)
∥𝑽∥∥𝑯∥

Δ𝑸
+ 𝑟

( ∥𝑽∥
Δ𝑸
+ ∥𝑽∥

Δ𝜈

))
.

Proof. The idea is that 𝑸′L′† [𝑯′]𝑸′ essentially depends only on the low energy
subspace 𝑸′ and the corresponding restricted transition 𝑸′𝑨𝑎𝑸′.

𝑸′L′† [𝑯′]𝑸′ 𝐸1≈
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝜃 (𝜔′)𝑸′ 𝑨̂𝑎 (𝜔′)† 𝑨̂𝑎 (𝜔′)𝑸′d𝜔′

𝐸2≈
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝜃 (𝜔′)𝑸′ 𝑨̂𝑎 (𝜔′)†𝑸′ 𝑨̂𝑎 (𝜔′)𝑸′d𝜔′

=
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝜃 (𝜔′) 𝑹̂′𝑎 (𝜔′)† 𝑹̂′𝑎 (𝜔′)d𝜔′

𝐸3≈ L
†𝛽,𝜏,𝑯′

𝑸′

{𝑹′𝑎} [𝑯′𝑸′]
𝐸4≈ L

†𝛽,𝜏,𝑯′
𝑸′

{𝑹𝑎} [𝑯′𝑸′] .

The approximation 𝐸2 inserts the low-energy projector 𝑸′. To do so, we resolves the
identity by 𝑰 = 𝑸′ + (𝑰 − 𝑸′) and uses that∑︁

𝑎∈𝑆

∫ ∞

−∞
𝜃 (𝜔′)𝑸′ 𝑨̂𝑎 (𝜔′)†(𝑰 − 𝑸′) 𝑨̂𝑎 (𝜔′)𝑸′d𝜔′

𝐸21≈
∑︁
𝑎∈𝑆

∫ ∞

−∞
𝜃 (𝜔′) 𝑺̂𝑎 (𝜔′)†𝑺̂𝑎 (𝜔′)d𝜔′

𝐸22≈ 0.

That is, we need the excitation gap to be large so that (𝑰 −𝑸′)𝑨𝑎𝑸′ have a vanishing
contribution to the gradient. These error combines 𝐸2 = 𝐸21 + 𝐸22, where

𝐸21 ≤ 2∥
∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎∥∥𝜃∥∞∥ 𝑓𝜏 · (1 − 𝑠𝜇)∥2∥ 𝑓𝜏∥2 = |𝑆 |O( Λ0√
𝜇𝜏
)

𝐸22 ≤ ∥
∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎∥ max
𝜔′≥Δ𝑸′−𝜇

|𝜃 (𝜔′) |∥ 𝑓𝜏 · 𝑠𝜇∥22 = |𝑆 | e
−𝛽(Δ𝑸′−𝜇)/2

𝛽
.

Thus, we consider a safe choice of 𝜇 = Δ𝑸′/2. Also, since the perturbation is
small by assumption, ∥𝑽∥ ≤ 1

144Δ𝜈
Δ𝑸

∥𝑯∥ ≤
1

144Δ𝑸 , the excitation gap remains large
Δ𝑸′ ≥ Δ𝑸 − 2∥𝑽∥ ≥ Δ𝑸 − 1

72Δ𝑸 ≥ Δ𝑸/2. The third line (after approximation
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𝐸2) formally disposes of the excited state of 𝑯′ above 𝐸′𝑸′ by defining a modified
Hamiltonian

𝑯′𝑸′ := 𝑯′𝑸′ + 𝐸′𝑸′ (𝑰 − 𝑸
′)

for the Fourier transform 𝑹′𝑎 (𝜔′). This Hamiltonian is merely a proof artifact, and
one can also set the energy of the excited subspace 𝑰 − 𝑸′ to be infinity. The error
𝐸3 is merely the error to put it back to the form of an energy gradient.

The approximation 𝐸4 changes the jumps with norm bounded by

∥
∑︁
𝑎∈𝑆

𝑹′𝑎 ⊗ |𝑎⟩ −
∑︁
𝑎∈𝑆

𝑹𝑎 ⊗ |𝑎⟩∥

≤ 2
√︄
∥
∑︁
𝑎∈𝑆

𝑨𝑎†𝑨𝑎∥∥𝑸 − 𝑸′∥ = |𝑆 |O( ∥𝑽∥
Δ𝑸
)

using subspace perturbation bounds ∥𝑸 − 𝑸′∥ ≤ 8 ∥𝑽∥
Δ𝑸

(Lemma 4.16.3). Since
the (suitably normalized) gradient operator 1

2|𝑆 | ∥𝑶∥ · L
† [𝑶] can be block-encoded

using O(1) block-encodings of the jumps (Theorem 4.10.1, Proposition 4.10.7,
Proposition 4.10.8), perturbation to the jumps propagates to the gradient operator by

𝐸4 = O
(



∑︁

𝑎

𝑹′𝑎 |𝑎⟩ −
∑︁
𝑎

𝑹𝑎 |𝑎⟩




 · ∥𝑯′𝑸′ ∥) = |𝑆 |O

(
∥𝑯′𝑸′ ∥

∥𝑽∥
Δ𝑸

)
.

To summarize, the above gives the bound

∥𝑸′L′† [𝑯′]𝑸′ − L
†𝛽,𝜏,𝑯′

𝑸′

{𝑹𝑎} [𝑯′𝑸′] ∥ ≤ |𝑆 | · O
(

1
𝜏
+ ∥𝑯∥

3/4

𝜏1/4 + Λ0√︁
Δ𝑸𝜏

+ e−𝛽Δ𝑸/4

𝛽
+ ∥𝑽∥

Δ𝑸
∥𝑯′𝑸′ ∥

)
(4.148)

using ∥𝑯′∥ ≤ ∥𝑯∥ + ∥𝑽∥ ≤ 2∥𝑯∥ and Δ𝑸′ ≥ Δ𝑸/2. Similarly, the

𝑸L† [𝑯]𝑸 𝐸5≈ L†𝛽,𝜏,𝑯𝑸

{𝑹𝑎} [𝑯𝑸] for 𝑯𝑸 := 𝑯𝑸 + 𝐸𝑸 (𝑰 − 𝑸)

with 𝐸5 also bounded by the RHS of Eq. (4.16) but with ∥𝑽∥ → 0.

Now, we may use the monotonicity of gradient (Theorem 4.16.1) for Hamiltonian
pairs 𝑯𝑸 and 𝑯′𝑸′ , jumps {𝑹𝑎}𝑎∈𝑆, with the characteristic Bohr-frequency gap
Δ𝜈 = min𝜈1≠𝜈2∈𝐵(𝑯𝑸) |𝜈1 − 𝜈2 |. The modified Hamiltonian perturbation ∥𝑯𝑸 −𝑯′𝑸′ ∥
is bounded by the sum of the following two errors:

∥𝑯𝑸 − 𝑯′𝑸′∥ = ∥𝑯𝑸 − 𝑯𝑸′ + 𝑯𝑸′ − 𝑯′𝑸′∥ ≤ 8
∥𝑽∥
Δ𝑸
∥𝑯∥ + ∥𝑽∥ ≤ 9

∥𝑽∥
Δ𝑸
∥𝑯∥,

(4.149)
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∥𝐸𝑸 (𝑰 − 𝑸) − 𝐸′𝑸′ (𝑰 − 𝑸
′)∥ = ∥𝐸𝑸 (𝑰 − 𝑸) − 𝐸𝑸 (𝑰 − 𝑸′) + 𝐸𝑸 (𝑰 − 𝑸′) − 𝐸′𝑸′ (𝑰 − 𝑸

′)∥

≤ 8𝐸𝑸
∥𝑽∥
Δ𝑸
+ ∥𝑽∥ ≤ 9

∥𝑽∥
Δ𝑸
∥𝑯∥. (4.150)

So ∥𝑯𝑸 − 𝑯′𝑸′ ∥ ≤ 18∥𝑽∥∥𝑯∥/Δ𝑸 , which is less than Δ𝜈/8 by the assumption in
the corollary statement so we may apply Theorem 4.16.1. Note that error due to
perturbing the 𝑸(𝑰 − 𝑷) can be bounded directly by

∥𝑸′(𝑰 − 𝑷′) − 𝑸(𝑰 − 𝑷)∥ ≤ ∥𝑸′ − 𝑸∥ + ∥𝑷 − 𝑷′∥ = O
( ∥𝑽∥
Δ𝑸
+ ∥𝑽∥

Δ𝜈

)
. (4.151)

Apply Theorem 4.16.1 with 𝑯 = 𝑯𝑸 , 𝑯′ = 𝑯′𝑸′ , 𝑶 = 𝑸(𝑰−𝑷), and 𝑶′ = 𝑸′(𝑰−𝑷′),
𝛿𝜆 ≤ ∥𝑯𝑸 − 𝑯𝑸′ ∥, and 𝜃max = O(Λ0), along with the additional approximation
error in Eq. (4.16), we obtain the result as advertised in the corollary statement. ■

Corollary 4.16.2 (Monotonicity of gradient on a subspace under off-block-diagonal
perturbation; Corollary 4.12.2 restated). In the setting of Corollary 4.16.1, instead
assume ∥𝑽∥

Δ𝜈
,
∥𝑽∥
Δ𝑸
≤ (𝑐𝑜𝑛𝑠𝑡.), and that the perturbation is off-block-diagonal, i.e.,

𝑸𝑽𝑸 = (𝑰 − 𝑸)𝑽 (𝑰 − 𝑸) = 0. Then,

−𝑸L† [𝑯]𝑸 ⪰ 𝑟𝑸(𝑰 − 𝑷) − 𝜖 𝑰 implies − 𝑸′L′† [𝑯′]𝑸′ ⪰ 𝑟𝑸′(𝑰 − 𝑷′) − 𝜖′𝑰,

where

𝜖′ ≤ 𝜖 + |𝑆 | · O
(

1
𝜏
+ ∥𝑯∥

3/4

𝜏1/4 +
Λ

2/3
0
𝜏1/3 +

Λ0√
Δ𝜈𝜏
+ Λ0√︁

Δ𝑸𝜏
+ e−𝛽Δ𝜈/4

𝛽
+ e−𝛽Δ𝑸/4

𝛽

+ ∥𝑽∥
2

Δ𝑸
+ ∥𝑯𝑸 ∥ ·

( ∥𝑯𝑸 ∥∥𝑽∥
Δ𝑸Δ𝜈

+ ∥𝑽∥
2

Δ𝑸Δ𝜈

)
+ 𝑟

( ∥𝑽∥
Δ𝑸
+ ∥𝑽∥

2

Δ𝑸Δ𝜈

))
.

Proof. When the perturbation 𝑽 is off-diagonal in the energy eigenbasis of 𝑯, we
can use tighter bounds on the changes in eigenvalues and eigensubspaces of 𝑯′ from
Lemma 4.16.4, which implies

𝛿𝜆 = max
𝑗
|𝐸 𝑗 − 𝐸′𝑗 | = O

( ∥𝑽∥2
Δ𝑸

)
∥𝑯𝑸 − 𝑯′𝑸′ ∥ = O

(
∥𝑯𝑸 ∥

∥𝑽∥
Δ𝑸
+ ∥𝑽∥

2

Δ𝑸

)
.

∥𝑷 − 𝑷′∥ ≤ O
( ∥𝑽∥
Δ𝑸
+ ∥𝑽∥

2

Δ𝑸Δ𝜈

)
.
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The second line and third line are due to rotation and then subspace perturbation
(Lemma 4.16.3). Essentially, this is because (1) all subspace rotations are small
( ∥𝑽∥
Δ𝑸
≪ 1) and (2) the energy perturbation is smaller than the level spacing ( ∥𝑽∥

2

Δ𝑸
≪

Δ𝜈). We then follow the same argument in the proof of Corollary 4.16.1 above with
the improved bounds for Eqs. (4.149), (4.150), and (4.151). We can also use an
improve bound of 𝜃max ≤ ∥𝑯𝑸 ∥. Together these improvements yield the better error
bound on 𝜖′ as advertised. ■

Example where perturbation kills energy gradient
We present an example where despite ∥𝑽∥ ≪ Δ𝜈, the gradient is lost due to the
perturbation. Therefore, the resulting change in gradient is not multiplicative
(1 − ∥𝑽∥

Δ𝜈
), but merely additive. If the gradient is polynomially small, we need ∥𝑽∥

Δ𝜈
to

be also polynomially small to secure the gradient.

Proposition 4.16.7 (Perturbation kills the gradient). Let 𝑯 = 𝒁 = |1⟩⟨1| − |−1⟩⟨−1|,
𝑨 = 𝒁 + 𝜖𝑿, and 𝑽 = 𝜖𝑿. Then, for the 𝛽, 𝜏 →∞ heat bath Lindbladian, we have
that

L† [𝑯] ⪯ −2𝜖2(𝑰 − 𝑷) but L′† [𝑯′] = 0.

Proof.

L† [𝑯] = 𝜖2
(
|1⟩⟨−1|𝑯 |−1⟩⟨1| − 1

2
|1⟩⟨1|𝑯 − 1

2
𝑯 |1⟩⟨1|

)
= −2𝜖2 |1⟩⟨1|.

ButL′† [𝑯′] = 0 because [𝑯′, 𝑨] = 0, i.e., 𝑨 is diagonal in the new energy basis. ■
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1Here 𝑡𝑚𝑖𝑥 refers to the mixing time of modified Lindbladians that forbid certain energies
transitions (parameterized by an additional attenuation coefficient 𝛾𝑎𝑡𝑡 ); it is unclear how this
restricted connectivity impacts the mixing time. Also, our improved Lindbladian simulation results
already improve their complexities from Õ( 𝛽

3𝑡𝑚𝑖𝑥

𝜖 7 ) to Õ( 𝛽𝑡𝑚𝑖𝑥

𝜖 2 ).

2Ref. [160] is similar to [38], but its proof of convergence assumes the Eigenstate Thermalization
Hypothesis (ETH) and a maximally mixed initial state. [38] has guarantees assuming only the mixing
time, and ETH is one way of bounding the mixing time.

3Ref. [180] did not include the algorithmic cost of quantum simulated annealing, so we fill in
using our modernized version (section 2.12). Likewise, the simulated annealing cost of [186] could
also be improved (still assuming perfect QPE).

4The proof of correctness assumes each eigenstate 𝑯 can be perfectly distinguished.

5Assuming the Markov property and clustering quantities both decay exponentially.

6Their exactly detailed-balanced quantum channel seems to qualitatively differ from other quantum
MCMC algorithms. It assumes certain efficiently implementable basis measurements with a good
overlap with the energy basis. For example if measured in the computational basis, the 1D transverse
field Ising model seems to exhibit an exponential mixing time at constant temperature, see [133, Page
5].

7A comparison of existing thermal state preparation algorithms. We focus on methods with
provable guarantees for an 𝜖-approximation of the Gibbs state (in trace distance) and list their cost,
assumptions, and caveats. We use Poly(·) to denote polynomials and Õ(·) to absorb logarithmic
dependences. The first few algorithms are Monte Carlo-style methods, incoherent or coherent; we
represent their costs by the total black-box Hamiltonian simulation time. The incoherent ones are
based on semi-groups, with complexity being the cost of emulating the semi-group (which is basically
dominated by the phase estimation time 𝑡𝑄𝑃𝐸) multiplied by the mixing time 𝑡𝑚𝑖𝑥 . Instead, the
coherent version implements block-encoding for discriminants and prepares the purified Gibbs state
via quantum simulated annealing. The number of discriminant calls is Õ(𝛽∥𝑯∥

√︃
𝜆−1
𝑔𝑎𝑝) (as the

counterpart for the mixing time 𝑡𝑚𝑖𝑥) where 𝜆g𝑎𝑝 refers to the minimum gap of discriminants along
the adiabatic path. We calculate the costs for Theorem 2.1.3 and Theorem 2.1.4, assuming the
algorithmic parameters and the mixing time 𝑡𝑚𝑖𝑥 or spectral gap 𝜆𝑔𝑎𝑝 satisfy certain self-consistency
constraint. The mixing time and spectral gap can be (loosely) converted to each other, assuming
approximate detailed balance. Of course, as in all classical MCMC methods, the mixing time 𝑡𝑚𝑖𝑥 or
spectral gap 𝜆𝑔𝑎𝑝 can be exponentially small depending on the temperature and the system; indeed,
there are systems whose thermal states are expected to have high complexity, such as certain spin
glass models, and we do not expect efficient quantum algorithms to exist in general. Optimistically,
we often care about the Gibbs state that appears in nature, which suggests the mixing time remains
reasonably small.
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