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ABSTRACT

Quantum light sources are becoming an increasingly popular alternative to pulsed
lasers for spectroscopy, microscopy, and sensing. The inherent quantum corre-
lations of entangled photons present unique advantages in spectroscopy, enabling
high signal-to-noise ratios, low excitation fluxes, and time-resolved measurements
without requiring a pulsed laser. Entangled photon sources for spectroscopic mea-
surements typically consist of bulk crystals or ion-diffused waveguides. Integrated
platforms such as thin-film lithium niobate have potential for highly efficient, tai-
lored, and compact entangled photon sources through periodically poled nanopho-
tonic waveguides. The advantageous nonlinear optical properties of lithium niobate
coupled with the nanophotonic thin film platform allows for frequency conversion,
quantum state generation, state manipulation, and sample interaction all on a single
compact chip, demonstrating thin-film lithium niobate’s potential for compact and
portable integrated spectrometers.

Here, we present our work in frequency conversion and sample interactions in
thin-film lithium niobate. Most of the previous demonstrations of nanophotonic
lithium niobate waveguides have focused on infrared wavelengths for applications
in quantum communication and computing, leaving the shorter wavelengths that
are of interest for spectroscopy still a largely unexplored space. In this work,
frequency conversion in thin-film lithium niobate is investigated from ultraviolet
through telecom wavelengths. Periodically poled lithium niobate nanophotonic
waveguides are fabricated for second harmonic generation in the ultraviolet-A region
and entangled photon generation at visible and near-infrared wavelengths. Using
a violet continuous wave laser, a waveguide with a fluorescent dye-doped polymer
cladding layer is investigated for sample interactions. Finally, preliminary work in
entangled photon triplet generation down to telecom wavelengths is explored. This
work represents a step towards compact, on-chip spectrometers and sensors through
lithium niobate photonic integrated circuits.
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C h a p t e r 1

INTRODUCTION

Spectroscopy and microscopy are powerful tools to investigate the properties of
atoms, molecules, and materials. Nonlinear spectroscopy and multiphoton mi-
croscopy in particular are capable of high spatial resolution, deep tissue imaging,
ultrafast dynamics, and excitation of transitions that are inaccessible in linear analogs
[1–4]. However, these techniques are often limited to academic laboratory settings
due to the large size, cost, and maintenance of the high power ultrafast pulsed lasers
required for measurements.

Entangled photons (Figure 1.1) have been an important resource in quantum op-
tical applications for decades and are a promising alternative to pulsed lasers in
spectroscopy, microscopy, and sensing. Entanglement can be generated through
spontaneous parametric downconversion (SPDC) in various degrees of freedom, in-
cluding energy-time, polarization, and path entanglement [6]. In the SPDC process,
a pump photon can spontaneously split into two lower energy entangled photons
as the pump propagates through a nonlinear optical crystal. The inherent quantum
correlations between the entangled photon pair are of great interest for applications

Figure 1.1: Photograph of entangled photons generated from a bulk nonlinear
crystal. Three false-color images are superposed. Due to nature of the energy and
momentum matching, each frequency is emitted in an emission cone. Reproduced
from Ref. [5] with permission from Springer Nature.
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such as quantum cryptography [7], communication [8], and computation [9]. In
spectroscopy and microscopy, these correlations have been demonstrated to enable
high signal-to-noise ratios [10–13], decreased diffraction limits [14], low excita-
tion fluxes for sensitive biological samples [15], linearization of nonlinear optical
processes [16], and time-resolved measurements without a pulsed laser [17]. In par-
ticular, the linearization and time-resolved measurements using entangled photons
are of interest for both new and established techniques in single-molecule sensing
and biological imaging.

The single photon-like behavior of the photon pairs, imparted by the entangled
photon generation process, enables the linearization of classically nonlinear pro-
cesses such as harmonic generation [19], sum frequency generation [20], and two
photon absorption [21]. In particular, the linear behavior of entangled two photon
absorption (ETPA) [22–24] has potential applications in sensing and spectroscopy
in the low-flux regime, where the linear response of entangled photons enhances the
two photon absorption rate compared to the quadratic scaling of classical light (Fig-
ure 1.2) [16, 25]. Despite the theoretical enhancements using entangled photons,
ETPA has been difficult to experimentally observe due to difficulties in eliminat-
ing single photon processes that can dominate the light-matter interaction, such as
residual pump excitation, scattering [26], or hot band absorption [27]. Even when
linear processes are eliminated, the low efficiencies of existing SPDC sources, which
are typically around one entangled photon pair generated for every million pump

Figure 1.2: Demonstration of the linearization of classically nonlinear processes us-
ing entangled photons. Sum frequency generation (SFG) classically scales quadrat-
ically with the pump power (blue), but scales linearly when pumped with entangled
photons (orange). Used with permission from Ref. [18]; permission conveyed
through Copyright Clearance Center, Inc.
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photons, coupled with the the low ETPA cross sections limit the current applications
of ETPA even in the low flux regime [28–30].

The inherent quantum correlations of the photon pairs similarly enable time-resolved
measurements using a continuous wave laser to generate entangled photons. Through
energy-time entanglement, the photon pairs are deterministically correlated in time
[31] and can thus act as a pulse with ultrafast correlation times ranging from tens to
hundreds of femtoseconds [32, 33]. Utilizing these correlations for time-resolved
fluorescence measurements (Figure 1.3), which are of interest for medical imag-
ing [34, 35] and wearable devices [36, 37], entangled photons have the potential
to replicate pulsed measurements at lower fluxes with greater wavelength tunabil-
ity for sample multiplexing and without requiring external phase modulation [17].
However, the size and footprint of current SPDC sources as well as the associated
collection optics limit miniaturization, adding complexity and cost for applications
in portable spectrometers.

Figure 1.3: Fluorescence lifetime measurements for indocyanine green in dimethyl-
sulfoxide using entangled photons. a) The base instrument response function (IRF,
blue), measured indocyanine green sample response histogram (pink), and fitted
histogram (orange). b) Standard deviation of the fluorescence lifetime fit with re-
spect to integration time, demonstrating 𝑁−1/2 scaling of the noise, where 𝑁 is the
number of detection events. Reprinted with permission from Ref. [17]. Copyright
2023 American Chemical Society.

Previous work in spectroscopy and sensing-focused applications of entangled pho-
tons such as ETPA and time-resolved fluorescence have utilized bulk crystal or
large-area waveguide entangled photon sources (Figure 1.4a-b) that operate at visi-
ble and near-infrared wavelengths. These sources consist of bulk nonlinear optical
crystals such as 𝛽-barium borate (BBO), periodically poled potassium titanyl phos-
phate (PPKTP), and periodically poled lithium niobate (PPLN), or ion-diffused
waveguides fabricated through proton exchange or titanium diffusion. However,
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Figure 1.4: Illustration of the different types of SPDC sources in periodically poled
lithium niobate. a) Bulk crystals, b) ion-diffused waveguides, and c) nanophotonic
or TFLN waveguides.

the large mode area of bulk crystal sources limits the entangled photon generation
efficiency, and the low index contrast of ion-diffused waveguides restricts the device
bend radius, limiting dense photonic integration for compact devices.

Integrated optical platforms such as thin-film lithium niobate (TFLN) have seen
rapid growth over the past few decades. Lithium niobate (LiNbO3, LN) is a nonlin-
ear optical crystal that can be described as the "silicon of photonics" due to its many
advantageous material properties, including high electro-optic, piezoelectric, and
nonlinear optical coefficients, wide transparency range, stability, and commercial
availability [38]. Further leveraging these advantageous properties, the sub-µm2

modal confinement of nanophotonic waveguides fabricated on the thin film plat-
form (Figure 1.4c) enables highly efficient frequency conversion and quantum state
generation as well as the small bend radii desired for dense photonic integration.
Waveguide fabrication on TFLN through typical nanofabrication techniques also
increases the degrees of freedom available for device design, enabling dispersion
engineering through the waveguide geometry and allowing for modular integration
of photonic components. Thus, photonic integrated circuits on TFLN have the
potential to produce tailored, compact, and portable spectrometers with efficient
frequency conversion, quantum state generation, state manipulation, and sample
interaction all on a single compact chip.

Much of the previous work in TFLN waveguides has focused on infrared wave-
lengths for applications in quantum communication and computing, leaving the
shorter wavelengths that are of interest for spectroscopy still a largely unexplored
space. This thesis presents progress in lithium niobate nanophotonic waveguides
in the ultraviolet through telecom wavelengths. Chapter 2 provides relevant back-
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ground and theory of nonlinear optics and crystals. The derivation of the second
harmonic generation (SHG) and SPDC efficiencies used in Chapters 3, 4, and 6
is reviewed. Chapter 3 presents a periodically poled TFLN waveguide fabricated
for ultraviolet second harmonic generation. This device demonstrates SHG down
to 355 nm, the shortest wavelength demonstrated in TFLN to date. Chapter 4
demonstrates spontaneous parametric downconversion from visible to near-infrared
wavelengths in a periodically poled TFLN waveguide from a near-ultraviolet pump.
The brightness and efficiency of this nanophotonic entangled photon source is or-
ders of magnitude higher than that of the highest performing bulk crystal or diffused
waveguide sources at these wavelengths, and the entangled photons from this source
are the shortest wavelength photon pairs generated in TFLN by nearly an octave.
Chapter 5 explores a fluorescent dye-doped polymer film cladded on a rib waveg-
uide as a model system for evanescent wave sensing. The fundamental waveguide
modes are compared in terms of scattering and fluorescence losses as criteria for a
lithium niobate-based sensor. Chapter 6 expands upon the entangled photon pair
generation in Chapter 4 to present preliminary work in entangled photon triplet gen-
eration through cascaded spontaneous parametric downconversion (CSPDC) from
a near-ultraviolet pump to photon triplets at near-infrared and telecom wavelengths.
This device is the first demonstration of CSPDC in TFLN waveguides to date, and
the expected entangled photon triplet efficiency is orders of magnitude higher than
previous demonstrations of CSPDC. Finally, Chapter 7 summarizes the results of
this thesis and identifies several future research directions to improve device per-
formance and incorporate downstream photonic elements towards a fully realized
on-chip spectrometer.
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C h a p t e r 2

NONLINEAR OPTICAL PROCESSES

This chapter covers the fundamentals of nonlinear optics and the relevant equations
for the frequency conversion processes described in Chapters 3, 4, and 6. The
coupled wave equations for second order nonlinear processes are revisited to derive
the efficiencies for sum frequency generation and second harmonic generation. The
theory of spontaneous parametric downconversion in waveguides is described. The
different types of phase matching in nonlinear crystals, including perfect, birefrin-
gent, and quasi-phase matching, are discussed. Finally, the properties of nonlinear
crystals, particularly lithium niobate, are reviewed. Appendix A serves as a supple-
ment to review the wave equations and other pertinent equations for electromagnetic
propagation.

2.1 Nonlinear optics
Nonlinear optics is the study of the nonlinear change in optical properties in response
to a strong electromagnetic field, such as a laser. To understand the source of
nonlinear optics, we can first revisit the fundamental equations of electromagnetism.

The constitutive relation between the electric displacement D and the electric field
E is used to define the polarization density P and the permittivity 𝜀 of a material
[1]:

D = 𝜀E

= 𝜀0E + P
(2.1)

where 𝜀0 is the vacuum permittivity. A review of Maxwell’s equations and the
derivation of the wave equations for electromagnetic fields a can be found in Ap-
pendix A.1.

In linear materials, the induced polarization is directly proportional to the electric
field:

P = 𝜀0𝜒
(1)E (2.2)

where 𝜒(1) is a constant known as the linear susceptibility. However, this linear
relation between P and E does not hold for many real systems. To account for
nonlinear effects, the polarization can be separated into its linear and nonlinear
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components, which can be represented with a Taylor expansion [2, 3]:

P = P𝐿 + P𝑁𝐿

= P(1) + P(2) + P(3) + ...

= 𝜀0𝜒
(1)E1 + 𝜀0𝜒

(2)E1E2 + 𝜀0𝜒
(3)E1E2E3 + ...

(2.3)

where the linear polarization P𝐿 is defined analogously to Equation 2.2 for linear
crystals:

P𝐿 = P(1) = 𝜀0𝜒
(1)E1 (2.4)

while the nonlinear polarization P𝑁𝐿 is defined as:

P𝑁𝐿 = P(2) + P(3) + ...

= 𝜀0𝜒
(2)E1E2 + 𝜀0𝜒

(3)E1E2E3 + ...
(2.5)

Second order nonlinear processes, such as the frequency conversion processes de-
scribed in this thesis, involve the mixing of three waves and utilize the P(2) term of
the nonlinear polarization. The 𝑑 tensor for the second order nonlinear coefficient is
often used to denote the nonlinear susceptibility in place of 𝜒(2) , with the relation:

𝑑𝑖 𝑗 𝑘 =
1
2
𝜒
(2)
𝑖 𝑗 𝑘

(2.6)

where 𝑖, 𝑗 , 𝑘 = 𝑥, 𝑦, 𝑧. The second order polarization can then be generally repre-
sented with a summation:

P(2) =
∑︁

𝑖=𝑥,𝑦,𝑧

𝑃𝑖 =
∑︁

𝑖, 𝑗 ,𝑘=𝑥,𝑦,𝑧

2𝜀0𝑑𝑖 𝑗 𝑘𝐸 𝑗𝐸𝑘 . (2.7)

2.2 Coupled wave equations
Using the expression for the nonlinear polarization, the efficiencies of commonly
used second order nonlinear processes such as sum frequency and second harmonic
generation can be derived. Consider an electric field at two frequencies 𝜔1 and 𝜔2

with the form:
E =

1
2
(𝐸1𝑒

−𝑖𝜔1𝑡 + 𝐸2𝑒
−𝑖𝜔2𝑡 + c.c.) (2.8)

where c.c. stands for the complex conjugate and 𝐸1 and 𝐸2 are the magnitudes of
the electric fields at frequencies 𝜔1 and 𝜔2. Using this form for E in the general
form of the second order polarization P(2) in Equation 2.5 and expanding out the
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terms, the following expression can be obtained:

P(2) = 𝜀0𝜒
(2)E2

= 𝜀0𝜒
(2)

(
1
2
(𝐸1𝑒

−𝑖𝜔1𝑡 + 𝐸2𝑒
−𝑖𝜔2𝑡 + c.c.)

)2

=
𝜀0𝜒

(2)

4

(
𝐸2

1𝑒
−2𝑖𝜔1𝑡 + 𝐸2

2𝑒
−2𝑖𝜔2𝑡 + 2𝐸1𝐸2𝑒

−𝑖(𝜔1+𝜔2)𝑡 + 2𝐸1𝐸
∗
2𝑒

−𝑖(𝜔1−𝜔2)𝑡

+ 2|𝐸1 |2 + 2|𝐸2 |2 + c.c.
)
.

(2.9)

The polarization can also be expressed using the notation:

P =
1
2

∑︁
𝑛

(𝑃𝜔𝑛
𝑒−𝑖𝜔𝑛𝑡 + c.c.). (2.10)

Using the equality between Equations 2.9 and 2.10, we can see that each of the
terms in Equation 2.9 corresponds to a particular physical process. Considering
sum frequency generation (SFG), which involves the generation of an electric field
at frequency 𝜔3 = 𝜔1 + 𝜔2, the amplitude of the second order polarization can be
assigned as:

𝑃𝜔3 = 𝜀0𝜒
(2)𝐸1𝐸2

= 2𝜀0𝑑eff𝐸1𝐸2.
(2.11)

Note that 𝑑𝑖 𝑗 𝑘 from Equation 2.7 has been replaced with 𝑑eff to generalize for the
polarizations of the fields. Now consider plane waves with 𝑧 propagation of the
form:

E𝑖 =
1
2
(𝐴𝑖𝑒

𝑖(𝑘𝑖𝑧−𝜔𝑖𝑡) + c.c) (2.12)

where 𝑘𝑖 =
𝑛𝑖𝜔𝑖

𝑐
is the propagation constant and the amplitude 𝐴𝑖 is a constant.

By setting 𝐸𝑖 = 𝐴𝑖𝑒
𝑖𝑘𝑖𝑧, this representation of the electric field is consistent with

Equation 2.8. Using the amplitudes 𝐴𝑖 in Equation 2.11 and changing the subscripts
so that 𝑃𝜔3 = 𝑃3:

𝑃𝜔3 = 𝑃3 = 2𝜀0𝑑eff𝐴1𝑒
𝑖𝑘1𝑧𝐴2𝑒

𝑖𝑘2𝑧

= 2𝜀0𝑑eff𝐴1𝐴2𝑒
𝑖(𝑘1+𝑘2)𝑧 .

(2.13)

Using this expression, we can now revisit the nonlinear wave equation (Equa-
tion A.29). The derivations for the linear and nonlinear wave equations can be
found in Appendix A.

∇2E3 − 𝜇𝜀
𝜕2E3

𝜕𝑡2
− 𝜇

𝜕2P𝑁𝐿

𝜕𝑡2
= 0 (2.14)
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For the field E3 = 1
2 (𝐴3𝑒

𝑖(𝑘3𝑧−𝜔3𝑡) + c.c.) and nonlinear polarization P𝑁𝐿 = P3 =

1
2 (𝑃3𝑒

−𝑖𝜔3𝑡 + c.c.), the wave equation becomes:

∇2
(1
2
(𝐴3𝑒

𝑖(𝑘3𝑧−𝜔3𝑡) + c.c.)
)
− 𝜇𝜀

𝜕2

𝜕𝑡2

(1
2
(𝐴3𝑒

𝑖(𝑘3𝑧−𝜔3𝑡) + c.c.)
)
=

𝜇
𝜕2

𝜕𝑡2

(1
2
(2𝜀0𝑑eff𝐴1𝐴2𝑒

𝑖((𝑘1+𝑘2)𝑧−𝜔3𝑡) + c.c.)
)
. (2.15)

Cancelling out the 1
2𝑒

−𝑖𝜔3𝑡 factor from all terms and noting that the Laplacian ∇2

can be reduced to 𝜕2

𝜕𝑧2 for plane waves simplifies this expression to:

𝜕2𝐴3

𝜕𝑧2 𝑒𝑖𝑘3𝑧 + 2𝑖𝑘3
𝜕𝐴3
𝜕𝑧

𝑒𝑖𝑘3𝑧 + c.c. = −2𝜀0𝜇𝐴1𝐴2𝜔
2
3𝑒

𝑖(𝑘1+𝑘2)𝑧 + c.c. (2.16)

Note that the complex conjugate terms can be dropped, and this expression will still
maintain equality. The momentum or wavevector mismatch Δ𝑘 can also be defined
as

Δ𝑘 = 𝑘3 − 𝑘1 − 𝑘2 (2.17)

to get the expression:

𝜕2𝐴3

𝜕𝑧2 + 2𝑖𝑘3
𝜕𝐴3
𝜕𝑧

= −2𝜀0𝜇𝐴1𝐴2𝜔
2
3𝑒

−𝑖Δ𝑘𝑧 . (2.18)

Using the slowly varying amplitude approximation, the 𝜕2𝐴3
𝜕𝑧2 term can be neglected:����𝜕2𝐴3

𝜕𝑧2

���� << ����𝑘3
𝜕𝐴3
𝜕𝑧

���� . (2.19)

Isolating the derivative term and using 𝑘3 =
𝑛3𝜔3
𝑐

produces the coupled wave equation
for SFG:

𝜕𝐴3
𝜕𝑧

= 𝑖
𝜇𝜀0𝑐𝑑eff𝜔3

𝑛3
𝐴1𝐴2𝑒

−𝑖Δ𝑘𝑧 (2.20)

where the spatial derivative of the sum frequency field 𝜕𝐴3
𝜕𝑧

is coupled with the fields
𝐴1 and 𝐴2. Integrating 𝜕𝐴3

𝜕𝑧
from 0 to 𝐿, an expression for 𝐴3 can be obtained:

𝐴3 =

∫ 𝐿

0

𝜕𝐴3
𝜕𝑧

𝑑𝑧

=

∫ 𝐿

0
𝑖
𝜇𝜀0𝑐𝑑eff𝜔3

𝑛3
𝐴1𝐴2𝑒

−𝑖Δ𝑘𝑧

= −𝜇𝜀0𝑐𝑑eff𝜔3
𝑛3

𝐴1𝐴2
𝑒−𝑖Δ𝑘𝐿 − 1

Δ𝑘
.

(2.21)

We can now consider the intensity, which is given by the time-averaged Poynting
vector:

𝐼𝑖 =
1
2
𝑛𝑖𝜀0𝑐 |𝐴𝑖 |2 (2.22)
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so the intensity of the field at 𝜔3 is:

𝐼3 =
1
2
𝑛3𝜀0𝑐 |𝐴3 |2

=
1
2
𝑛3𝜀0𝑐

����−𝜇𝜀0𝑐𝑑eff𝜔3
𝑛3

𝐴1𝐴2
𝑒−𝑖Δ𝑘𝐿 − 1

Δ𝑘

����2
=

𝜇2𝜀3
0𝑐

3𝑑2
eff𝜔

2
3

2𝑛3
|𝐴1 |2 |𝐴2 |2

2(1 − cos(Δ𝑘𝐿))
Δ𝑘2 .

(2.23)

Using the cosine double angle identity and the definition sinc(𝑥) =
sin(𝑥)
𝑥

, the
following expression can be obtained:

𝐼3 =
𝜇2𝜀3

0𝑐
3𝑑2

eff𝜔
2
3𝐿

2

2𝑛3
|𝐴1 |2 |𝐴2 |2sinc2

(
Δ𝑘𝐿

2

)
. (2.24)

Finally, |𝐴1 |2 and |𝐴2 |2 can also be replaced with their respective intensities:

𝐼3 =
𝜇2𝜀3

0𝑐
3𝑑2

eff𝜔
2
3𝐿

2

2𝑛3

2𝐼1
𝑛1𝜀0𝑐

2𝐼2
𝑛2𝜀0𝑐

sinc2
(
Δ𝑘𝐿

2

)
=

2𝑑2
eff𝜔

2
3𝐿

2

𝑛1𝑛2𝑛3𝜀0𝑐3 𝐼1𝐼2sinc2
(
Δ𝑘𝐿

2

)
.

(2.25)

In terms of optical powers P𝑖 instead of intensities, a similar expression can be
obtained for the generated power at 𝜔3 [4, 5]:

P3 =
2𝑑2

eff𝜔
2
3𝐿

2

𝑛1𝑛2𝑛3𝜀0𝑐3𝐴eff
P1P2sinc2

(
Δ𝑘𝐿

2

)
(2.26)

where 𝐴eff is the effective mode interaction area. So we find that:
𝑃3

𝑃1𝑃2
= 𝜂0,SFG𝐿

2sinc2
(
Δ𝑘𝐿

2

)
(2.27)

where the normalized conversion efficiency 𝜂0 for SFG is defined as:

𝜂0,SFG =
2𝑑2

eff𝜔
2
3

𝑛1𝑛2𝑛3𝜀0𝑐3𝐴eff
. (2.28)

Second harmonic generation
Although the equations presented so far were specified for SFG, a similar and
related second order process is second harmonic generation (SHG). In SHG, a field
at frequency 𝜔3 = 2𝜔1 is generated, where 𝜔3 is known as the second harmonic
signal of the first harmonic 𝜔1. In this way, SHG can be thought of as a special case
of SFG when 𝜔1 = 𝜔2 and 𝑛1 = 𝑛2. The normalized SHG conversion efficiency is
therefore given by:

𝜂0,SHG =
2𝑑2

eff𝜔
2
3

𝑛2
1𝑛3𝜀0𝑐3𝐴eff

. (2.29)
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2.3 Spontaneous parametric downconversion
SFG and SHG are commonly used second order processes for classical frequency
conversion. Spontaneous parametric downconversion (SPDC) is a related process
that has been used for decades to produce quantum entanglement. SPDC can be
thought of as the time-reversed process of SHG or SFG. In SFG and SHG, two
lower energy photons interact to produce a higher energy photon at the sum of their
frequencies (Figure 2.1a-b); however, in SPDC, a higher energy photon interacts with
the vacuum state to downconvert into an entangled pair of photons (Figure 2.1c-d).
No interaction or frequency downconversion would be predicted to occur classically
without the presence of another field, so SPDC cannot be described with a fully
classical treatment.

Figure 2.1: Photon energy picture of a) SFG, b) SHG, c) degenerate SPDC, and
d) non-degenerate SPDC.

To derive the SPDC efficiency in waveguides following Ref. [6], a semiclassical
approach can be used by quantizing the signal and idler fields but utilizing a classical
pump beam. The quantized electric field is given by [7]:

E𝑠,𝑖 (r, 𝑡) = 𝑖

(∑︁
𝑘

𝑐(𝑘)𝑢(𝑘) (r)𝑒−𝑖𝜔 (𝑘 ) 𝑡 + c.c

)
(2.30)

where 𝑐(𝑘) are Fourier coefficients, and 𝑢(𝑘) (r) are the mode vector functions cor-
responding to frequencies 𝜔(𝑘) , and the summation is over the number of modes 𝑘 .
The modes satisfy the following conditions:(

∇2 + (𝜔(𝑘))2

𝑛2𝑐2

)
𝑢(𝑘) = 0 (2.31)

∇ · 𝑢(𝑘) = 0 (2.32)∫
𝑉

(𝑢(𝑘))∗𝑢(𝑘 ′) = 𝛿𝑘𝑘 ′ . (2.33)
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In waveguides, the solutions 𝑢𝑘 (r) can be assumed to be separable. With propagation
along the 𝑧 direction, they can be represented as:

𝑢(𝑘) (r) = 1
√
𝐿
𝑈 (𝑘) (𝑥, 𝑦)𝑒𝑖𝛽𝑘 𝑧 (2.34)

where 𝐿 is the length of the quantization volume along the propagation axis,
𝛽𝑘 is the propagation constant, and the mode profile 𝑈 (𝑘) is normalized so that∫
𝐴
|𝑈 (𝑘) (𝑥, 𝑦) |2𝑑𝑥𝑑𝑦 = 1 over the cross-sectional quantization area 𝐴.

The electric field operator for the signal and idler photons Ê𝑠,𝑖 can be defined as:

Ê𝑠,𝑖 =
1
2

(
Ê𝑠,𝑖 (r, 𝑡) + Ê†

𝑠,𝑖 (r, 𝑡
)

=
1
2

(
𝑖
∑︁
𝑘

𝑐(𝑘)𝑢(𝑘) (r)𝑒−𝑖𝜔
(𝑘 )
𝑠,𝑖

𝑡
𝑎̂
(𝑘)
𝑠,𝑖

+ h.c

)

=
𝑖

2

∑︁
𝑘

©­­«
√√√

2ℏ𝜔(𝑘)
𝑠,𝑖

𝐿𝑛2
𝑠,𝑖
𝜀0
𝑈

(𝑘)
𝑠,𝑖

𝑒
𝑖(𝛽 (𝑘 )

𝑠,𝑖
𝑧−𝜔 (𝑘 )

𝑠,𝑖
𝑡)
𝑎̂
(𝑘)
𝑠,𝑖

+ h.c.
ª®®¬

(2.35)

where the constant 𝑐(𝑘) is chosen to maintain the commutation rules for the creation
and annihilation operators 𝑎̂† and 𝑎̂, and h.c. represents the Hermitian conjugate.
The pump field E𝑝 can be defined classically:

E𝑝 =
1
2

(
𝐸𝑝 (r, 𝑡) + c.c.

)
=

1
2

(√︄
2P𝑝

𝑛𝑝𝜀0𝑐
𝑈𝑝𝑒

𝑖(𝛽𝑝𝑧−𝜔𝑝𝑡) + c.c.

) (2.36)

where the mode profile 𝑈𝑝 is normalized so that
∫
𝐴
|𝑈𝑝 (𝑥, 𝑦) |2𝑑𝑥𝑑𝑦 = 1, and the

pump power P𝑝 is obtained from integrating the time-averaged Poynting vector over
the area, or P𝑝 =

∫
𝐴

1
2𝑛𝑝𝜀0𝑐 |𝐸𝑝 |2𝑑𝑥𝑑𝑦.

The interaction Hamiltonian can be represented as [8]:

𝐻̂𝐼 = −𝜀0𝑑eff
2

∫
𝐶

(
𝐸𝑝 𝐸̂

†
𝑠 𝐸̂

†
𝑖
+ h.c.

)
(2.37)

where 𝐶 = 𝐿𝐴 is the crystal volume. Using the expressions from Equations 2.35
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and 2.36 in the expression for the Hamiltonian produces the expression:

𝐻̂𝐼 = −𝜀0𝑑eff
2

(∫
𝐶

(√︄
2P𝑝

𝑛𝑝𝜀0𝑐
𝑈𝑝𝑒

𝑖(𝛽𝑝𝑧−𝜔𝑝𝑡)
)

©­«−𝑖
∑︁
𝑗

√︄
2ℏ𝜔( 𝑗)

𝑠

𝐿𝑛2
𝑠𝜀0

(
𝑈

( 𝑗)
𝑠

)∗
𝑒−𝑖(𝛽

( 𝑗 )
𝑠 𝑧−𝜔 ( 𝑗 )

𝑠 𝑡)
(
𝑎̂
( 𝑗)
𝑠

)†ª®¬©­«−𝑖
∑︁
𝑘

√√
2ℏ𝜔(𝑘)

𝑖

𝐿𝑛2
𝑖
𝜀0

(
𝑈

(𝑘)
𝑖

)∗
𝑒−𝑖(𝛽

(𝑘 )
𝑖

𝑧−𝜔 (𝑘 )
𝑖

𝑡)
(
𝑎̂
(𝑘)
𝑖

)†ª®¬ + h.c.

)
. (2.38)

Simplifying and collecting terms:

𝐻̂𝐼 =
ℏ𝑑eff
𝐿

√︄
2P𝑝

𝑛𝑝𝑛
2
𝑠𝑛

2
𝑖
𝜀0𝑐

(∫
𝐶

∑︁
𝑗 ,𝑘

√︃
𝜔

( 𝑗)
𝑠 𝜔

(𝑘)
𝑖

𝑈𝑝 (𝑈 ( 𝑗)
𝑠 )∗(𝑈 (𝑘)

𝑖
)∗

𝑒𝑖((𝛽𝑝−𝛽 ( 𝑗 )𝑠 −𝛽 (𝑘 )
𝑖

)𝑧−(𝜔𝑝−𝜔 ( 𝑗 )
𝑠 −𝜔 (𝑘 )

𝑖
)𝑡)

(
𝑎̂
( 𝑗)
𝑠

)† (
𝑎̂
(𝑘)
𝑖

)†
+ h.c.

)
. (2.39)

Now Fermi’s golden rule can be used to calculate the transition rate between the
initial state |𝑖⟩ and the final state | 𝑓 ⟩:

𝑊 =
2𝜋
ℏ

��⟨ 𝑓 |𝐻̂𝐼 |𝑖⟩
��2 𝜌 (2.40)

where 𝜌 is the density of states. For SPDC, the initial state |𝑖⟩ is the vacuum state,
or no photons in either the signal or idler modes ( |𝑖⟩ = |vac⟩ = |00⟩). The final state
is the state with one photon in each of the signal and idler modes. We can denote the
signal and idler modes as modes 𝑙 and 𝑚 and represent the final state with creation

and annihilation operators as | 𝑓 ⟩ = |11⟩ =
(
𝑎̂
(𝑙)
𝑠

)† (
𝑎̂
(𝑚)
𝑖

)†
|00⟩.

So now we can find an expression for ⟨ 𝑓 |𝐻̂𝐼 |𝑖⟩:

⟨ 𝑓 |𝐻̂𝐼 |𝑖⟩ = ⟨00|𝑎̂ (𝑙)𝑠 𝑎̂
(𝑚)
𝑖

ℏ𝑑eff
𝐿

√︄
2P𝑝

𝑛𝑝𝑛
2
𝑠𝑛

2
𝑖
𝜀0𝑐

(∫
𝐶

∑︁
𝑗 ,𝑘

√︃
𝜔

( 𝑗)
𝑠 𝜔

(𝑘)
𝑖

𝑈𝑝 (𝑈 ( 𝑗)
𝑠 )∗(𝑈 (𝑘)

𝑖
)∗

𝑒𝑖((𝛽𝑝−𝛽 ( 𝑗 )𝑠 −𝛽 (𝑘 )
𝑖

)𝑧−(𝜔𝑝−𝜔 ( 𝑗 )
𝑠 −𝜔 (𝑘 )

𝑖
)𝑡)

(
𝑎̂
( 𝑗)
𝑠

)† (
𝑎̂
(𝑘)
𝑖

)†
+ h.c.

)
|00⟩. (2.41)
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This expression can be simplified by using the 𝑙 and 𝑚 modes to reduce the summa-
tion over 𝑗 and 𝑘 , where 𝑙 ∈ 𝑗 and 𝑚 ∈ 𝑘:

⟨ 𝑓 |𝐻̂𝐼 |𝑖⟩ =
ℏ𝑑eff
𝐿

√︄
2P𝑝

𝑛𝑝𝑛
2
𝑠𝑛

2
𝑖
𝜀0𝑐

(∫
𝐶

√︃
𝜔

(𝑙)
𝑠 𝜔

(𝑚)
𝑖

𝑈𝑝 (𝑈 (𝑙)
𝑠 )∗(𝑈 (𝑘)

𝑖
)∗

𝑒𝑖((𝛽𝑝−𝛽 (𝑙)𝑠 −𝛽 (𝑚)
𝑖

)𝑧−(𝜔𝑝−𝜔 ( 𝑗 )
𝑠 −𝜔 (𝑚)

𝑖
)𝑡)

)
⟨00|𝑎̂ (𝑙)𝑠 𝑎̂

(𝑚)
𝑖

(
𝑎̂
(𝑙)
𝑠

)† (
𝑎̂
(𝑚)
𝑖

)†
|00⟩. (2.42)

For simplicity, the mode superscripts can be dropped so that the signal variables are
represented as 𝜔𝑠 = 𝜔

(𝑙)
𝑠 , 𝛽𝑠 = 𝛽

(𝑙)
𝑠 , 𝑈𝑠 = 𝑈

(𝑙)
𝑠 , 𝑎̂𝑠 = 𝑎̂

(𝑙)
𝑠 , and so on for the idler.

Imposing the condition for energy conservation (𝜔𝑝 = 𝜔𝑠+𝜔𝑖) and utilizing a similar
expression for the momentum mismatch as in Equation 2.17 (Δ𝛽 = 𝛽𝑝 − 𝛽𝑠 − 𝛽𝑖)
produces the following expression:

⟨ 𝑓 |𝐻̂𝐼 |𝑖⟩ =
ℏ𝑑eff
𝐿

√︄
2P𝑝𝜔𝑠𝜔𝑖

𝑛𝑝𝑛
2
𝑠𝑛

2
𝑖
𝜀0𝑐

∫
𝐶

𝑈𝑝𝑈
∗
𝑠𝑈

∗
𝑖 𝑒

𝑖Δ𝛽𝑧⟨00|𝑎̂𝑠𝑎̂𝑖 𝑎̂†𝑠 𝑎̂†𝑖 |00⟩. (2.43)

Recalling the commutation relation for the creation and annihilation operators
[𝑎̂𝑖, 𝑎̂†𝑗 ] = 𝛿𝑖 𝑗 , we can simplify ⟨00|𝑎̂𝑠𝑎̂𝑖 𝑎̂†𝑠 𝑎̂†𝑖 |00⟩ = ⟨00|00⟩ = 1. Finally, we
can integrate over the crystal volume 𝐶 = 𝐿𝐴 and take the magnitude to get the final
expression for

��⟨ 𝑓 |𝐻̂𝐼 |𝑖⟩
��2:

��⟨ 𝑓 |𝐻̂𝐼 |𝑖⟩
��2 =

�����ℏ𝑑eff
𝐿

√︄
2P𝑝𝜔𝑠𝜔𝑖

𝑛𝑝𝑛
2
𝑠𝑛

2
𝑖
𝜀0𝑐

∫
𝐴

∫
𝐿

𝑈𝑝𝑈
∗
𝑠𝑈

∗
𝑖 𝑒

𝑖Δ𝛽𝑧

�����2
=

�����ℏ𝑑eff
𝐿

√︄
2P𝑝𝜔𝑠𝜔𝑖

𝑛𝑝𝑛
2
𝑠𝑛

2
𝑖
𝜀0𝑐

∫
𝐴

𝑈𝑝𝑈
∗
𝑠𝑈

∗
𝑖 𝑑𝑥𝑑𝑦

∫
𝐿

𝑒𝑖Δ𝛽𝑧𝑑𝑧

�����2
=

(
ℏ𝑑eff
𝐿

√︄
2P𝑝𝜔𝑠𝜔𝑖

𝑛𝑝𝑛
2
𝑠𝑛

2
𝑖
𝜀0𝑐𝐴eff

)2 ����𝑒𝑖Δ𝛽𝐿 − 1
𝑖Δ𝛽

����2
=

2ℏ2𝑑2
effP𝑝𝜔𝑠𝜔𝑖

𝑛𝑝𝑛
2
𝑠𝑛

2
𝑖
𝜀0𝑐𝐴eff

sinc2
(
Δ𝛽𝐿

2

)
(2.44)

where the interaction area 𝐴eff can be defined as 𝐴eff =

√︃∫
𝐴
𝑈𝑝𝑈

∗
𝑠𝑈

∗
𝑖
𝑑𝑥𝑑𝑦. For

Fermi’s golden rule (Equation 2.40), an expression for the density of states 𝜌 = 𝑑𝑁
𝑑𝐸

can also be found, where 𝑁 is the number of states and 𝐸 is the energy. In one
dimensional state space:

𝑑𝑁 =
𝐿

2𝜋
𝑑𝑘 (2.45)
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For photons, the energy is given by 𝐸 = ℏ𝜔, so 𝑘 = 𝜔𝑛
𝑐
= 𝐸𝑛

ℏ𝑐
. Therefore 𝑑𝑘 = 𝑛

ℏ𝑐
𝑑𝐸 ,

and plugging 𝑑𝑘 into the expression for 𝑑𝑁:

𝑑𝑁 =
𝐿

2𝜋
𝑛

ℏ𝑐
𝑑𝐸. (2.46)

So considering the change in the number of states for both the signal and the idler
modes:

𝑑𝑁 = 𝑑𝑁𝑠𝑑𝑁𝑖 =

(
𝐿

2𝜋
𝑛𝑠

ℏ𝑐
𝑑𝐸𝑠

) (
𝐿

2𝜋
𝑛𝑖

ℏ𝑐
𝑑𝐸𝑖

)
(2.47)

and from energy conservation, we know 𝑑𝐸 = 𝑑𝐸𝑠 = 𝑑𝐸𝑖 = ℏ𝑑𝜔𝑠:

𝑑𝑁 =

(
𝐿

2𝜋

)2
𝑛𝑠𝑛𝑖

ℏ𝑐2 𝑑𝐸𝑑𝜔𝑠 . (2.48)

Therefore, the density of states is:

𝜌 =
𝑑𝑁

𝑑𝐸
=

(
𝐿

2𝜋

)2
𝑛𝑠𝑛𝑖

ℏ𝑐2 𝑑𝜔𝑠 . (2.49)

The expressions for
��⟨ 𝑓 |𝐻̂𝐼 |𝑖⟩

��2 (Equation 2.44) and 𝜌 (Equation 2.49) can now be
plugged into Fermi’s golden rule (Equation 2.40) to obtain the transition rate:

𝑊 =
2𝜋
ℏ

��⟨ 𝑓 |𝐻̂𝐼 |𝑖⟩
��2 𝜌

=
2𝜋
ℏ

(
2ℏ2𝑑2

effP𝑝𝜔𝑠𝜔𝑖

𝑛𝑝𝑛
2
𝑠𝑛

2
𝑖
𝜀0𝑐𝐴eff

sinc2
(
Δ𝛽𝐿

2

)) ((
𝐿

2𝜋

)2
𝑛𝑠𝑛𝑖

ℏ𝑐2 𝑑𝜔𝑠

)
=

𝑑2
effP𝑝𝜔𝑠𝜔𝑖𝐿

2

𝜋𝜀0𝑐3𝑛𝑝𝑛𝑠𝑛𝑖𝐴eff
sinc2

(
Δ𝛽𝐿

2

)
𝑑𝜔𝑠 .

(2.50)

Finally, the downconverted signal power 𝑑P𝑠 = ℏ𝜔𝑠𝑊 in the frequency interval 𝑑𝜔𝑠

is given by:

𝑑P𝑠 =
ℏ𝑑2

effP𝑝𝜔
2
𝑠𝜔𝑖𝐿

2

𝜋𝜀0𝑐3𝑛𝑝𝑛𝑠𝑛𝑖𝐴eff
sinc2

(
Δ𝛽𝐿

2

)
𝑑𝜔𝑠 . (2.51)

To obtain theoretical SPDC spectra, Equation 2.51 can be numerically integrated
over all frequencies:

P𝑠 =

∫
ℏ𝑑2

effP𝑝𝜔
2
𝑠𝜔𝑖𝐿

2

𝜋𝜀0𝑐3𝑛𝑝𝑛𝑠𝑛𝑖𝐴eff
sinc2

(
Δ𝛽𝐿

2

)
𝑑𝜔𝑠 . (2.52)
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2.4 Quasi-phase matching
From the treatment of SFG and SHG in Section 2.2 and SPDC in Section 2.3, it
follows that if the momentum mismatch Δ𝛽 or Δ𝑘 = 0, then sinc2

(
Δ𝑘𝐿

2

)
= 1 and the

SFG, SHG, or SPDC intensity will increase quadratically with the crystal length 𝐿

(Figure 2.2). The condition that Δ𝑘 = 0 is known as perfect phase matching.
In practice, it is difficult or impossible to achieve perfect phase matching due to
chromatic dispersion, so most nonlinear processes will have a nonzero Δ𝑘 . If Δ𝑘
is nonzero, then the nonlinear signal will eventually be generated out of phase and
destructively interfere, resulting in very low efficiencies and generation powers.

In birefringent crystals, the restriction of perfect phase matching can be avoided by
tailoring the polarization of the input and output fields, which is known as birefrin-
gent phase matching (BPM). In BPM, the difference in refractive index as well as the
wavelength dependence of the extraordinary and ordinary polarizations are utilized
to achieve phase matching. Although the conditions to achieve birefringent phase
matching are not as stringent as perfect phase matching, BPM still requires careful
control over the refractive indices at each wavelength of interest, and the generated
signal is often controlled through angle tuning or temperature tuning of the crystal.
Since BPM depends on the inherent material birefringence and dispersion, BPM can
be restrictive in terms of which wavelengths can be phase matched. Furthermore,
the use of different polarizations in BPM means that phase matching of all three
fields with the same polarization cannot be achieved.

An alternative approach to achieve phase matching is to periodically modulate the
properties of the nonlinear crystal to create an additional phase factor. This approach
to phase matching is known as quasi-phase matching (QPM) [9]. One way to achieve
QPM is through periodic poling, in which the sign of the nonlinear susceptibility
is periodically modulated in a ferroelectric crystal through inversion of the crystal
structure. To quantify the effects of QPM, the spatially-varying nonlinear coefficient
𝑑 (𝑧) can be described as a Fourier series:

𝑑 (𝑧) = 𝑑eff
∑︁
𝑚

𝑐𝑚𝑒
𝑖𝑚( 2𝜋

Λ )𝑧 (2.53)

where 𝑐𝑚 are the Fourier coefficients, 𝑚 is the order of the interaction, and Λ is the
period of the modulation. Replacing 𝑑eff with 𝑑 (𝑧) starting from Equation 2.11, we
can obtain an expression equivalent to Equation 2.26:

P3 =
2(𝑐𝑚𝑑eff)2𝜔2

3𝐿
2

𝑛1𝑛2𝑛3𝜀0𝑐3𝐴eff
P1P2sinc2

(
(Δ𝑘 − 2𝜋𝑚

Λ
)𝐿

2

)
(2.54)
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where only one term in the summation over 𝑚 is assumed to significantly contribute
to bringing the quantity (Δ𝑘 − 2𝜋𝑚

Λ
) close to zero. The momentum mismatch for

QPM can also be redefined:

Δ𝑘QPM = 𝑘3 − 𝑘1 − 𝑘2 −
2𝜋𝑚
Λ

(2.55)

and an equivalent expression for Δ𝛽QPM in waveguides can be defined. For periodic
poling, which is equivalent to a square wave modulation from 𝑑eff to −𝑑eff with a
periodicity Λ and modulation duty cycle 𝐷, the Fourier coefficients 𝑐𝑚 can also be
solved. The effective nonlinear coefficient is then modified as:

𝑑QPM = 𝑑eff
2sin(𝑚𝜋𝐷)

𝑚𝜋
. (2.56)

We can see that the largest nonlinear coefficient would be for first-order quasi-phase
matching (𝑚 = 1), which would correspond to 𝑑QPM = 2

𝜋
𝑑eff. Therefore, compared

to perfect or birefringent phase matching, the nonlinear coefficient for first order
QPM is reduced by a factor of 2

𝜋
, and the efficiency and generated power is similarly

reduced by a factor of 4
𝜋2 (Figure 2.2). For higher order quasi-phase matching, there

is an additional penalty to the effective nonlinearity by a factor of 1
𝑚

.

Figure 2.2: Comparison of the field amplitude of second order nonlinear processes
with a) perfect phase matching, b) quasi-phase matching, and c) no phase matching
with propagation along the 𝑧 axis, where the coherence length Lcoh is defined as half
of the poling period Λ. Note that since the axis is amplitude as opposed to power
or intensity, the perfect phase matching builds up the field linearly as opposed to
quadratically. Reprinted from Ref. [2] with permission from Elsevier.



20

Despite this reduction in the effective nonlinear coefficient, QPM enables more
versatile phase matching compared to perfect or birefringent phase matching, par-
ticularly in terms of the wavelength and polarization. Because QPM utilizes the
poling period Λ, which is imparted by the fabrication process (Appendix B), the
additional momentum factor can be controlled independently of the bulk material
properties. The phase matched wavelengths can then be precisely tailored for a
particular process of interest by changing the period Λ appropriately. Furthermore,
because QPM is not restricted by the polarization of the modes as with BPM, QPM
enables phase matching of the three fields with the same polarization. This type of
phase matching allows the diagonal elements of the nonlinear coefficient tensor to
be utilized, described further in Section 2.5, which often corresponds to the largest
nonlinearity and therefore highest nonlinear conversion efficiency in crystals such
as lithium niobate.

2.5 Nonlinear crystals
In order for second order processes to occur, the second order nonlinear coefficients
𝑑𝑖 𝑗 𝑘 must be nonzero. The elements in 𝑑𝑖 𝑗 𝑘 can only be nonzero if the symmetry
of the propagation medium lacks an inversion center, so the medium must be a
noncentrosymmetric crystal.

To demonstrate why the lack of inversion symmetry is a requirement for second
order nonlinear processes, we can consider the second order polarization P(2) from
Equation 2.7. If the sign of the electric field is inverted, then we will obtain an
identical expression for the polarization:

P(2) =
∑︁

𝑖, 𝑗 ,𝑘=𝑥,𝑦,𝑧

2𝜀0𝑑𝑖 𝑗 𝑘 (−𝐸 𝑗 ) (−𝐸𝑘 )

=
∑︁

𝑖, 𝑗 ,𝑘=𝑥,𝑦,𝑧

2𝜀0𝑑𝑖 𝑗 𝑘𝐸 𝑗𝐸𝑘/
(2.57)

Now we can consider a centrosymmetric crystal. From Neumann’s principle, the
physical properties of a crystal must be invariant to the symmetry elements of the
point group of the crystal structure[3]. By definition, centrosymmetric crystals have
an inversion center. After an inversion element is applied to the centrosymmetric
crystal, the signs of P(2) , 𝐸 𝑗 , and 𝐸𝑘 must all change sign based on the original
coordinate system. Therefore:

−P(2) =
∑︁

𝑖, 𝑗 ,𝑘=𝑥,𝑦,𝑧

2𝜀0𝑑𝑖 𝑗 𝑘 (−𝐸 𝑗 ) (−𝐸𝑘 ). (2.58)
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However, given the expression from Equation 2.57, the only way that Equation 2.58
can be true is if 𝑑𝑖 𝑗 𝑘 = 0. Therefore, the second order nonlinear coefficients are
all zero for centrosymmetric crystals [1]. It follows that noncentrosymmetry is a
requirement for second order optical processes. Lack of an inversion center is also
a requirement for a variety of other material properties and effects, including the
electro-optic effect, piezoelectricity, pyroelectricity, and ferroelectricity.

In Equation 2.7, the 𝑑𝑖 𝑗 𝑘 coefficients are a rank 3 tensor with 27 distinct elements.
However, the subscripts 𝑗 and 𝑘 were introduced for notation, so swapping 𝑗 and
𝑘 should produce the same physical result. Assuming that 𝑑𝑖 𝑗 𝑘 is symmetric upon
exchange of the 𝑗 and 𝑘 indices and that the nonlinear susceptibility does not have
significant dispersion, the following contracted notation for the nonlinear coefficient
can be introduced:

𝑑𝑖𝑙 =


𝑑11 𝑑12 𝑑13 𝑑14 𝑑15 𝑑16

𝑑21 𝑑22 𝑑23 𝑑24 𝑑25 𝑑26

𝑑31 𝑑32 𝑑33 𝑑34 𝑑35 𝑑36

 (2.59)

where the 𝑗 𝑘 subscripts have been mapped to a new subscript 𝑙:

𝑗 𝑘 : 11 22 33 23, 32 13, 31 12, 21
𝑥𝑥 𝑦𝑦 𝑧𝑧 𝑦𝑧, 𝑧𝑦 𝑥𝑧, 𝑧𝑥 𝑥𝑦, 𝑦𝑥

𝑙 : 1 2 3 4 5 6
(2.60)

In terms of second harmonic generation, the polarization, contracted nonlinear
coefficients, and electric field contributions from Equation 2.7 can then be written
in matrix form as:


𝑃
(2𝜔)
𝑥

𝑃
(2𝜔)
𝑦

𝑃
(2𝜔)
𝑧

 = 2𝜀0


𝑑11 𝑑12 𝑑13 𝑑14 𝑑15 𝑑16

𝑑21 𝑑22 𝑑23 𝑑24 𝑑25 𝑑26

𝑑31 𝑑32 𝑑33 𝑑34 𝑑35 𝑑36





𝐸
(𝜔)
𝑥 𝐸

(𝜔)
𝑥

𝐸
(𝜔)
𝑦 𝐸

(𝜔)
𝑦

𝐸
(𝜔)
𝑧 𝐸

(𝜔)
𝑧

2𝐸 (𝜔)
𝑦 𝐸

(𝜔)
𝑧

2𝐸 (𝜔)
𝑥 𝐸

(𝜔)
𝑧

2𝐸 (𝜔)
𝑥 𝐸

(𝜔)
𝑦


(2.61)

In this way, the original 27 distinct elements of the rank 3 tensor can be reduced
to 18 elements. The number of elements can be further reduced depending on the
symmetry of the nonlinear crystal.

Commonly used nonlinear crystals for applications in the visible and near-infrared
wavelengths include 𝛽-barium borate (BBO, BaB2O4), potassium titanyl phosphate
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(KTP, KTiOPO4), potassium dihydrogen phosphate (KDP, KH2PO4), lithium trib-
orate (LBO, LiB3O5), tantalum pentoxide (Ta2O5), lithium niobate (LN, LiNbO3),
and lithium tantalate (LT, LiTaO3). The devices in the following chapters are all
fabricated from lithium niobate.

Lithium Niobate
Lithium niobate (LN, LiNbO3) is a nonlinear crystal with a wide range of advan-
tageous properties. It is a negative uniaxial crystal with a trigonal crystal structure
(Figure 2.3). Lithium niobate belongs to the 3𝑚 point group, which reduces the
number of elements in the nonlinear coefficient matrix (Equation 2.59) to:

𝑑𝑖𝑙,3𝑚 =


0 0 0 0 𝑑31 −𝑑22

−𝑑22 𝑑22 0 𝑑31 0 0
𝑑31 𝑑31 𝑑33 0 0 0

 (2.62)

where 𝑑22 = 2.1 pm/V, 𝑑31 = −4.35 pm/V, and 𝑑33 = −27.2 pm/V for the con-
gruently melting composition of lithium niobate ([Li]/[Nb] = 0.946, Figure 2.4)
measured at 1060 nm [11–13].

Figure 2.3: Crystal structure of lithium niobate with the polarization direction
indicated along the +𝑐 axis. Black circles represent the lithium ions, gray circles
represent the niobium ions, and white circles represent the oxygen ions. Horizontal
lines on the right diagram indicate the oxygen layers. Reproduced from Ref. [10]
with permission from SNCSC.
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Figure 2.4: Phase diagram of undoped lithium niobate. The congruent composition
of lithium niobate (solid, vertical) and associated melting (solid, horizontal) and
Curie (dashed, horizontal) temperatures are indicated with gray lines. Reprinted
from Ref. [14] with the permission of AIP Publishing.

In addition to its high optical nonlinearity, lithium niobate is also a ferroelectric
crystal. Ferroelectric materials have a spontaneous electric polarization that can
be reversed upon application of a strong electric field, known as the coercive field.
Congruent undoped lithium niobate has a coercive field of approximately 20 kV/mm
[15]. The ferroelectric properties of lithium niobate enable quasi-phase matching
through periodic poling, discussed in Section 2.4. In ferroelectric crystals, the Curie
temperature is the temperature at which the crystal loses its electric polarization,
analogous to the Curie temperature in ferromagnetic materials. The Curie temper-
ature of congruent LN is approximately 1130°C [14], which is close to its melting
point of 1240°C as shown in Figure 2.4. The high Curie temperature ensures that
periodically poled lithium niobate can be utilized at elevated temperatures.

Lithium niobate can also be doped with magnesium oxide (MgO) to reduce optical
damage [16], particularly at shorter ultraviolet and visible wavelengths generated in
Chapters 3 and 4. MgO doping also reduces the coercive field for ferroelectric poling
to approximately 4 kV/mm [15, 17]. The nonlinear coefficients of 5% MgO-doped
congruent lithium niobate have been measured as |𝑑31 | = 4.9 pm/V and |𝑑33 | = 28.4
pm/V at 852 nm [18].

For nonlinear optical processes, the transparency range and refractive indices of
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Figure 2.5: Extraordinary (black) and ordinary (gray) refractive indices of bulk 5%
MgO-doped lithium niobate at room temperature (solid) and 150°C (dashed) using
the Sellmeier equations from Ref. [19].

nonlinear crystals are integral for frequency generation. Lithium niobate has a
wide transparency range from the ultraviolet at 326 nm [20] out to the mid-IR
around 5 µm [21]. The refractive indices for 5% MgO-doped bulk crystal lithium
niobate are plotted in Figure 2.5. LN’s refractive indices of ∼2.3 for the ordinary
index and ∼2.1 for the extraordinary index are considerably higher than the indices
of air (𝑛 = 1) or materials such as SiO2 (𝑛 = 1.44). This high refractive index
of LN relative to these materials provides index contrast and therefore enables
waveguiding through total internal reflection. Waveguides increase the efficiency
of nonlinear processes through tight modal confinement to increase the effective
nonlinear interaction area and also enable dense integration through small bend radii.
From bulk LN single crystals, which are typically grown through the Czochralski
technique, large-area waveguides can be fabricated through micromachining or
ion diffusion. Although these large-area waveguides do enhance the nonlinear
conversion efficiency, their cross sections are typically on the order of 10 µm2,
resulting in multimode propagation. Furthermore, with ion diffusion, the index
contrast is typically low (Δ𝑛 ≈ 0.1), producing only weak modal confinement in
the waveguide region and prohibiting the tight bend radii needed for dense photonic
integration [22].

An alternative approach to fabricating waveguides was implemented through the
integration of ion-cut or "smart cut" technology, which previously enabled the
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silicon-on-insulator (SOI) platform. Through these ion slicing techniques, sub-
µm thin films of lithium niobate can be bonded to a low-index insulator layer,
typically SiO2, with a bulk crystal substrate for stability and ease of handling [23].
This thin film platform is known as thin-film lithium niobate (TFLN) or lithium-
niobate-on-insulator (LNOI) as a parallel to SOI. Through dry etching techniques,
tightly confining waveguides with sub-µm2 cross sections can be fabricated [24].
With such small effective areas and high index contrast, these tightly confining or
nanophotonic waveguides on TFLN are capable of enhanced nonlinear efficiencies
and dense integration, thus realizing the full potential of LN for photonic integrated
circuits (PICs).
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C h a p t e r 3

ULTRAVIOLET SECOND HARMONIC GENERATION

On-chip ultraviolet (UV) sources are of great interest for building compact and
scalable atomic clocks, quantum computers, and spectrometers. However, few ma-
terial platforms are suitable for integrated UV light generation and manipulation.
Of these materials, thin-film lithium niobate offers unique advantages such as sub-
micron modal confinement, strong nonlinearity, and quasi-phase matching. Despite
these characteristics, its utilization in the UV has remained elusive because of the
substantial sensitivity of standard quasi-phase matching to fabrication imperfec-
tions, the photorefractive effect, and relatively large losses in this range. Here, we
present efficient (197 ± 5 %/W/cm2) second harmonic generation of UV-A light in
a periodically poled lithium niobate nanophotonic waveguide. We achieve on-chip
UV powers of 30 µW and linear wavelength tunability using temperature. These
results are enabled with large cross section waveguides, which leads to first-order
UV quasi-phase-matching with relatively long poling periods (>1.5 µm). By vary-
ing the poling period, we have achieved the shortest reported wavelength (355 nm)
generated through frequency doubling in thin-film lithium niobate to date. Our re-
sults open up new avenues for UV on-chip sources and chip-scale photonics through
compact frequency-doubling of common near-IR laser diodes.

Most of this chapter has been adapted with permission from:
E. Hwang, N. Harper, R. Sekine, L. Ledezma, A. Marandi, S. Cushing, Optics
Letters 2023, 48, 3917

3.1 Introduction
The field of integrated nonlinear optics has grown dramatically during the past
decade due to the development and commercial availability of thin-film lithium nio-
bate [1, 2]. In passive nonlinear devices, thin-film lithium niobate (TFLN) excels
in efficient frequency conversion and quantum state generation from the visible to
the infrared (IR) [3, 4]. The strong mode confinement of single-pass, low-loss [5]
nanophotonic waveguides and quasi-phase matched interactions utilizing lithium
niobate’s largest second-order nonlinear optical tensor element have resulted in
record-breaking efficiencies in applications such as second harmonic generation
(SHG) [6, 7], supercontinuum generation [8], difference frequency generation [9],
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parametric amplification [10], and parametric downconversion [11]. Similarly,
TFLN active devices such as modulators [12], electro-optic frequency combs [13],
and femtosecond pulse generators [14] show impressive performance in compact
form-factors due to lithium niobate’s large electro-optic tensor elements. How-
ever, there is still significant room for lithium niobate’s use in UV photonics [15],
with applications such as UV-visible spectroscopy, optogenetics, high-resolution
microscopy, security banknote features, laser cooling [16], atomic clocks [17], and
quantum computing [18].

Although lithium niobate has been extensively studied in the IR, and comparatively
less so in the visible, UV devices have remained rare to date. The few reported
lithium niobate devices for UV generation have been limited to metasurfaces [19],
nanoparticles [20], and large micromachined or channel waveguides [21, 22], and
therefore do not take advantage of the sub-micron mode confinement and efficiency
of lithium niobate in a nanophotonic platform. TFLN has yet to be well studied in
the UV due to significant quasi-phase matching sensitivity to fabrication errors, the
ultra-short poling periods required to overcome the high dispersion in waveguides at
short wavelengths, and material and scattering loss. Variations in the thin film thick-
ness of even 1 Å are sufficient to disrupt phase matching in visible SHG, limiting
the effective interaction length and chip-to-chip repeatability [1, 23]. UV generation
should be possible up to lithium niobate’s band gap at ∼330 nm (3.8 eV) [24], but an
exponentially decaying Urbach absorption tail persists towards the visible due to de-
fects in the crystal structure [25], and impurity ion (Cu+, Fe2+) resonances can cause
additional loss [26, 27]. Furthermore, losses at the waveguide sidewalls also in-
crease at shorter wavelengths due to surface imperfection Rayleigh scattering, which
scales as 𝜆−4 [28]. In spite of these difficulties, there is much to gain by extending the
spectral coverage of TFLN frequency conversion to the UV. Notably, near-IR laser
diodes, which can be frequency doubled, are considerably more accessible than UV
laser diodes and gas lasers [29]. Among other nanophotonic material platforms, only
aluminum nitride (AlN) has been significantly investigated for waveguided second
harmonic UV generation, despite AlN lacking ferroelectricity and therefore being
incapable of periodic poling. The lateral polar structures used to achieve quasi-
phase matching in AlN are highly scattering, resulting in much lower conversion
efficiencies (<1%) [30] compared to lithium niobate devices. Other potential UV
platforms (lithium tantalate [31], BBO [32], LBGO [33]) have yet to be thoroughly
explored in a thin film nanophotonic platform. Lithium niobate remains superior
to these materials with its combination of low-loss waveguides, high second-order
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nonlinear response, ferroelectric poling for quasi-phase matching, and, for the case
of thin-film lithium tantalate, commercial accessibility [34].

In this chapter, we produce 30 µW of efficient (197 ± 5 %/W/cm2) second harmonic
generation of UV light (386.5 nm) with periodically poled lithium niobate (PPLN)
rib waveguides (Figure 3.1a). The devices exhibit wavelength tunability through
temperature and poling period, and are capable of UV SHG at the lowest wavelengths
tested (710 nm frequency-doubled to 355 nm).

3.2 Device design and fabrication
The waveguide geometry was designed to reduce sensitivity to the TFLN thickness
without compromising the SHG bandwidth at the center wavelength of the laser
used in this paper (773 nm). To quantify the phase matching sensitivity, the guided
modes were simulated (Lumerical MODE) using the bulk Sellmeier coefficients
of lithium niobate [35] and silicon dioxide [36] with the geometric parameters
shown in Figure 3.1b and a 60° sidewall, which is consistent with the fabrication
process. Only the fundamental quasi-transverse electric (TE) modes of the first
harmonic (FH) and second harmonic (SH) (Figure 3.1b) were considered since
they access lithium niobate’s largest nonlinear tensor element (d33 = 28 pm/V)[37].
Thicker waveguides (600 nm film thickness) were analyzed because they allow for
reduced sensitivity to thickness errors and longer poling periods with a tradeoff
of reduced efficiency and increased susceptibility to slab leakage. The first-order
wavelength sensitivity and SHG bandwidth were calculated using a numerical first
derivative with respect to film thickness. A 600 nm film demonstrated a significant
reduction in thickness sensitivity over a 200 nm film for nearly all waveguide
geometry variations (Figure 3.1c). An etch depth of 375 nm and top width of
1.5 µm (Figure 3.1d-e) were targeted to ensure operation within the flat region of the
sensitivity plot. For these parameters, the wavelength sensitivity to film thickness
is 𝑑𝜆

𝑑𝑇
= 0.08 nm/nm with a 3.4 pm SHG bandwidth, and the effective refractive

indices (𝑛eff,SH = 2.32, 𝑛eff,FH = 2.10) result in a quasi-phase matching poling period
of Λ = 𝜆SH/Δ𝑛eff = 1.8 µm (Figure 3.1f). The larger cross section of the 600 nm
film thickness allows for this relatively long poling period, in comparison to a 1.1 µm
period for a 200 nm film with the same aspect ratio and wavelength.

The devices were fabricated from a 5% MgO-doped X-cut thin-film lithium niobate
on insulator wafer (NanoLN), which consists of 600 nm of lithium niobate bonded
to 2 µm of silicon dioxide on a 0.4 mm silicon substrate. Periodically poled
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Figure 3.1: Schematic and design of the periodically poled LN waveguide used
for ultraviolet SHG. (a) Schematic of the PPLN waveguide. (b) Mode profiles of
the fundamental TE mode at the first and second harmonics. (c) Sensitivity of the
SHG center wavelength to the thin film thickness as a function of the waveguide
geometry for 600 nm (top) and 200 nm (bottom) thin film thicknesses; local areas
that minimize the sensitivity also decrease the phase matching bandwidth. Two
dimensional sweeps of the (d) film thickness and etch depth and (e) top width
and etch depth to vary the SHG center wavelength (contour lines). Note that
perturbations in the contour lines are caused by mode crossings. (f) Poling period
and effective refractive indices of the first and second harmonic fundamental TE
modes as a function of wavelength.
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waveguides were fabricated following Ref. [10]. Each waveguide had a 7 mm poled
length, with poling periods ranging from 1.35 to 2 µm. The waveguide etch depth
and sidewall angle were verified through atomic force microscopy, and the poled
domain formation was measured with second harmonic microscopy [38].

3.3 Results
The SHG from the PPLN devices was characterized using an optical setup depicted
in Figure 3.2a. The output from a tunable continuous-wave (CW) single-frequency
laser (Velocity TLD-6712, 765-781 nm) passed through an optical isolator and
a variable neutral density filter to adjust the input power. An achromatic half-
wave plate (Thorlabs AHWP10M-980) aligned the input polarization to the optical
axis of the chip to maximize SHG power. The first harmonic was coupled to the
waveguide using an aspheric lens (Thorlabs C140TMD-B). The waveguide output
was collimated by another aspheric lens (Thorlabs C140TMD-A) and collected by a
high-OH multimode fiber (Thorlabs M122L01). The device output was monitored
using an optical spectrum analyzer (Yokogawa AQ6374) with a passband bandwidth
of 5 nm around the second harmonic center wavelength to remove residual first
harmonic.

The temperature and poling period dependence of the phase matched wavelength
is plotted in Figure 3.2c and 3.2d, respectively. To measure the temperature de-
pendence, a nonlinear crystal oven (HC Photonics TC038-PC) heated the PPLN
waveguides from 20 to 100°C. The least squares slope (34 ± 2 pm/°C) matches
the theoretically calculated value of 32 pm/°C. By varying the poling period, we
also obtained SHG spectra extending down to 355 nm. A tunable CW Ti:Sapphire
oscillator (Spectra-Physics Tsunami, 700-1100 nm) was used in a similar scheme to
Figure 3.2a to measure the SHG from several PPLN waveguides with poling periods
as short as 1.35 µm (Figure 3.2d). The fitted slope of the SHG center wavelength
with the poling period (79.6 ± 0.2 nm/µm) is in close agreement with the theoretical
slope of 81.1 nm/µm. This agreement in both the temperature and poling period
demonstrate that the given Sellmeier coefficients [35] predict the temperature de-
pendence and group velocity mismatch of lithium niobate in the UV relatively well,
despite the limited refractive index data at shorter wavelengths. Unlike the initial
measurements using the single-frequency laser, accurate efficiency data could not
be extracted because the Ti:Sapphire oscillator linewidth (0.3 nm) is orders of mag-
nitude larger than the phase matching bandwidth (3.4 pm). However, these spectra
demonstrate that SHG is possible even closer to the 326 nm band gap of lithium
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Figure 3.2: Characterization setup and results of the LN waveguide for SHG.
(a) Optical setup for on-chip SHG characterization. ND, variable neutral density
filter; HWP, half wave plate; L, aspheric lens; MMF, multi-mode fiber; OSA, optical
spectrum analyzer. (b) On-chip SHG output power measured as a function of the on-
chip input power with experimental fit to calculate the efficiency. (c) Temperature
tuning of the SHG center wavelength, measured as the weighted average of the
spectrum with standard deviations and experimental fit. (d) Normalized spectra of
the poling period swept from 1.35 to 1.75 µm in 50 nm increments. (e) Second
harmonic microscopy image of the periodically poled region.

niobate than what has previously been demonstrated, and that the thin film lithium
niobate platform is able to phase match the full range of a Ti:Sapphire laser.

Although the SHG wavelength tunability agrees well with theory, the experimental
efficiency of 197± 5 %/W/cm2 measured from the single-frequency laser at 773.1 nm
is lower than the calculated ideal theoretical efficiency [7] of 18,100 %/W/cm2. An
immediate explanation is the poling quality of this device, which exhibited signifi-
cant domain widening due to the short poling period. The duty cycle is estimated to
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be 90% from second harmonic microscopy images (Figure 3.2e), which lowers the
theoretical efficiency to 1810 %/W/cm2. Additional discrepancies can be explained
by lateral leakage from the waveguide mode to the slab mode, second harmonic
propagation loss, and asymmetry in the input and output coupling efficiency.

The experimental SHG spectrum (Figure 3.3a) was measured by sweeping the first
harmonic wavelength from 771 to 775 nm at a constant 30 mW input power. The
spectrum exhibits multiple peaks over a 0.5 nm bandwidth, deviating from the the-
oretical sinc2 line shape and 3.4 pm full-width at half maximum bandwidth. The
discrepancies in the efficiency, bandwidth, and spectral shape are likely caused by
multimode effects, index variations, or poling variations. Although the waveguides
in this work support multiple modes due to the large cross sections, the funda-
mental modes of the first and second harmonic are solely responsible for the phase
matching of the UV generation due to large momentum mismatches or poor modal
overlap of the higher order modes. Furthermore, collecting the second harmonic
with a single-mode fiber (Thorlabs P1-305A-FC-1) does not change the shape of the
transfer function, which is expected to occur if higher-order modes were present. Po-
tential sources of index changes are thickness variations, thermal gradients, induced
absorption, or photorefraction, while poling defects could be caused by stitching
errors in the lithography process. Without a straightforward method of distinguish-
ing these possibilities, we chose to focus on index variations and assume that the
poling is uniform. Index variations preserve the integral of the SHG transfer func-
tion, which allows us to determine the contribution of the index variations to the
experimentally lower efficiency. An integral of the spectral efficiency yields an area
of 31.8 %/W/cm2·nm, and the transfer function with the same area and no index
variations has a peak efficiency of 861 %/W/cm2.

The magnitude and position of the index variations cannot be directly calculated
without knowledge of the SHG phase relative to the first harmonic. However,
the magnitude of the index variations can be estimated by approximating the phase
mismatch error as a cubic polynomial to fit the SHG spectrum, given by the following
expression for 𝜂(𝜔)[39], which assumes a 50% duty cycle and constant poling
period:

𝜂(𝜔) =
���� ∫ 𝐿

0
exp

(
𝑖

∫ 𝑧

0
(𝛿𝛽(𝜉) + 𝛿𝛽(𝜔)) 𝑑𝜉

)
𝑑𝑧

����2. (3.1)

The coefficients of the phase mismatch error 𝛿𝛽(𝑧) are estimated by minimizing the
squared residuals between the predicted and experimental spectra using a particle
swarm optimization algorithm followed by a gradient descent[40], which yields the
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Figure 3.3: SHG spectra and fitted thickness profile of the LN waveguide for
UV SHG. (a) Experimental and index variation-fitted (Equation 3.1) SHG spectra.
(b) Phase mismatch error represented by Equation 3.2 and corresponding thickness
error against propagation distance.

following expression for 𝛿𝛽(𝑧) (Figure 3.3b):

𝛿𝛽(𝑧) = 0.0636𝑧3 − 0.578𝑧2 + 0.544𝑧 + 3.66 (3.2)

where the phase mismatch error 𝛿𝛽 is in units of rad/m and the propagation distance
𝑧 is in µm. A thickness error of ±5 nm throughout the waveguide explains the full
spread in the experimental spectrum. A discrepancy of this magnitude is reasonable
given commercial film thickness tolerances; however, this error is an upper estimate
given that the index variations could be a combination of the thickness, photore-
fraction, UV-induced infrared absorption, and temperature gradient. Although this
thickness variation could be the cause of the lowered experimental efficiency, the
same amount of thickness variation in a thinner film could potentially disrupt phase
matching entirely.

3.4 Conclusion and outlook
In conclusion, we have demonstrated temperature-tunable UV light generation in
an integrated thin-film lithium niobate waveguide. We have measured an SHG
efficiency of 197 ± 5 %/W/cm2, with discrepancies from theory explained by the
poling duty cycle and index variations. As of this publication, this is the shortest
wavelength (355-386 nm) produced through second harmonic generation with CW-
pumped periodically poled thin-film lithium niobate waveguides. Our work opens
up opportunities to realize efficient frequency-doubled chip-scale ultraviolet laser
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diodes for UV integrated photonics, with applications spanning spectroscopy, atomic
physics, and quantum science.
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C h a p t e r 4

VISIBLE THROUGH NEAR-INFRARED SPONTANEOUS
PARAMETRIC DOWNCONVERSION

Efficient on-chip entangled photon pair generation at telecom wavelengths is an
integral aspect of emerging quantum optical technologies, particularly for quantum
communication and computing. However, moving to shorter wavelengths enables
the use of more accessible silicon detector technology and opens up applications
in imaging and spectroscopy. Here, we present high brightness ((1.6 ± 0.3) × 109

pairs/s/mW/nm) visible through near-IR photon pair generation in a periodically
poled lithium niobate nanophotonic waveguide. The degenerate spectrum of the
photon pairs is centered at 811 nm with a bandwidth of 117 nm when pumped
with a spectrally multimode laser diode. The measured on-chip source efficiency
of (2.3 ± 0.5) × 1011 pairs/s/mW is on par with source efficiencies at telecom
wavelengths and is also orders of magnitude higher than the efficiencies of other vis-
ible sources implemented in bulk crystal or diffused waveguide-based technologies.
Further improvements in the brightness and efficiencies are possible by pumping
the device with a single-frequency laser, which would also shrink the pair band-
width. These results represent the shortest wavelength of photon pairs generated
in a nanophotonic waveguide reported to date by nearly an octave. Supplemental
theory, device characterization, and raw data can be found in Appendix C.

Most of this chapter has been adapted with permission from:
N. A. Harper, E. Y. Hwang, R. Sekine, L. Ledezma, C. Perez, A. Marandi, S. K.
Cushing, Optica Quantum 2024, 2, 103

4.1 Introduction
Spontaneous parametric downconversion (SPDC) has been used for decades to pro-
duce quantum entanglement in various photonic degrees of freedom, serving as a
workhorse in emerging quantum optical technologies. Compared to most nonlinear
processes, SPDC is relatively inefficient, requiring over one million pump photons
to produce one pair of entangled photons in even the highest performing crystals.
However, recent advances in nanophotonics, particularly in thin-film lithium niobate
(TFLN), have enabled significantly more efficient frequency conversion and quan-
tum state generation [1–3] through sub-µm interaction areas, high nonlinearities, and
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low material losses [4, 5]. By exploiting this platform, many recent demonstrations
of SPDC in TFLN [6–9] have achieved efficiencies three orders of magnitude greater
than that of bulk crystal-based sources [10] and one order of magnitude greater than
that of large diffused waveguide-based sources [11]. To date, most TFLN-based pho-
ton pair sources are designed for SPDC at telecom wavelengths because of the low
losses in optical fibers at 1550 nm [12, 13] and back-compatibility for applications
such as quantum communication [14], computing [15], and a globally connected
quantum network [16].

Although telecom photons are preferred for quantum information applications, vis-
ible and near-infrared photons are generally better suited for imaging and spec-
troscopy. Experiments at these wavelengths can take advantage of multi-pixel de-
tectors such as electron-multiplying charge coupled devices (EM-CCD) and single
photon avalanche detector (SPAD) arrays, enabling the measurements needed for
imaging [17–19] and characterization of high-dimensional entangled states [20, 21].
Furthermore, the electronic transitions of molecules and atoms become accessible
at near-IR wavelengths, allowing for fluorescence lifetime measurements [22–24],
compatibility with quantum memories [25], and fundamental studies of few-photon
nonlinearities [10, 26, 27]. More generally, near-IR and visible photons can be de-
tected with high quantum efficiency and low dark noise using existing mature silicon
technology at room temperature, compared to IR detectors which require cryogenic
cooling [28]. Despite these advantages, all demonstrations of nanophotonic pair
production have resided in the telecom region, and the best near-IR and visible
photon pair sources are still large-area waveguides [29–32] and bulk periodically
poled crystals [10, 26, 29, 33–36]. To date, lithium niobate is the only nanophotonic
platform that exhibits high transparency at near-UV pump wavelengths and support
a 𝜒(2) nonlinearity. Thus, despite the known challenges, TFLN is uniquely posed
to address this wavelength range. Potential reasons for the lack of visible TFLN
devices stem from the difficulty in fabricating visible nonlinear circuits on thin-film
lithium niobate due to factors such as the ultra-short poling periods required for
quasi-phase matching and losses from material absorption [37–39] and scattering
[40]. In spite of these difficulties, high-performance visible devices in thin-film
lithium niobate are becoming increasingly common for classical applications such
as electro-optic modulation and second harmonic generation [41–45].

Here, we extend TFLN-based SPDC sources to shorter wavelengths to produce
high-brightness photon pairs in the visible and near-IR. The device produces an
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on-chip efficiency of (2.3 ± 0.5) × 1011 pairs/s/mW, which corresponds to a
per-photon conversion efficiency of more than 1 photon pair converted in every
10,000 pump photons ((1.1 ± 0.2) × 10−4 pairs/s/photon). This efficiency is
nearly two orders of magnitude better than visible-light diffused waveguide SPDC
sources[31] and is on par with the highest-performing TFLN sources in the telecom
regime[8]. The SPDC from this device exhibits a broad spectrum centered at
811 nm with a degenerate FWHM bandwidth of 117 nm and an average brightness
of (1.6 ± 0.3) × 109 pairs/s/mW/nm, a number limited by at least an order of
magnitude by the pump laser linewidth (0.8 nm). Consistent with this bandwidth,
we measure an ultrashort coherence time of ∼40 fs for the entangled photons with
an indistinguishability of 100. ± 1%. These results are the shortest wavelength
entangled photons generated in TFLN by nearly an octave to date. Our results
therefore show that, although pumped at wavelengths near what would usually be
considered its cutoff range, TFLN can equally be a platform for visible through
near-IR entangled photon applications as it is at telecom wavelengths.

4.2 Device design and fabrication
The periodically poled lithium niobate waveguides (Figure 4.1a) were simulated
in Lumerical MODE to determine the quasi-phase matching poling period. The
guided modes at the design pump wavelength (406 nm) and SPDC center wavelength
(812 nm) were simulated using the bulk Sellmeier coefficients of lithium niobate
[46] and silicon dioxide [47] with the geometric parameters shown in Figure 4.1c and
a 60° sidewall, which is consistent with the fabrication process. To take advantage
of lithium niobate’s largest nonlinear tensor element (𝑑33 = 28.4 pm/V)[48], only
the fundamental quasi-transverse electric (TE) modes of X-cut lithium niobate were
considered. An etch depth of 420 nm, a top width of 1.5 µm, and a total LN
thin film thickness of 600 nm were targeted for ease of optical coupling, fabrication,
elimination of slab-mode leakage, and near-2 µm poling period while providing high
performance. For these parameters, the effective refractive indices (𝑛eff,pump = 2.29,
𝑛eff,SPDC = 2.09) result in a quasi-phase matching poling period ofΛ = 𝜆pump/Δ𝑛eff =

2.03 𝜇m at the target pump wavelength of 406 nm (Figure 4.1d).

The devices were fabricated from a 1 cm by 1 cm die of a 5% MgO-doped X-cut
thin-film lithium niobate on insulator wafer (NanoLN), which consists of 600 nm
of lithium niobate bonded to 2 µm of silicon dioxide on a 0.4 mm silicon substrate.
An MgO-doped film was chosen to lower the coercive field necessary for poling
[49, 50] and to reduce potential photorefractive effects from the violet laser diode
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Figure 4.1: Design and fabrication of the periodically poled TFLN waveguides
used for visible through near-IR SPDC. (a) Schematic of the periodically poled
lithium niobate nanophotonic waveguide. (b) Second harmonic microscopy image
of the periodic poling. Note that the distance between the electrodes is 15 µm
while the waveguide top width is 1.5 µm, allowing for multiple waveguides in the
center of the poled region where the duty cycle is 50%. (c) Mode profiles and
waveguide geometry of the fundamental quasi-TE modes at the designed pump and
SPDC center wavelengths. (d) Refractive indices and corresponding poling periods
for a range of SPDC wavelengths.
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[51]. MgO-doped LN has been demonstrated to lower propagation losses [38], but
this doping may also result in irregular poled domains due to leakage current in
the charged domain walls [50]. To quasi-phase match the SPDC sources, poling
electrodes (7 mm long) were first fabricated by performing a metal lift-off through
electron beam lithography with bilayer polymethyl methacrylate (PMMA) resist
followed by electron beam evaporation of titanium (15 nm) and gold (55 nm). The
electrodes were poled with a 490 V and 70 µs square wave, and the poled domain
formation was monitored with second harmonic microscopy [52] (Figure 4.1b).
After poling, waveguides were defined through an aligned electron beam lithography
step with hydrogen silsesquioxane (HSQ) resist followed by argon inductive coupled
plasma reactive ion etching to achieve an etch depth of 420 nm, verified through
atomic force microscopy. The chip facets were manually polished to increase
coupling efficiency, resulting in a final waveguide length of approximately 8 mm.
A broadband oscillator was used to verify the phase matching wavelength through
second harmonic generation (Appendix C.2) and was found to match with the
computationally predicted second harmonic wavelength within ±3 nm. This small
discrepancy was likely due to fabrication tolerances, particularly in the etch depth
and film thickness.

4.3 Device characterization
The spectrum, generation rate, and coherence properties of the entangled pho-
ton pairs produced from the fabricated device are characterized as shown in Fig-
ure 4.2. In these experiments, the room-temperature periodically poled waveguide
is pumped with a free-running laser diode (Coherent OBIS LX 405 nm) to produce
entangled pairs (Figure 4.2a). An antireflection-coated aspheric lens (NA = 0.58,
Thorlabs C140TMD-A) couples the free-space pump beam to the fundamental TE
mode of the waveguide. The photon pairs produced in the fundamental TE mode
are collected off-chip and collimated using a similar aspheric lens (NA = 0.58,
Thorlabs C140TMD-B).

The spectra of the entangled photon pairs are measured to assess the phase-matching
properties and tunability of the device (Figure 4.3). Pairs collected from the waveg-
uide are transmitted to a grating spectrometer and measured using an electron-
multiplying intensified camera (Figure 4.2b). To tune the SPDC emission, the center
wavelength of the pump wavelength is varied from 405 to 406.4 nm by changing
the drive current of the laser diode. Variable neutral-density filters are used to keep
the pump power for all the collected spectra at a consistent 10 µW. Each spectrum
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Figure 4.2: Schematic for coupling and detection of the photon pairs. Acronyms
used: I, isolator; ND, variable neutral density filter; HWP, half-wave plate; L, as-
pheric lens; LPF, long-pass filter; emICCD, electron-multiplying intensified charge-
coupled device; BS, beamsplitter; D, single-photon avalanche detector; TT, time-
tagger; M, mirror. (a) Optical setup to couple into and out of the TFLN waveguide.
(b) Characterization scheme for measuring the photon pair spectra. (c) Charac-
terization scheme for coincidence counting. (d) Optical setup for the Michelson
interferometer.

was divided by the spectrometer wavelength response and then normalized to the
maximum count rate to infer the relative intensity. Three distinct phase matching
regions are explored (Figure 4.3a): 1) at long pump wavelengths, the phase matching
condition is not satisfied and SPDC emission is not observed; 2) from 405.6-405.9
nm, the degenerate wavelengths are phasematched; and 3) at short pump wave-
lengths, the spectrum splits and non-degenerate emission extending to the cutoff
wavelength of the filter is observed. The dip in intensity in Figure 4.3a around
755 nm is likely due to on-chip loss, potentially from a mode-crossing [53], and is
investigated in further detail with a transmission measurement (Appendix C.2). Due
to the linewidth of the laser used in the experiment (0.8 nm FWHM), the spectra are
considerably broadened compared to the spectra expected from a single-frequency
pump laser (Figure C.4). Nevertheless, experiment and theory reach qualitative
agreement by accounting for the pump linewidth (Figure 4.3b), described further in
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Figure 4.3: SPDC spectra from the TFLN waveguide. a) Measured and (b) theoreti-
cal SPDC spectra as a function of pump wavelength. Note that the arbitrary units for
intensity could also be interpreted as counts per max counts due to the normalization
of the spectra. (c) Lineouts of the measured and theoretical SPDC spectra at a pump
wavelength of 405.7 nm, corresponding to the dashed horizontal lines in (a) and
(b). Note that the frequency bandwidth per nm and the downconversion efficiency
are wavelength dependent (Equation 2.51), resulting in higher intensities for shorter
wavelengths. The theoretical spectra in (b) and (c) are calculated with the laser
linewidth taken into account, described further in Appendix C.6

Appendix C.6. Further spectral broadening can also arise from propagation loss at
the pump or SPDC wavelengths [54] or index variations [55–57]. For all subsequent
experiments, a laser center wavelength of 405.7 nm is used for degenerate phase
matching. The resulting spectrum (Figure 4.3c) is centered at 811.4 ± 0.7 nm with
a FWHM bandwidth of 117 nm (53 THz) that accounts for 85% of the overall flux.

The pair generation efficiency of the device is measured through coincidence count-
ing between two SPADs (Figure 4.2c). In this measurement, the pairs from the chip
were split at a 50:50 broadband beamsplitter (Thorlabs BS014) and coupled to mul-
timode optical fibers (Thorlabs M122L01) connected to the detectors. Coincidence
detection events between the SPADs (Laser Components Count) were recorded with
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Figure 4.4: Coincidence histogram and power sweeps used to obtain the SPDC
efficiency. (a) Raw coincidence histogram, including accidentals, at an input on-
chip pump power of 4.3 nW. Measured (b) coincidence counts with accidentals
subtracted and (c) singles counts while sweeping the input power. The vertical
axes are measured in coincidence or singles counts per second (cps). The fitted
slopes (lines) produce the pair generation efficiency of our device. Note that error
bars are included in (b) and (c) but are smaller than the data markers. Additional
experimental details and the raw data can be found in Appendix C.4 and Table C.1.

a time-tagger (Picoquant PicoHarp 300). Figure 4.4a shows a representative raw
coincidence histogram recorded at 4.3 nW of on-chip pump power. The temporal
correlation in this graph (3.4 ns FWHM) is given by the response time of the SPADs
and not the entangled photon correlations (see Figure 4.5 later in the chapter). The
coincidence counts are corrected by background subtraction of the number of counts
in a 9.5 ns window at the histogram peak from the number of counts in another 9.5 ns
window in a background region far from the peak. Sweeping the laser power with a
neutral density filter yields the curves in Figure 4.4b-c, which are linearly fit to de-
termine the pair generation efficiency. Additional experimental details and the raw
data from these measurements are given in Appendix C.4 and Table C.1. To account
for the wavelength dependence of the SPAD quantum efficiency (Appendix C.3), all
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wavelengths in the spectrum are integrated over to calculate the average detection
efficiency for single photons (𝜂1 = 0.52) as well as the average joint pair detection
probability (𝜂12 = 0.27). Including a factor of 2 due to the probability of split-
ting pairs at the beamsplitter yields Equation 4.1 for the measured efficiency of the
source:

𝐸 =
𝑚1𝑚2
𝑚𝑐

𝜂12

2𝜂2
1
. (4.1)

Here 𝐸 is the pair generation efficiency, 𝑚1 and 𝑚2 are the singles rates at the
two detectors, and 𝑚𝑐 is the rate of coincidences, all in units of counts/s/mW. A
derivation of Equation 4.1 can be found in Appendix C.5. Accounting for the 10.2 dB
transmission loss of the pump laser into the waveguide, a pair generation efficiency
of (2.3 ± 0.5) × 1011 pairs/s/mW is measured, which is equivalent to a per-pump-
photon efficiency of (1.1 ± 0.2) × 10−4 pairs/s/photon. Over the 117 nm FWHM
bandwidth of the spectrum, this efficiency translates to an average brightness of
(1.6 ± 0.3) × 109 pairs/s/nm/mW. The uncertainties here and throughout this work
are reported as one standard deviation, derived from the standard error in the fits
of Figure 4.4b-c and the uncertainty in the detector quantum efficiency. The ratio
of singles counts to coincidence counts suggests that the transmission of the SPDC
from the waveguide to each of the two detectors is 8.4 dB and 8.0 dB, respectively,
which includes losses out of the waveguide and of the free-space optics. Our
theoretical efficiency (Appendix C.6), including the FWHM of the pump laser, is
2.66 × 1011 pairs/s/mW, in close agreement with our experimental results.

Finally, the two-photon interference is measured (Figure 4.2d) to demonstrate the
non-classical behaviour of the produced photon pairs. Figure 4.5 shows the measured
two-photon interferogram (Figure 4.5a) obtained from the device without subtracting
accidentals, as well as the one-photon interferogram (Figure 4.5c) for comparison.
Due to the aforementioned temporal resolution of the SPADs used here, the four
unique paths through the interferometer are indistinguishable and combine to yield
the interference pattern. The important features of the interferogram are as follows:
1) Near the zero time delay, photons are delayed within the coherence length of the
source and exhibit both one- and two-photon interference. A visibility of 100.±1%
is measured within the coherence length, with an uncertainty derived assuming
Poissonian statistics. This near-perfect visibility indicates good mode overlap in
the interferometer and indistinguishability of the photons within the pair. 2) Far
from the coherence length of the source (delays greater than ±20 fs), interference
between two photons taking different paths disappears, which explains why the
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Figure 4.5: Michelson interferograms for SPDC. The (a) measured and (b) simu-
lated two photon Michelson interferogram for the device. (c) Corresponding singles
counts out of the interferometer, demonstrating single photon interference within the
coherence length of the source. The (d) coincidence counts and (e) singles counts
far from the coherence length of the source. All measured coincidence counts ((a)
and (d)) do not have accidentals subtracted. Note that error bars are included in (d)
and (e) but are smaller than the data markers. Details of the simulated two-photon
Michelson interferogram in (b) and the sinusoidal fit in (d) can be found in Ap-
pendix C.7
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single-photon interference (Figure 4.5c) disappears in this region, shown in more
detail in Figure 4.5e. Notably, interference between pairs of photons that travel
together through the interferometer persists with a fringe period at half the pair
wavelength (Figure 4.5d). This feature suggests quantum interference due to the
energy-time entanglement of the pairs, and would not be observed if the light was
generated from a coherent or a thermal source with a similar spectrum [58]. A
fringe visibility of 43± 3% is observed in this region far from the coherence length,
which is close to the theoretical maximum of 50% for this experiment due to the
temporal resolution of the detectors. The uncertainty in visibility is given from
the standard error in the fit of Figure 4.5d, the details of which are outlined in
Appendix C.7. The qualitative agreement between the measured and theoretical
two-photon interferogram (Figure 4.5a-b) suggests that SPDC and genuine energy-
time entanglement are being produced.

4.4 Discussion
Compared to the state of the art for visible photon pair sources, the device presented
in this work exhibits substantially improved brightness and efficiency due to the
small effective area of the nanophotonic waveguide. The device’s performance
against reported literature devices spanning from the visible to IR is plotted in
Figure 4.6 using efficiency, brightness, and wavelength as the figures of merit. Our
visible through near-IR device demonstrates improved efficiency and brightness
even over other TFLN sources at the better-explored telecom band [6, 7, 9] and has
comparable performance to the most efficient telecom TFLN source (Ref. [8]) to
date. At short wavelengths, the phase-matching bandwidth decreases due to group
velocity dispersion in lithium niobate, but the efficiency remains high because the
downconversion spectral power density scales with the inverse fifth power of the
SPDC wavelength (𝜆−5

𝑠 ) [29]. Thus, in addition to the benefits of higher-energy
photon pairs, decreasing the SPDC wavelength to access higher efficiencies could
enable single-photon nonlinearities when integrated with a resonator [59]. The high
efficiency of this device has significant implications for practical uses of entangled
photons, including allowing the use of low-power laser diodes for pair generation,
reducing integration times, allowing high signal-to-noise coincidence measurements
at low (nW) laser powers even with losses present, and reducing fluorescence and
stray light.

Although the efficiency and brightness of the device compares well with literature,
these values can be further improved by narrowing the bandwidth of the pump



49

Figure 4.6: Comparison of relevant literature SPDC sources to this work with respect
to (a) efficiency and (b) brightness against the SPDC wavelength. Horizontal error
bars represent the reported bandwidth of the sources. Data for the efficiency,
brightness, center wavelength, and bandwidth are taken from Refs. [10, 26, 29, 33,
35, 36, 60, 61] for bulk crystal sources, Refs. [11, 29–32, 62–67] for large waveguide
sources (including micromachined and diffused waveguides), and Refs. [6–9] for
TFLN sources. Note that Refs. [11, 64] are not included in (b) since the brightness
and bandwidth were not reported. The yellow shaded region represents the typical
telecommunication wavelength window.

laser, as discussed further in Appendix C.6. A single-frequency pump is estimated
to shrink the phase-matching bandwidth from 117 nm to 35 nm, increasing the
brightness by a comparable factor. The SPDC process is also most efficient near
degeneracy because the group velocity of the signal and idler are equal to first or-
der, so the efficiency could increase by a factor of 5. Furthermore, compared to
SPDC produced with a monochromatic pump, the radiation produced here with a
multimode pump will exhibit reduced time-energy entanglement (and greater sepa-
rability) due to the uncertainty in the energy of the pump photons. The coherence
properties of the pump laser are also transferred to the SPDC state, which can reduce
the N00N state interference visibility at delays longer than the coherence length of
the pump laser. Note that this negative effect is not observed here since the path
length differences in Figure 4.5 cover more than the full coherence length of the
SPDC source but less than the coherence length of the pump laser [68, 69], indicat-
ing that the pump laser coherence does not impair the visibilities measured in this
work. Conversely, one benefit of using a multifrequency pump is that the device
sensitivity to the laser wavelength is reduced, yielding a higher stability average
response with greater bandwidth. Another benefit of the multifrequency pump is
in time-bin entanglement, which can be generated from revivals in the biphoton
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interference at integer multiples of the laser cavity length [70]. For these benefits
as well as for the greater accessibility of multimode lasers, a multimode pump laser
was utilized in this work to represent an alternate and more applied use of photon
pair sources. Furthermore, despite the aforementioned drawbacks of a multimode
pump, the device was still able to achieve high efficiencies on par with the current
state of the art telecom TFLN pair sources.

4.5 Conclusion
Efficient photon pair generation has been demonstrated with an integrated thin-film
lithium niobate waveguide at visible and near-IR wavelengths (720-900 nm). An on-
chip SPDC efficiency of (2.3±0.5)×1011 pairs/s/mW, which is on par with reported
TFLN literature at the better-explored telecom wavelengths even with a multimode
pump laser, has been produced near the usually associated cut-off wavelengths for
the pump (406 nm) in TFLN. The photon pair spectra has an average brightness of
(1.6 ± 0.3) × 109 pairs/s/mW/nm, centered at 811 nm with a 117 nm bandwidth.
To date, these results are the shortest wavelength photon pairs generated in a thin
film platform by nearly an octave. The work opens up opportunities to exploit
the quantum advantage of integrated entangled photon circuits beyond telecom to
imaging and spectroscopy applications in the visible and near-IR.
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C h a p t e r 5

ON-CHIP SAMPLE INTERACTIONS FOR EVANESCENT WAVE
SENSING

Thin-film lithium niobate (TFLN) is promising for optical sensing due to its high
nonlinearities, but its material properties present unique design challenges. We
compare the sensing performance of the fundamental modes on a TFLN waveguide
with a fluorescent dye sample. The TM mode has better overlap with the sample, with
a 1.4× greater sample absorption rate versus the TE mode. However, the TM mode
also scatters at a 1.4× greater rate, yielding less fluorescence overall. The TE mode
is, therefore, more appropriate for sensing. Our findings have important implications
for TFLN-based sensor designs. Supplementary theory and dye measurements can
be found in Appendix D.

Most of this chapter has been adapted with permission from:
N. A. Harper, E. Y. Hwang, P. A. Kocheril, T. K. Lam, S. K. Cushing, Optics Express
2024, 32, 27931

5.1 Introduction
Thin-film lithium niobate is a promising candidate for on-chip sensing because its
strong nonlinearities and low material losses allow for light generation, manipu-
lation, and sample interaction within the same compact device [1, 2]. Lithium
niobate’s strong quadratic nonlinearity, sub-µm modal confinement, and ability
for quasi-phase matching lead to efficient frequency conversion through second
harmonic generation [3], optical parametric amplification [4], optical parametric
oscillation [5, 6], and spontaneous parametric downconversion [7, 8]. TFLN has
been used to generate light spanning from the UV-A [9] to the mid-IR [10] in pho-
tonic circuits, with efficiencies unmatched in any other platform. Lithium niobate’s
electro-optic effect and versatile fabrication allows for the efficient modulation of
light with low voltages, high bandwidths, compact footprints, and excellent inser-
tion losses [11, 12]. Electro-optic modulators on TFLN can also be utilized as
light sources, including frequency combs [13, 14], ultrafast laser pulses [15], and
frequency shifters [16]. Efficient switches are useful for routing light to differ-
ent sensing regions on one chip, and the electro-optic effect has been harnessed
to increase the resolution of on-chip Fourier-transform interferometers [17]. With
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the addition of waveguided detectors [18], the components necessary for a fully
integrated optical sensor can all be fabricated on TFLN.

While frequency conversion sources and electro-optic modulation in TFLN are be-
ing widely explored, integrated sample interaction geometries for on-chip sensors
are less studied. Since the evanescent field of light coupled into a waveguide extends
only a few hundred nanometers past its surface, evanescent field sensing allows for
highly specific analyte interrogation [19–21]. Evanescent wave sensors have been
implemented in materials such as silicon, silicon nitride, and glass with multi-
ple waveguide architectures, including fiber optic waveguides, planar waveguides,
slot waveguides, rib waveguides, and strip waveguides [22–25]. For example, TE
slot waveguides and TM strip waveguides have been proposed as optimal sensing
geometries on silicon-on-insulator (SOI) based on the modal confinement factors
and scattering losses of these waveguide configurations in the SOI platform [26].
However, the material properties of lithium niobate present additional concerns for
evanescent wave sensing designs. Lithium niobate’s angled sidewall profile, which
is a well known feature of the TFLN platform and arises due to redeposition from
the physical nature of the waveguide etching process [27], makes slot waveguides
difficult to fabricate, and its high refractive index and birefringence present unique
design challenges to sample interaction geometries, warranting additional study.
Evanescent wave sensing can be modeled with mode overlap calculations between
the waveguide mode and the sample to investigate the efficiency of the sample ex-
citation. However, practical devices need to account for additional sources of loss
that are not easily captured by modeling, such as the scattering from sub-wavelength
imperfections in the waveguide profile, scatterers in the sample, and the refractive
index contrast at the material interfaces. While it is known that the TM mode
exhibits larger losses than the TE mode in some bare TFLN waveguides [28], it is
unknown if this relationship holds with the addition of a sample, or if the gains in
the sample-mode overlap outweigh the additional scattering losses.

Here, we quantify the interaction strength of the guided modes with a sample in
a model TFLN waveguide fluorescent dye sensor. The sensing region is an X-cut
TFLN rib waveguide clad with a sample layer that consists of a 5 mM fluorescent dye
(Coumarin-153) doped in a 60 nm thick poly(methyl methacrylate) polymer film.
The device is pumped with a 406 nm diode laser, yielding a fluorescence signal from
450-700 nm which is detected with a camera. By measuring the fluorescence and
scatter from the dye sample along the length of the waveguide, we determine the
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amount of light absorbed by the sample compared to the amount of light scattered
from the waveguide. Theoretical models predict that the fundamental TM mode
of the rib waveguide has a nearly two-fold larger overlap with the sample than
the quasi-transverse-electric (TE) mode. Experimentally, the TM mode is more
efficiently absorbed by the sample than the TE mode by a factor of 1.4 (desired
sample absorption of 0.95 ± 0.01 dB/cm and 0.67 ± 0.01 dB/cm, respectively).
However, the scattering losses are also larger for the TM mode compared to the TE
mode by a factor of 1.4 (undesired scattering losses of 31.5±0.3 dB/cm and 22.4±0.2
dB/cm, respectively). The TM mode thus loses its apparent advantage because of
the realities of non-ideal waveguide sidewalls and sample nonuniformities. The TE
mode within an X-cut TFLN film accesses the strongest optical and electro-optic
nonlinearities in TFLN (𝑑33 = 28.4 pm/V) since the mode is polarized along the
crystal’s optical axis. Therefore, the finding that the TE mode can be directly used for
sensing is important for sensor compatibility with integrated frequency conversion
sources and modulators. Our comparison of theory and experiment also provides
important correction factors for modeling realistic waveguide properties in TFLN
waveguide sensors.

5.2 Device design, fabrication, and characterization
The waveguide with the sample layer was modeled in Lumerical MODE before fab-
rication (Figure 5.1b-d). The confinement factors [29] and the propagation losses
of the fundamental TE and TM waveguide modes are calculated in the presence of
the Coumarin-153 (C153) dye-doped poly(methyl methacrylate) (PMMA) sample
film. For a fixed device aspect ratio, the confinement factor is inversely propor-
tional to the lithium niobate thickness because the mode is delocalized from the rib
into the sample cladding, resulting in stronger sample absorption. This behavior
is quantified in Appendix D.1 for thin-film thicknesses ranging from 100-600 nm.
For a 406 nm pump wavelength, waveguides with total lithium niobate thicknesses
<400 nm exhibit a confinement factor larger than 0.01 for the TM mode. For the
waveguide geometry shown in Figure 5.1b, the confinement factors of the fundamen-
tal TM and TE modes in the PMMA/C153 film are 0.013 and 0.0073, respectively.
In a 60 nm homogeneous PMMA/C153 film (as experimentally measured through
profilometry), the theoretical sample absorption loss due to the presence of the dye
molecules is calculated as 7.2 dB/cm for the TM mode and 4.4 dB/cm for the TE
mode. The difference in sample absorption loss between the modes arises from
the difference in the electric field profile between the two fundamental waveguide
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Figure 5.1: Device design of the TFLN waveguides for evanescent wave sensing.
(a) Schematic of the lithium niobate nanophotonic waveguides and PMMA/C153
film. Note that in the coordinate system used here, the 𝑥-axis is parallel to the optical
axis of lithium niobate. (b) Waveguide geometry and calculated electric field profiles
profiles of the fundamental TE and TM modes using Lumerical. Lineouts of the
simulated electric field in the (c) 𝑦 direction in the center of the waveguide (at
𝑥 = 0 𝜇m) and (d) 𝑥 direction in the PMMA/C153 film (at 𝑦 = 200 nm).

modes, and is related to the aspect ratio of the waveguides relative to the polarization
of the fundamental guided modes (Figure 5.1c-d).

The waveguides were then fabricated from an 8 mm by 12 mm die of a 5% MgO-
doped X-cut thin-film lithium niobate on insulator wafer (NanoLN), which consists
of 350 nm of lithium niobate bonded to 2 µm of silicon dioxide on a 0.4 mm silicon
substrate. Waveguides were patterned through an electron beam lithography expo-
sure with hydrogen silesoxquiane resist (Applied Quantum Materials Inc.) followed
by argon inductively coupled plasma reactive ion etching. The final device geometry
consists of a lithium niobate rib waveguide with a 1.5 µm top width and 160 nm etch
depth (Figure 5.1b). The chip facets were manually polished to increase coupling
efficiency, resulting in a final waveguide length of approximately 5 mm.
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The PMMA/C153 films were prepared after the waveguide fabrication. To form
the films, 1 µL of a 10 mM stock solution of Coumarin 153 (Millipore Sigma
546186) in dimethyl sulfoxide (DMSO, Millipore Sigma 276855) was added to
99 µL of a PMMA (Millipore Sigma 182230) solution (1% in toluene; Millipore
Sigma 244511). 20 µL of the PMMA/C153 solution was deposited on the TFLN
chip by spin coating (MicroNano Tools BSC-100) at 300 rpm for 10 s followed
by 2000 rpm for 60 s. The spin coating results in a film thickness of ∼60 nm,
confirmed through profilometry on a separate device and in good agreement with
literature [30]. Assuming minimal evaporation of DMSO, the C153 concentration
is approximately 5 mM in the film. A confocal fluorescence micrograph verified
that the film was relatively homogeneous across the sample, though strong vari-
ations in the fluorescence at the waveguide sidewalls and surface were observed
(Appendix D.3).

The fluorescence and scatter from the PMMA/C153 film on the waveguide are
characterized as shown in Figure 5.2a. In these experiments, the room-temperature
waveguide is pumped with a free-running 406 nm laser diode (Coherent OBIS LX
406 nm) to excite the C153 dye, causing the sample to fluoresce from 450-700 nm
(Appendix D.3). An antireflection-coated aspheric lens (NA = 0.58, Thorlabs
C140TMD-A) couples the free-space pump beam to the fundamental TE or TM
mode of the waveguide depending on the polarization of the free-space beam, which
is tuned with a half-wave plate. The total scatter from the top of the waveguides is
collected using a camera lens (Edmund Optics 54691, 𝑓 =75 mm, operated at 𝑓 /4
with a 300 mm working distance) and camera (Teledyne FLIR BFLY-U3-23S6M-
C), with a collection efficiency of 0.025%. To measure the fluorescence, a 500 nm
long pass filter (Thorlabs FELH0500) is used with an optical density >5 at the
pump wavelength while rejecting only 10% of the generated fluorescence. A second
aspheric lens collects the output of the waveguide into a power meter to monitor
the stability of the coupling. Figure 5.2b shows an image of the device and the
coupling lenses used in this setup. All images were acquired for 5 minutes and were
background corrected using images recorded with the laser shuttered. The images
with the longpass filter were acquired for 1000 ms at 1 FPS (300 images total), while
the images without the longpass filter were acquired for 100 ms at 10 FPS (3000
images total). To avoid photobleaching the dye, the alignment into the waveguide
was performed at 5 nW of free-space power and image acquisition was performed
with 100 nW of free-space power (Appendix D.5).
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Figure 5.2: Characterization scheme to measure the dye fluorescence. (a) Opti-
cal setup for waveguide coupling and fluorescence detection. Acronyms used: I,
isolator; ND, variable neutral density filter; HWP, half-wave plate; L, lens; LPF,
long-pass filter. (b) Optical image of the lithium niobate chip and lens setup with
the PMMA/C153 clad area, edge bead, and region of interest marked.

Due to the presence of an edge bead in the PMMA/C153 layer from the spin-
coating process, a 4.3 mm section in the center of the waveguide with uniform film
thickness (region of interest in Figure 5.2b) is used for data analysis. The images
are processed by summing the intensity of 24 vertical pixels at each horizontal pixel
along the waveguide. The fluorescence counts are scaled up by 11% to account for
loss caused by the filter in the C153 emission spectrum passband (Appendix D.2).
The counts from scatter are measured by subtracting the counts due to fluorescence
from the counts recorded without the filter in place. A lithographically defined
feature on the device is used to infer the measurement dimensions from the camera
images.
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5.3 Results and discussion
Figure 5.3 shows the intensities measured across the images of the PMMA/C153-
clad waveguide when the TE and TM modes are excited. The traces are fit with
a single exponential of the form 𝐴𝑒−𝛼𝑥 , where 𝑥 is length, 𝛼 is the propagation
loss of the device with units of length−1, and 𝐴 is a scaling term. The propagation
loss of the TE mode is 23.0 ± 0.2 dB/cm, while the propagation loss of the TM
mode is 32.5 ± 0.3 dB/cm, both inferred from the fluorescence images. A similar
measurement using a bare waveguide determined that the propagation loss is 16.1±
0.5 dB/cm for the TE mode, and 18.1±0.7 dB/cm for the TM mode, as summarized
in Table 5.1. The PMMA/C153 cladding therefore introduces additional loss to the
waveguide.

Figure 5.3: Measured fluorescence and scatter in the waveguide region of interest
when coupled into the (a) TE and (b) TM modes.

Figure 5.3 shows that the intensity of the scattered signal is larger than the intensity
of the fluorescence signal, which suggests that scattering is a more efficient loss
mechanism than sample absorption in the device. The fluorescence loss and scat-
tering loss show good agreement for the TE mode (23.0± 0.2 dB/cm and 23.4± 0.9
dB/cm, respectively) but show some disagreement for the TM mode (32.5 ± 0.3
dB/cm and 37 ± 1 dB/cm, respectively), most likely due to the higher sensitivity of
the TM mode to sidewall scattering and PMMA film variations. Since the fluores-
cence intensity shows less spatial variance than the scattering intensity (Figure 5.3
and Figure D.4), the loss coefficient measured via fluorescence is chosen for all
subsequent results.
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To model how the individual losses of sample absorption 𝛼absorption and scattering
𝛼scatter contribute to the total propagation loss 𝛼total inferred from Figure 5.3, a
modified form of Beer’s law can be used:

− 1
𝐼 (𝑧)

(
d𝐼 (𝑧)

d𝑧

)
= 𝛼scatter + 𝛼absorption = 𝛼total. (5.1)

Here, 𝐼 (𝑧) is the intensity of the pump laser along the length of the waveguide.
At each location along the waveguide, the number of photons lost to absorption
𝑁absorption(𝑧) compared to the number of photons lost to scatter 𝑁scatter(𝑧) is given
by:

𝑁absorption(𝑧)
𝑁scatter(𝑧)

=
𝛼absorption

𝛼scatter
. (5.2)

The number of photons lost to absorption and scatter can be inferred from the data
of Figure 5.3. With the knowledge of the total propagation loss 𝛼total, the individual
loss coefficients of absorption and scatter are then given by:

𝛼absorption = 𝛼total
𝑁absorption(𝑧)

𝑁absorption(𝑧) + 𝑁scatter(𝑧)
(5.3)

𝛼scatter = 𝛼total
𝑁scatter(𝑧)

𝑁absorption(𝑧) + 𝑁scatter(𝑧)
. (5.4)

Since Equations 5.1-5.4 hold over the entire length of the waveguide, the total
number of photons lost through the region of interest 𝑁absorption and 𝑁scatter can be
substituted for their spatially-dependent counterparts.

Over the 4.3 mm section of the waveguide used for loss measurements, the ratio of
total counts due to scatter versus total counts due to fluorescence is 15.82 ± 0.01
and 15.73±0.04 for the TE and TM modes, respectively. The raw integrated counts
can be found in Appendix D.6. To relate the scatter-to-fluorescence ratio to the
scatter-to-absorption ratio (𝑁scatter/𝑁absorption), the following factors are taken into
account: 1) The collection efficiency of the system is the same for any photon
radiated from the waveguide. 2) The camera quantum efficiency is 30% at 406
nm and ∼70% over the emission range of C153 (500-600 nm), as reported on the
camera datasheet. 3) Fluorescence from the dye has a 90% chance of transmitting
through the filter based on the filter attenuation. 4) The quantum yield of Coumarin-
153 in PMMA is 90%, the same as its quantum yield in nonpolar solvents such as
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cyclohexane [31]. 5) The PMMA film is thin enough that absorption of scatter and
fluorescence reabsorption is negligible for both the TE and TM modes. With these
assumptions, the probability that a photon lost to molecular absorption generates
a count through fluorescence is roughly 2.1 times as high as the probability that
a photon lost to scatter generates a count. The ratios of the scatter to molecular
absorption for the TE and TM modes are therefore 33.22 ± 0.02 and 33.03 ± 0.08,
respectively. The individual loss coefficients consistent with these ratios and the
measured total propagation loss are displayed in Table 5.1. The measured ratios
confirm that scattering dominates the overall propagation loss in both the TE and
TM modes. Compared to the TE mode, the TM mode is measured to experience
higher loss, but not to a degree proportional to the fluorescence. Increased scattering
in the TM mode is largely responsible for the increased total propagation loss, most
likely due to inhomogeneities in the sample film.

Experiment 𝛼total (dB/cm) 𝛼scatter (dB/cm) 𝛼absorption (dB/cm)
PMMA/C153, TE 23.0 ± 0.2 22.4 ± 0.2 0.67 ± 0.01
PMMA/C153, TM 32.5 ± 0.3 31.5 ± 0.3 0.95 ± 0.01

Bare Waveguide, TE 16.1 ± 0.5 16.1 ± 0.5 0
Bare Waveguide, TM 18.1 ± 0.7 18.1 ± 0.7 0

Table 5.1: Summary of measured and inferred propagation losses caused by scat-
tering and C153 absorption.

The experiments confirm the theoretically predicted relative interaction strength of
the TM mode compared to the TE mode with the sample (7.2 dB/cm and 4.4 dB/cm),
but the measured interaction is much smaller (0.95 dB/cm and 0.67 dB/cm). The
discrepancy comes from the difficulty in modeling the PMMA film parameters,
especially the film profile in the vicinity of the waveguide. The PMMA/C153 layer
was measured to be 60 nm on average using profilometry, but the film profile is
not homogeneously 60 nm thick in the vicinity of the waveguide, as measured by
confocal fluorescence microscopy (Appendix D.3). The measured propagation loss
could also be underestimated if the assumed dye quantum yield of 90% is too high,
which could be the case due to the PMMA microstructure around the dye, quenching
of the dye (such as self-quenching by homo-Förster resonance energy transfer), or
degradation of the dye. Decreases in the dye cross-section from these effects by up
to 50% have been observed in the Coumarin family [32] when dissolved in PMMA.
If the dye quantum yield and film non-uniformity are included in the simulations,
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the absorption losses can become as low as 0.80 dB/cm for TM and 0.55 dB/cm for
TE, close to the experimentally measured values in Table 5.1.

Based on our findings, future work improving TFLN-based evanescent field sensors
should focus on decreasing the waveguide scattering loss imparted by the fabrication
process and realistic sample interaction layers. Propagation losses of 0.002 dB/cm
have been demonstrated in TFLN waveguides with methods such as post-fabrication
annealing [33], ion beam milling [34], and redeposition-free etching [27]. Compared
to the losses in Table 5.1, such improvements in the scattering loss will increase the
fluorescence-to-scatter ratio from the 3% demonstrated here to upwards of 30,000%.
A liquid sample with microfluidics will also eliminate much of the uncertainties
associated with the polymer film used here.

5.4 Conclusion
TFLN rib waveguides are analyzed for their light-matter interaction strength. The
thin-film thickness is found to be the primary variable for increasing the sample
interaction. While the fundamental TM mode is predicted to exhibit a two-fold
stronger sample interaction, increased scattering losses from the waveguide for
the TM mode outweigh this factor. We demonstrate the importance of quantifying
different loss mechanisms on the waveguide when measuring a LN sensor’s efficacy,
which we accomplish by comparing the spatially-resolved intensities of scatter and
fluorescence without requiring any knowledge of the actual on-chip pump intensities.
The suitability of the TE versus TM mode for sensing has important implications.
The main advantage of using TFLN is the integration of a sensor with up- or down-
stream nonlinear frequency conversion, which utilizes the TE mode in X-cut TFLN
to access the highest quadratic nonlinearity. Therefore, a sensor utilizing the TE
mode in a rib waveguide is the most compatible with up- or downstream nonlinear
frequency conversion. Although a polarization mode converter could be designed to
convert between the TE and TM modes, any additional integrated components will
likely incur more loss than is gained in interaction strength. Further improvements
in the sensor performance, regardless of TE or TM mode, can be achieved with
improved fabrication to decrease the scattering loss. Our work thus represents a first
step toward fully integrated TFLN sensors.
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C h a p t e r 6

CASCADED SPONTANEOUS PARAMETRIC
DOWNCONVERSION ON THIN-FILM LITHIUM NIOBATE

Multiphoton entanglement is an important resource for applications in quantum
communication and computing. Entangled states with more than two photons are
typically created using multiple independent spontaneous parametric downconver-
sion (SPDC) emitters and post-selection, which can limit the quantum correlations
of the produced states. Here, we propose a device that directly generates en-
tangled photon triplets through cascaded spontaneous parametric downconversion
(CSPDC). Previous demonstrations of CSPDC have utilized bulk crystals or ion-
diffused large area waveguides, restricting the triplet generation efficiency. By
utilizing the TFLN platform, the CSPDC efficiency can be enhanced and the over-
all device and optical setup can be simplified. The initial device is composed of
two equal-length down conversion regions. The effects of dispersion are also ex-
plored through the waveguide geometry. Individual down conversion efficiencies
of 2.2 × 1010 pairs/s/mW and 1.0 × 1010 pairs/s/mW are measured, resulting in
an expected triplet efficiency of 165 triplets/s/mW. Future designs will incorpo-
rate adapted poling and pole-after-etch fabrication processes as well as alternate
strategies to further increase the CSPDC source efficiency.

6.1 Introduction
Entanglement is one of the fundamental phenomena of quantum mechanics. Spon-
taneous parametric downconversion (SPDC) has been used for decades to produce
photons entangled in various photonic degrees of freedom, serving as a workhorse
in emerging quantum optical applications such as quantum computing [1], internet
[2], cryptography [3–5], teleportation [6, 7], communication [8], metrology [9, 10],
sensing [11, 12], and spectroscopy [13].

In SPDC, a pair of entangled photons are produced from one pump photon, so a single
SPDC event creates a two photon entangled state. However, multiphoton entangled
states with more than two photons [14], such as GHZ states [15], are of great interest
for applications such as quantum secret sharing [16, 17], quantum secure direct
communication [18, 19], and boson sampling [20–22]. Entanglement swapping is
often utilized to produce multiphoton states through multiple independent SPDC
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emitters [23–25]; however, this method requires post-selection to project onto the
desired states [26].

An alternative method to produce multiphoton entanglement is through cascaded
spontaneous parametric downconversion (CSPDC)[27]. In CSPDC, two successive
SPDC events directly create an entangled photon triplet from one pump photon.
Since the entangled photons produced through CSPDC are downconverted from a
single pump photon and do not require post-selection, the photon triplets exhibit
genuine tripartite entanglement and can be used as heralded Bell states [23]. CSPDC
has been demonstrated with entanglement across multiple degrees of freedom [28–
34]. However, entangled triplet generation efficiencies with CSPDC have remained
low to date (<1 Hz/mW) due to the limited single pass efficiency of bulk crystals
and ion-diffused waveguides used as the SPDC sources.

Advances in nanophotonic platforms such as thin-film lithium niobate (TFLN) have
resulted in significantly more efficient frequency conversion and quantum state
generation processes [35–37]. This enhanced efficiency is enabled through the high
nonlinearities of lithium niobate [38] as well as the sub-µm2 modal interaction areas
and low material losses [39] of waveguides fabricated on the thin film platform [40,
41]. Recent demonstrations of SPDC in TFLN [42–46] have achieved entangled
pair generation efficiencies orders of magnitude greater than the highest performing
bulk crystals or large diffused waveguide SPDC sources [47, 48].

Here, we present a device design and preliminary data for CSPDC on the TFLN
platform. The CSPDC device consists of a single periodically poled TFLN waveg-
uide (Figure 6.1). The waveguide is comprised of two downconversion regions
with individual poling periods to phase match the SPDC processes. The dispersion
of the device can be engineered through the waveguide geometry, and the relative
efficiencies of the two SPDC downconversion regions can be tailored through the
periodically poled lengths. Due to the simplicity of the single-waveguide design,
the losses between the two SPDC regions will depend only on the inherent waveg-
uide loss, as opposed to both the source or waveguide loss and the coupling loss
present when using two distinct crystals or waveguides. The preliminary results of
the device show an efficiency of 2.2× 1010 pairs/s/mW for the first downconversion
region and 1.0 × 1010 pairs/s/mW for the second downconversion region, with a
projected triplet efficiency of 165 triplets/s/mW.
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Figure 6.1: Schematic of the proposed TFLN-based CSPDC device (top) and
overview of the CSPDC process in a photon picture (bottom). The first down-
conversion region (SPDC Region 1) downconverts a 405 nm pump photon into a
775 nm and 848 nm entangled pair and has an associated poling electrode length of
𝐿1 and poling period of Λ1. The second downconversion region (SPDC Region 2)
downconverts the 775 nm photon produced from the first downconversion event into
a pair of 1550 nm photons and has an associated poling electrode length of 𝐿2 and
poling period of Λ2. The end result is that a 405 nm pump photon downconverts
into an entangled photon triplet consisting of one 848 nm photon and two 1550 nm
photons.

6.2 Device design and fabrication
The periodically poled lithium niobate waveguides were simulated in Lumerical
MODE to determine the quasi-phase matching poling periods and target waveguide
geometry. The guided modes at the wavelengths of interest (405 nm, 775 nm,
848 nm, 1550 nm) were simulated using the bulk Sellmeier coefficients of 5% MgO-
doped lithium niobate [49] and silicon dioxide [50] with the geometric parameters
shown in Figure 6.2a. To take advantage of lithium niobate’s largest nonlinear
coefficient (𝑑33 = 28.4 pm/V) [38], only the fundamental quasi-transverse electric
(TE) modes of X-cut lithium niobate were considered for quasi-phase matching. The
poling period of the first downconversion region was calculated for non-degenerate
emission from a pump photon with a wavelength of 405 nm downconverting to
photons at 775 nm and 848 nm. The poling period of the second downconversion
region was calculated for degenerate emission from a pump photon with a wavelength
of 775 nm to a downconverted pair at 1550 nm.

The group velocity dispersion (GVD) and group velocity mismatch (GVM) for the
second SPDC process from 775 nm to 1550 nm was also calculated, as shown in
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Figure 6.2: Mode profiles of the a) not dispersion engineered waveguide geometry
and b) dispersion engineered waveguide geometry at 1550 nm with relevant mate-
rials and waveguide geometry parameters indicated. c) The domain inversion for
periodic poling of the CSPDC devices was monitored through SHG microscopy,
demonstrating the difference in the poling periods (indicated as Λ1 and Λ2) between
the two downconversion regions.

Figure 6.3. Through dispersion engineering, a near-zero GVD or a near-zero GVM
enhances the source efficiency by increasing the SPDC bandwidth or by increasing
the pump acceptance bandwidth, respectively [51]. Two waveguide geometries were
targeted on the same chip to explore the different dispersion regimes (Figure 6.3c).
The first geometry targets a low GVD and a low GVM (31 fs2/mm GVD and
-6 fs/mm GVM) with a 0.55 µm top width and 470 nm etch depth (Figure 6.2b),
corresponding to poling periods of 1.776 µm for the first downconversion region
and 2.8415 µm for the second downconversion region. The second geometry is
not dispersion engineered and serves as a control, with a GVD of -54 fs2/mm)
and GVM of 141 fs/mm. Note that the GVD of this second geometry is rather low,
which holds true for many waveguides within the range of geometries invested for the
source design (Figure 6.3a). The second, non-dispersion engineered geometry has
a targeted top width of 1.7 µm and 470 nm etch depth (Figure 6.2a), corresponding
to poling periods of 2.035 µm for the first downconversion region and 4.271 µm for
the second downconversion region. For film thicknesses of 600 nm, an etch depth
greater than 420 nm was chosen to eliminate slab leakage losses at the 405 nm pump
wavelength [52].

The devices were fabricated from a 1 cm by 1 cm die of a 5% MgO-doped X-cut thin-
film lithium niobate on insulator wafer (NanoLN), which consists of approximately
600 nm of lithium niobate bonded to 2 µm of silicon dioxide on a 0.4 mm silicon
substrate. For quasi-phase matching, poling electrodes for the two downconversion
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Figure 6.3: Calculated dispersion of the waveguide geometries for the second
downconversion region. The a) GVD at 1550 nm and b) GVM between 775 nm
and 1550 nm were calculated for waveguide top widths between 0.3 µm and 2.5 µm
and waveguide etch depths between 425 nm and 525 nm, with contour lines for the
zero GVD and zero GVM geometries marked in solid white. c) The contour lines
corresponding to zero GVD (solid) and zero GVM (dashed) are plotted, with the
two targeted waveguide geometries marked in red X’s.

regions (each 3.5 mm long) were first fabricated by performing a metal lift-off
through electron beam lithography with bilayer poly(methyl methacrylate) (PMMA)
resist followed by electron beam evaporation of chromium. Periodic poling domain
formation was monitored with second harmonic microscopy [53, 54] (Figure 6.2c).
After poling, waveguides were defined through aligned electron beam lithography
followed by argon inductive coupled plasma reactive ion etching to achieve an etch
depth of 500 nm, verified through atomic force microscopy. The chip facets were
manually polished to increase coupling efficiency, resulting in a final waveguide
length of approximately 8 mm.

6.3 Device characterization and preliminary data
Each downconversion region was individually characterized to verify the quasi-
phase matching wavelengths and SPDC efficiencies before characterizing the entan-
gled photon triplet statistics.
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First downconversion region (405 nm to 775 nm and 848 nm)
The spectrum and SPDC generation rate of the entangled photon pairs produced
from the first downconversion region are characterized as shown in Figure 6.4a-b.
A single-frequency tunable Ti:sapphire laser (Spectra-Physics Matisse) frequency
doubled with a BBO crystal is used to pump the periodically poled waveguide to
produce entangled pairs from the first downconversion region. An antireflection-
coated aspheric lens (Thorlabs C140TMD-A) couples the free-space pump beam
to the fundamental TE mode of the waveguide. The photon pairs produced in
the fundamental TE mode are collected off-chip and collimated using a reflective
objective (Thorlabs LMM40X-UVV).

The SPDC spectra were collected to verify the quasi-phase matching and tunability
of the downconversion region. SHG measurements with a broadband oscillator
were first performed to verify the phase matching wavelengths. Pairs collected from
the waveguide were transmitted to a grating spectrometer and measured using an
electron-multiplying intensified camera (Figure 6.4a). To tune the SPDC emission
and find non-degenerate emission at 775 nm and 848 nm, the pump wavelength
was varied from 406.6 nm to 407.1 nm. The resulting SPDC spectra are shown in
Figure 6.4c. The behavior of the SPDC spectra with pump wavelength demonstrate
the typical regimes of SPDC, with no emission, then degenerate emission, and finally
non-degenerate emission as the pump wavelength decreases. A pump wavelength of
406.7 nm was chosen to maximize 775 nm generation for the second downconversion
region, indicated by the dotted line in Figure 6.4c. Some losses are present based
on dips in the spectra in Figure 6.4c but fall outside the target wavelength range
for non-degenerate emission to pump the second downconversion region. A lineout
of the resulting spectrum and the corresponding theoretical spectrum are shown
in Figure 6.4d. Compared to the theoretical spectrum, the experimental spectrum
has multiple weaker satellite peaks in addition to the main SPDC emission peaks.
This behavior also manifests as the weaker SPDC signal shifted towards longer
pump wavelengths in Figure 6.4c with a similar response to the pump wavelength
as the main SPDC spectral peaks. These deviations from theory are likely due to
thickness variations along the length of the waveguide, which is discussed further
in Section 6.4.

Once the pump wavelength was determined, the pair generation efficiency of the
first downconversion was found through coincidence counting with near-IR single
photon detectors using the setup in Figure 6.4b. The photon pairs generated from
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Figure 6.4: Characterization setup for the first downconversion region to measure
a) spectra and b) coincidence counts. Acronyms used: I, isolator; ND, neutral
density filter; HWP, half-wave plate; L1, aspheric lens; L2, reflective objective;
LPF, long-pass filter; emICCD, electron-multiplying intensified charge-coupled de-
vice; BS, beamsplitter; D1 and D2, near-IR single-photon avalanche detectors
(SPADs); TT, time-tagger. c) Measured experimental SPDC spectra from the first
CSPDC downconversion region with the pump wavelength swept from 406.6 nm
to 407.1 nm. d) Lineout of the measured SPDC spectrum (solid) and theoreti-
cal SPDC spectrum (dashed). The experimental spectrum corresponds to a pump
wavelength of 406.7 nm, indicated by the dashed line in c), and was chosen for
the demonstrated non-degenerate emission at 775 nm and 848 nm. Note that the
frequency bandwidth per nm and the downconversion efficiency are wavelength
dependent (Equation 2.51), resulting in higher intensities for shorter wavelengths.
The theoretical spectrum in d) was calculated for a single-frequency pump laser and
a waveguide without any thickness variations.
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the waveguide were coupled to multimode optical fibers (Thorlabs M43L01) and
split at a 50:50 broadband multimode fiber beamsplitter (Thorlabs TM105R5F1B)
connected to the detectors. Coincidence detection events between two near-IR
SPADs (Laser Components Count) were recorded with a time-tagger (Picoquant
PicoHarp 300) in the same manner as Chapter 4. From a power sweep of the
coincidence counts, the SPDC efficiency was measured as 2.2 × 1010 pairs/s/mW
or 1.1 × 10−5 pairs/photon in a per-photon basis. The corresponding theoretical
efficiency for the first downconversion region is 2.6 × 1011 pairs/s/mW or 1.3 ×
10−4 pairs/photon. To obtain the spectrum with units of brightness (Figure 6.4d),
the measured spectrum was integrated over the wavelength range and calibrated
using the measured SPDC generation efficiency from coincidence counting and the
detector efficiency.

Second downconversion region (775 nm to 1550 nm)
The spectrum and generation rate of the entangled photon pairs produced from
the second downconversion region are characterized as shown in Figure 6.5a-b. A
single-frequency tunable Ti:sapphire laser (Spectra-Physics Matisse) is used to pump
the periodically poled waveguide to produce entangled pairs from the second down-
conversion region. An antireflection-coated aspheric lens (Thorlabs C140TMD-B)
couples the free-space pump beam to the fundamental TE mode of the waveguide.
The photon pairs produced in the fundamental TE mode are collected off-chip and
collimated using a reflective objective (Thorlabs LMM40X-UVV).

To verify the quasi-phase matching and tunability of the second downconversion
region, coincidence counts and SPDC spectra were collected. To select a quasi-
phase matched waveguide, the singles counts were measured with a 30 nm band-
pass filter centered at 1556 nm and an IR SPAD. The pump wavelength was swept
from 771 nm to 786 nm to measure the single photon counts from degenerate
SPDC within the range of the band-pass filter. The waveguide with the singles
counts maximized at the center of the range of the band-pass filter (corresponding
to a pump wavelength of 778 nm) was chosen for quasi-phase matching. After
determining the phase-matched waveguide and pump wavelength, the setup shown
in Figure 6.5a was used to collect coincidences. The photons collected from the
waveguide were filtered with the 30 nm band-pass filter centered at 1556 nm and
with a long-pass filter to block the residual pump. The photon pairs were split
at a 50:50 beamsplitter (Thorlabs UFBS50502) and sent to two IR SPADs (ID
Quantique ID230). Coincidence detection between the SPADs were recorded with
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Figure 6.5: Characterization setup for the second downconversion region to measure
a) coincidence counts and b) spectra. Acronyms used: I, isolator; ND, neutral den-
sity filter; HWP, half-wave plate; L1, aspheric lens; L2, reflective objective; LPF,
long-pass filter; BPF, band-pass filter; BS, beamsplitter; D1 and D2, IR SPADs;
TT, time-tagger; FC, fiber collimator; SMF, single-mode fiber; OSA, optical spec-
trum analyzer. c) Measured experimental SPDC spectra from the second CSPDC
downconversion region at the pump wavelength (𝜆pump = 778.112 nm) and with the
pump wavelength detuned by 10 nm. d) Comparison of the experimental spectrum
(solid) and the theoretical SPDC spectrum (dashed). The theoretical spectrum was
calculated for a single-frequency pump laser and a waveguide without any thickness
variations.



76

a time-tagger (Picoquant PicoHarp 300). The input power was swept to determine
the pair generation efficiency of the second downconversion region with the band-
pass filter, resulting in a filtered on-chip SPDC efficiency of 4.2 × 108 pairs/s/mW.
Using the 30 nm bandwidth of the band-pass filter, this efficiency corresponds to an
average brightness of 1.5 × 107 pairs/s/mW/nm in the range of the filter.

Once the quasi-phase matched waveguide was determined, spectra were collected
using the setup shown in Figure 6.5b. The output of the chip was collected into a
single-mode fiber using a fiber collimator and monitored using an optical spectrum
analyzer (OSA) (Yokogawa AQ6374). The resulting spectra are shown in Figure 6.5c
for the non-dispersion engineered waveguide geometry. The pump wavelength of
778 nm was detuned by 10 nm to verify the SPDC tunability. A lineout of the
spectrum measured from the second downconversion region and the corresponding
theoretical spectrum are shown in Figure 6.5d. Similarly to the spectra from the
first downconversion region, the SPDC spectrum from the second downconversion
region shows additional satellite peaks and broadening compared to the theoretical
spectrum. These discrepancies are again likely to thickness variations. Due to
the wavelength sensitivity of the OSA, the SPDC spectra could not be collected at
wavelengths longer than 1650 nm. However, the SPDC bandwidth can be calculated
using energy conservation with the onset SPDC wavelength, producing an expected
FWHM SPDC bandwidth of 590 nm (1315 to 1905 nm) based on the spectra in
Figure 6.5c-d. Using the average brightness of 1.5 × 107 pairs/s/mW/nm measured
with the 1541 nm to 1571 nm band-pass filter, the measured spectrum can be scaled
for units of brightness. Using the brightness scaling and the calculated bandwidth
from energy conservation, the SPDC spectrum can then be integrated to obtain
an SPDC efficiency of 1.0 × 1010 pairs/s/mW over the full SPDC bandwidth, or
2.6 × 10−6 pairs/photon. The corresponding theoretical efficiency of the second
downconversion region is 2.9 × 1011 pairs/s/mW or 7.4 × 10−5 pairs/photon.

The spectra in Figure 6.5c-d and the 1.0 × 1010 pairs/s/mW measured efficiency
correspond to the non-dispersion engineered waveguide geometry. The disper-
sion engineered geometry was also characterized (Appendix E). However, the
brightness of the dispersion engineered waveguide geometry was measured as
5.8 × 106 pairs/s/mW with the 30 nm band-pass filter, which is more than a factor
of two lower than the corresponding brightness of 1.5 × 107 pairs/s/mW/nm mea-
sured from the non-dispersion engineered waveguides. This reduced performance
of the dispersion engineered geometry is likely due to increased propagation loss in
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the waveguides due to the smaller top widths required for a near-zero GVM (Fig-
ure 6.3b-c). The non-dispersion engineered waveguides on this chip were decided to
be more advantageous for triplet measurements due to the decreased brightness and
increased loss of the dispersion engineered waveguides. However, as discussed fur-
ther in Section 6.4, the advantages of the dispersion engineered waveguide geometry
could be utilized in future designs if the loss is addressed.

Expected triplet statistics
The entangled photon triplets will be characterized with the setup shown in Fig-
ure 6.6. A single-frequency tunable Ti:sapphire laser frequency doubled with a
PPLN crystal pumps the periodically poled waveguide at 406.7 nm, which was
determined through the characterization of the first downconversion region. An
antireflection-coated aspheric lens (Thorlabs C140TMD-A) couples the free-space
pump beam to the fundamental TE mode of the waveguide. The photon pairs
produced in the fundamental TE mode are collected off-chip and collimated us-
ing a reflective objective (Thorlabs LMM40X-UVV). Threefold coincidence counts
between one near-IR and two IR SPADs will be taken using a time tagger (Pico-
quant MultiHarp 150 4P). For maximum heralding efficiency, the 848 nm heralding
arm with the near-IR SPAD can be filtered with a monochromator with a 0.1 nm
linewidth (WL Photonics WLTF-WM). For maximum triplet generation efficiency,
the monochromator can be replaced with a band-pass filter or removed entirely.

If the heralding arm is filtered with a monochromator, the expected triplet rates
can be estimated from the individual downconversion efficiencies and brightnesses
with the linewidth of the monochromator. Using the peak brightness from the

Figure 6.6: Proposed characterization scheme to measure threefold coincidence
counts for entangled photon triplets produced through CSPDC. Acronyms used: I,
isolator; ND, neutral density filter; HWP, half-wave plate; L1, aspheric lens; L2,
reflective objective; LPF, long-pass filter; DM, dichroic mirror; MC, monochroma-
tor; BS, beamsplitter; D1, NIR SPAD; D2 and D3, IR SPADs; TT, time-tagger.



78

first downconversion region at 775 nm as a proxy for the filtered heralding arm,
the per-photon efficiency of the second downconversion region, and the relative
propagation losses results in an expected triplet efficiency of 165 triplets/s/mW,
orders of magnitude higher than the efficiencies from the previous reports of CSPDC
(Table 6.1).

Table 6.1: Triplet efficiencies and source types of reported CSPDC sources.

Reference Region 1 source
type

Region 2 source
type

Triplet Efficiency
(Hz/mW)

[28] bulk PPKTP ion-diffused LN 0.0005
[29] bulk PPKTP ion-diffused LN 0.0002
[30] bulk PPKTP ion-diffused LN 0.007
[31] ion-diffused LN ion-diffused LN 0.08
[32] bulk PPKTP ion-diffused LN 0.001
[33] bulk PPKTP ion-diffused LN 0.0002
[34] bulk PPKTP ion-diffused LN 0.003

This work TFLN TFLN 165

As with the previous demonstrations of CSPDC, the challenges in measuring triplets
include the on- and off-chip losses and the triplet detection. Since CSPDC relies on
two subsequent but inefficient downconversion events to occur and because a triplet
detection even requires all three photons to arrive at the detectors, measurements of
CSPDC triplets will be particularly sensitive to losses present in the waveguide or
setup. To characterize the losses in the waveguides, the coupling and propagation
losses at the pump wavelengths of each downconversion region were measured
through transmission testing and Fabry-Perot interferometry. For a 405 nm pump,
the coupling efficiency was 4.9 dB/facet and the upper limit of the propagation loss
was estimated as 8.1 dB/cm. For a 775 nm pump, the coupling efficiency was
3.9 dB/facet and the upper limit of the propagation loss was 3.8 dB/cm. The loss
from the external optics in the setup was estimated as 1.2 dB. From the total loss
implied by the singles and coincidence counts, the collection efficiency from the
chip is estimated to be 11.9 dB. Improved collection efficiencies could be realized
with non-reflective high-NA objectives, at the expense of chromatic aberration.

The performance of the detectors also impact the measurement of threefold coinci-
dence counts. Deadtime artifacts, which can arise from a triplet arriving within the
detector deadtime from a previous detection event of an uncorrelated photon, can
result in "true" triplet coincidences being represented as an accidental coincidences.
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For SPDC and other second order processes, the integration times and input powers
can be increased to boost the coincidence signal and compensate for both loss and
deadtime artifacts. However, due to the cascaded nature of CSPDC, the beam
out of the waveguide will have significantly more photons from SPDC produced
from the first downconversion region compared to the contribution from the second
downconversion region. Thus, the near-IR SPAD will saturate at lower powers
compared to the IR SPADs, limiting the maximum input power into the waveguides.

6.4 Future work
Once threefold coincidences are measured, future work can be done in optimizing
the CSPDC sources.

Fabrication optimization
As described in Section 6.3, the performance of both downconversion regions
demonstrate deviations from the theory, particularly in terms of the broadened
bandwidth, additional peaks, and lowered brightness and efficiencies. These devi-
ations are likely due to thickness variations along the length of the waveguide [55,
56]. Approximating the thickness variations with a 1/ 𝑓 noise model (Figure 6.7b), a
spread in thickness of approximately 4 nm can reproduce the behavior of the exper-
imental spectrum (Figure 6.7a). To maximize the CSPDC efficiency, the bandwidth

Figure 6.7: Thickness variation effects on the first downconversion region. a) Spec-
tra demonstrating the effects of thickness variations in the first downconversion
region. The experimentally measured spectrum (solid, black) demonstrates mul-
tiple peaks that are not expected in the theoretical spectrum without any index
variations (gray, dashed). The features of the experimental spectrum can be encap-
sulated if thickness variations are incorporated (gray, solid). b) The corresponding
thickness profile has a thickness spread of 4 nm.
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Figure 6.8: Lithium niobate film thickness mapping for adapted poling. a) Thick-
ness map for a TFLN die. Thickness measurements are taken by fitting the reflection
spectra from a white light source using thin-film interference. Vertical lines denote
the periodic poling electrode region. b) Lineouts of the TFLN thickness correspond-
ing to the horizontal black lines in a).

of the SPDC from the first downconversion region should be designed to be equal
to the phase-matching acceptance bandwidth of the second downconversion region.
Engineering the bandwidths of the two regions is difficult to design or predict in the
presence of such spectral artifacts from thickness variations.

An adapted poling method could be incorporated to address the spectral features
from variations in the film thickness [57]. In conventional poling, the poling period is
calculated assuming that the film thickness is a constant value. In adapted poling, the
thickness of the lithium niobate film is mapped across the chip and the poling periods
are calculated for a particular area from the map, gradually changing across the
length of the electrode to phase match the measured thickness in each region of the
chip. With this type of poling, the full length of the electrodes is utilized for phase-
matching, thus maximizing the efficiency and brightness while also eliminating the
additional features seen in Figure 6.4c and 6.7a. An example thickness map for
adapted poling is shown in Figure 6.8. Thicknesses were measured by illuminating
a TFLN chip with a white light source and fitting the resulting reflection spectrum
for thin film interference of lithium niobate. The poling periods are then fit to the
the lithium niobate film thicknesses to translate the thickness map to a poling period
map. Thus, the CSPDC efficiency and spectra can be improved by incorporating
adapted poling.

The waveguide propagation loss should also be improved, particularly to realize
the enhanced efficiencies of the dispersion engineered waveguide geometry. The
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waveguide etching and redeposition removal steps in the fabrication process impart
sidewall roughness and corrugations from the periodically poled inverted domains,
increasing the propagation losses of the waveguides. Although the roughness and
corrugations are present in any periodically poled waveguide fabricated with the
conventional TFLN process, waveguides with smaller top widths are more impacted
by the increased scattering due to the greater contribution of the electric field at the
sidewalls from the tighter confinement area of the modes.

The roughness and scattering imparted by the fabrication can potentially be reduced
with a pole-after-etch approach [58] with post-etch annealing [39]. As opposed to the
conventional pole-before-etch process, this process would involve first etching the
waveguides, annealing to reduce roughness and loss, and poling the already-etched
waveguides. A limitation in this process is in achieving the same domain inversion
depth as conventional processing, as it can be difficult to pole the full thickness of the
waveguides after etching. However, recent implementations of sidewall poling have
shown enhanced efficiencies [59], demonstrating the full capability and potential of
this process.

CSPDC source design
In addition to fabrication and processing improvements, the CSPDC source design
can also be optimized to increase the efficiency.

Because the SPDC efficiency increases with the periodic poling electrode length
(Equation 2.51), a straightforward approach to increase the CSPDC efficiency is
to increase the length of the downconversion regions. A single straight waveguide
design, as fabricated in the device characterized in Section 6.3, is limited by the linear
dimensions of the TFLN chips. By incorporating a meander, a single waveguide
can traverse multiple downconversion regions without requiring very large chips
or wafer scale fabrication (Figure 6.9a). Furthermore, as described in Section 6.3,
the cascaded nature of CSPDC makes the photon stream out of the waveguide
have a significant higher contribution from the first downconversion region and
a much weaker contribution from the second downconversion region, restricting
the input power due to the saturation of the near-IR detector. By optimizing the
downconversion region lengths, the relative efficiency of the second downconversion
region can be increased to make the photon stream more balanced, addressing the
detector saturation and making the triplet measurements more feasible. Due to the
increased length, this meandered approach will be particularly sensitive to thickness
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variations, fabrication imperfections, and loss. Long downconversion region lengths
will also have a tradeoff between the length, SPDC bandwidth, pump acceptance
bandwidth, and heralding efficiency. The meander will also likely restrict the number
of devices able to be fabricated onto a single chip. However, this approach benefits
from the simplicity in scaling of both the device footprint and the efficiency.

Another alternate design to increase the CSPDC efficiency is to incorporate an on-
chip cavity to increase the effective path length. In this design, a singly-resonant
optical parametric oscillator (OPO) will resonate the 775 nm photons to more
efficiently pump the second downconversion region (Figure 6.9b). The cavity and
the cavity couplers will likely be challenging in both design and fabrication compared
to the simple meander. The input coupler will need to efficiently couple the 405 nm
pump; however, the small waveguide top widths and coupler distances required
to couple shorter wavelength photons make the fabrication of the input coupler
difficult. Similarly, the output coupler needs to behave as a dichroic beamsplitter
with a cutoff wavelength between 775 nm and 848 nm. This coupler should not

Figure 6.9: Proposed designs to increase the efficiency of CSPDC in periodically
poled TFLN waveguides. a) Schematic to increase the length of the second down-
conversion regions through a waveguide meander. b) Schematic to singly-resonate
the 775 nm light in an optical cavity. c) Downstream circuitry such as polarization
converters or Mach-Zehnder interferometers can be integrated with the CSPDC
source for quantum state manipulation.
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couple any 775 nm photons so that they can circulate in the cavity, but it should
efficiently couple 848 nm and 1550 nm photons so that they can be collected off-chip
for the triplet detection, requiring careful design to target the specific wavelengths of
interest. Though the design and fabrication of a CSPDC OPO will be challenging,
a cavity-based design will not be restricted by the increasing footprint or linear
efficiency scaling with length of the meander-based design and thus can potentially
remain in a compact form factor with significantly increased CSPDC efficiency.

Additional downstream optics can also be incorporated with the CSPDC source to
manipulate the quantum state (Figure 6.9c). Passive components such as tapered
couplers can be implemented to increase the on- and off-chip coupling efficien-
cies of the pump and triplet photons. A Mach-Zehnder interferometer (MZI) with
electro-optic modulators or thermo-optic heaters can be implemented downstream
to incorporate a tunable phase shift between the CSPDC photons and impart in-
terference fringes. A combination of MZIs, couplers, and polarization converters
can be implemented with the CSPDC sources to impart path or polarization entan-
glement. These upstream and downstream photonic components will likely require
even more complexity in the design and device fabrication, but the incorporation
of these components demonstrates the full capabilities of the TFLN platform, with
frequency conversion, passive components, and state manipulation all incorporated
as a compact photonic integrated circuit.

6.5 Outlook
In conclusion, a design for CSPDC in periodically poled TFLN waveguides is
proposed. Preliminary characterization of the individual downconversion regions
demonstrates SPDC efficiencies of 2.2×1010 pairs/s/mW and 1.0×1010 pairs/s/mW,
resulting in an expected triplet generation rate of 165 triplets/s/mW. The fabrica-
tion can be further improved to decrease the effects of thickness variations and
the propagation loss through adapted poling and pole-after-etch approaches. Fi-
nally, further designs to optimize the CSPDC efficiency and quantum state through
increased downconversion region lengths, on-chip cavities, and downstream state
manipulation are presented.
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C h a p t e r 7

CONCLUSION AND FUTURE DIRECTIONS

Integrated frequency conversion and quantum light sources are becoming increas-
ingly popular for applications in spectroscopy, microscopy, and sensing for their
high efficiencies and compact footprints. The growing field of lithium niobate
nanophotonics has enabled frequency conversion, quantum state generation, sample
interaction, and state manipulation all inline in a single device. This thesis has ex-
tended the wavelength range of nonlinear frequency conversion in thin-film lithium
niobate from the more established infrared wavelengths to the ultraviolet through
telecom wavelengths that are of interest for spectroscopy. The work presented
here lays the groundwork for integrated, compact, entangled photon spectrometers.
Three promising future research directions to extend the work in this thesis include
incorporating further downstream components to fully realize on-chip spectrome-
ters, improving the fabrication process to address the thickness variations and loss,
and exploring material platforms other than lithium niobate to push deeper into the
ultraviolet region.

7.1 Towards integrated spectrometers
This work has mainly focused on frequency conversion and entangled photon gen-
eration sources in periodically poled lithium niobate waveguides, demonstrating the
potential for integrated entangled photon-based spectrometers on the TFLN plat-
form. However, work still needs to be done to benchmark and incorporate photonic
components other than the entangled photon source, such as a sample interaction
region, pump filter, and interferometer (Figure 7.1).

Engineered Sample Interactions
The rib waveguide-fluorescent dye system presented in Chapter 5 represents a first
attempt at a simple sample interaction on the TFLN platform. Future designs
can engineer the interaction region to have a more localized sample region and a
stronger overlap between the waveguide mode and the sample, such as slot waveguide
geometries [1] or microfluidics-based sample delivery systems [2]. A tradeoff
between a higher sample-waveguide mode overlap and excess loss from scattering
will likely be a concern for such designs and will need to be carefully characterized.
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Figure 7.1: Example schematic of a TFLN device for time-resolved fluorescence
measurements. A grating coupler geometry is used to interact the entangled photons
with a surface-cladded sample. Both spatial- and absorption-based filtering of the
pump is utilized. Acronyms used: I, isolator; ND, neutral-density filter; HWP, half-
wave plate; L1, aspheric lens; L2 and L3, reflective objective; D1 and D2, near-IR
SPADs; TT, time tagger.

One potential sample geometry would be to maintain the surface-cladded sample
in Chapter 5, but change the interaction region from the evanescent mode-based rib
waveguide to a grating coupler (Figure 7.1). The coupler will require additional
and more complex simulations with a finite-difference time-domain (FDTD) solver
to ensure that the mode can be efficiently collected with and without the sample,
and the fabrication may be difficult depending on the grating period. However, the
strength of the sample-mode interaction will likely be increased since the full SPDC
beam will be forced to interact with the sample as it is coupled out of the waveguide,
compared to the sample only interacting with the SPDC mode at the surface of the
waveguide in Chapter 5.

Pump Filtering
Filtering is an integral part of an entangled photon-based spectrometer. For sample
excited using SPDC, filtering out any residual pump illumination is integral to
ensure that any sample response originates from the entangled photons instead
of the pump [3, 4]. Thus, an inline pump rejection filter is essential for any
integrated spectrometers with both on-chip entangled photon pair generation and
on-chip sample interactions.
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TFLN filters have been demonstrated in resonator- [5, 6], grating- [7, 8], and adia-
batic coupler- [9, 10] based designs. However, the target wavelengths of these filters
have largely been near-infrared and telecom (775 to 1550 nm) wavelengths. These
designs will need to be adapted for the 405 nm pump wavelengths used for SPDC
in this work. The stringent device requirements for shorter wavelengths may push
the required device tolerances to the limits of current TFLN fabrication, particularly
the waveguide top widths, grating periods, and coupling distances depending on
the filter design of choice. Furthermore, spectroscopy with SPDC requires heavy
pump filtering of at least two orders of magnitude greater than the SPDC effi-
ciency, so an inline filter will require a 10−6 pump rejection ratio (60 dB) for the
10−4 pairs/photon SPDC efficiency in Chapter 4, while maintaining low losses at the
SPDC wavelengths. This high rejection ratio means that multiple inline filters will
likely be required for adequate pump filtering. On-chip pump filtering on TFLN
will likely be a significant design and fabrication challenge for integrated entangled
photon spectrometers.

Interferometers and Phase Shifters
Downstream state manipulation elements also need to be incorporated for on-chip
spectroscopy. Free-space interferometers such as Mach-Zehnder interferometers
(MZIs) have analogous waveguided structures, although the beamsplitters will need
to be adapted for the shorter wavelengths used in this work. To apply time delays,
phase shifts can be incorporated through thermo-optic [11] or electro-optic [12]
modulators. Electro-optic modulators in particular are of great interest to the TFLN
community and have been demonstrated at CMOS-compatible voltages [13] on
TFLN at wavelengths near the ones used in this work [14].

7.2 Fabrication improvements
To improve the device performance, the current fabrication process (Appendix B)
could be changed to address the thickness variations and propagation losses present
in the devices presented in this work.

As demonstrated by the devices in Chapters 3 and 6, thickness variations in the
TFLN thicknesses can greatly impact the spectra for both SHG and SPDC. These
thickness variations were also likely present in the visible through near-IR SPDC
device presented in Chapter 4, but may have been obscured by the multimode pump
laser. An adapted poling method can be incorporated the spectral features induced
by the thickness variations [15]. Compared to the conventional poling process,



91

which calculates a single poling period for the entire electrode length assuming that
the film thickness is constant, with adapted poling, the period is varied across the
length of the electrodes according to the mapped thickness of the lithium niobate
film. With this type of poling, the full length of the electrodes is utilized for phase-
matching, thus maximizing the efficiency and brightness while also eliminating the
unwanted spectral features that are imparted by the varying film thickness.

The propagation losses measured in the devices presented here, particularly in
Chapter 5 and Chapter 6, are also considerably higher than the current state-of-
the-art of approximately 0.2 dB/m [16]. These high losses are likely due to the
waveguide etching and redeposition removal processes during fabrication, which
impart sidewall roughness from micro-masking and corrugations from the different
etch rates of the +𝑧 and −𝑧 planes of lithium niobate [17]. The increased loss
in conventionally fabricated periodically poled LN waveguides can potentially be
reduced with a pole-after etch-approach [18]. As opposed to the conventional
process, which consists of poling before etching, with an etch-before-pole approach,
the waveguides are first etched and annealed to reduce roughness and loss [16],
then poled as the final step. The domain inversion depth with this process can be
limited compared to the conventional processing, since it can be difficult to pole
the full height and thickness of the waveguides after etching. However, recent
implementations of sidewall poling have shown enhanced efficiencies and poling
depths equivalent to conventionally-fabricated devices [19].

The adapted poling and pole-before-etch methods are mutually compatible and can
be incorporated simultaneously. Improving the poling quality and reducing the
propagation loss through the incorporation of both of these processes has been
shown to greatly enhance the efficiency for ultraviolet generation [19] and would
likely similarly enhance the performances of the devices presented throughout this
work.

7.3 Ultraviolet nonlinear materials
Although the focus of this work has been lithium niobate, the number and variety of
nonlinear optical platforms continues to grow thanks to innovations in crystal and
thin film growth. To enable higher energy sample excitations, such as semiconductor
electronic transitions, and for greater wavelength spread and tunability to multiplex
samples, the frequency conversion sources presented here can be extended further
towards the ultraviolet region. Although lithium niobate can be pushed further
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towards its band gap around 326 nm [20], two optical materials of interest that can
go even further into the UV are LBGO and lithium tantalate.

As a UV optical platform, LBGO (LaBGeO5) [21] has potential due to its fer-
roelectricity and 195 nm bandgap, enabling downconversion centered at 532 nm
with a 266 nm pump laser, though it suffers from a low second order nonlinearity
(𝑑22 = 1.41 pm/V and 𝑑33 = 1.15 pm/V at 532 nm) [22, 23]. However, LGBO has
yet to be implemented in a thin-film platform or even as large-area micromachined
waveguides, restricting its current applications to UV downconversion with bulk
crystals.

Lithium tantalate (LT, LiTaO3) is another material with promising properties at
ultraviolet wavelengths. LT has a very similar crystal structure and nonlinear prop-
erties to lithium niobate but with a band gap of approximately 280 nm, enabling
even shorter wavelength conversion. LT has a lower second order nonlinearity
(𝑑33=10.6 pm/V) [24] and lower Curie temperature (660°C) [25] but higher power
handling and optical damage threshold [26] compared to LN. Furthermore, unlike
LBGO, LT has been implemented in a thin film platform, with periodic poling [27],
waveguided frequency conversion sources [28, 29], low loss waveguides [25], and
electro-optic modulation [30] recently demonstrated. With these UV material plat-
forms, future integrated devices can continue to push towards shorter wavelengths
for integrated UV through IR spectroscopy.
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A p p e n d i x A

PROPAGATION OF ELECTROMAGNETIC FIELDS

This appendix reviews Maxwell’s equations in linear and nonlinear media. Relevant
equations for electromagnetic propagation as well as dispersion are also covered.

A.1 Electromagnetic wave equations in linear media
Maxwell’s equations in matter are [1]:

∇ × E + 𝜕B
𝜕𝑡

= 0 (A.1)

∇ × H − 𝜕D
𝜕𝑡

= J (A.2)

∇ · D = 𝜌 (A.3)

∇ · B = 0 (A.4)

where E is the electric field, H is the magnetic field, D is the electric displacement,
B is the magnetic induction, 𝜌 is the current density, and J is the current density.

To find a solution, Maxwell’s equations also need to be supplemented with the
constitutive relations:

D = 𝜀E = 𝜀0E + P (A.5)

B = 𝜇H = 𝜇0H + 𝜇0M (A.6)

where 𝜀 is the permittivity tensor, 𝜇 is the permeability tensor, P is the electric
polarization, M is the magnetic polarization, 𝜀0 is the vacuum permittivity, and 𝜇0

is vacuum permeability.

In linear media, the polarization is proportional to the electric field:

P = 𝜀0𝜒
(1)E (A.7)

where we have also defined the linear susceptibility 𝜒(1):

𝜀 = 𝜀0(1 + 𝜒(1)). (A.8)
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To obtain the electromagnetic wave equations in linear media, the constitutive rela-
tions can first be plugged into Equations A.1 and A.2 of Maxwell’s equations:

∇ × E + 𝜕

𝜕𝑡
(𝜇H) = 0

∇ × E + 𝜇
𝜕H
𝜕𝑡

= 0
(A.9)

∇ × H − 𝜕

𝜕𝑡
(𝜀E) = J

∇ × H − 𝜀
𝜕E
𝜕𝑡

= J.
(A.10)

Assuming the material has no free currents (J = 0), these equations can be simplified
to:

∇ × E + 𝜇
𝜕H
𝜕𝑡

= 0 (A.11)

∇ × H − 𝜀
𝜕E
𝜕𝑡

= 0. (A.12)

Taking the curl of Equation A.11 produces:

∇ × (∇ × E) + ∇ × (𝜇𝜕H
𝜕𝑡

) = 0

∇ × (∇ × E) + 𝜇
𝜕

𝜕𝑡
(∇ × H) = 0

(A.13)

and plugging in the expression for ∇ × H from Equation A.12:

∇ × (∇ × E) + 𝜇
𝜕

𝜕𝑡
(𝜀 𝜕E

𝜕𝑡
) = 0

∇ × (∇ × E) + 𝜇𝜀
𝜕2E
𝜕𝑡2

= 0.
(A.14)

The first term can be expanded using the following vector calculus identity:

∇ × (∇ × E) = ∇(∇ · E) − ∇2E. (A.15)

Starting from Equation A.3 and assuming a linear medium (D ∝ E) with no free
charges (𝜌 = 0), it follows that:

∇ · D = 𝜌

∇ · (𝜀E) = 𝜌

𝜀(∇ · E) = 𝜌 = 0

∇ · E = 0.

(A.16)
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Therefore, the first term on the right hand side of Equation A.15 is zero. Following
a similar treatment for H using Equation A.12, we arrive at the wave equations for
electromagnetic fields in linear media:

∇2E − 𝜇𝜀
𝜕2E
𝜕𝑡2

= 0 (A.17)

∇2H − 𝜇𝜀
𝜕2H
𝜕𝑡2

= 0. (A.18)

Solutions to the wave equations and commonly used definitions
The wave equations are satisfied by monochromatic plane waves of the form:

Ψ = 𝐴𝑒𝑖(k·r−𝜔𝑡) (A.19)

where𝜔 is the angular frequency of the wave and k is the wavevector with magnitude:

|k| = 𝑘 = 𝜔
√
𝜇𝜀 =

𝑛𝜔

𝑐
=

2𝜋𝑛
𝜆

(A.20)

where 𝑛 is the refractive index defined as 𝑛 =
√︃

𝜇𝜀

𝜇0𝜀0
, 𝑐 is the speed of light defined

as 𝑐 = 1√
𝜇0𝜀0

, and 𝜆 is the wavelength. In waveguides, this expression for the
wavevector is modified to account for the confined modes:

𝛽 = 𝑛eff
𝜔

𝑐
= 𝑛eff

2𝜋
𝜆

(A.21)

where 𝛽 is the propagation constant, analogous to 𝑘 , and 𝑛eff is the effective refractive
index of the modes. For the waveguides used in this work, 𝑛eff is calculated using a
mode solver software (Ansys Lumerical).

We can also define the phase velocity 𝜈 of the propagating plane wave:

𝜈 =
𝜔

𝑘
=

1
√
𝜇𝜀

=
𝑐

𝑛
. (A.22)

For optical pulses, the group velocity is the speed at which the pulse envelope
propagates through a medium. The group velocity 𝜈𝑔 is defined as:

𝜈𝑔 =
𝜕𝜔

𝜕𝑘
=

𝑐

𝑛𝑔
(A.23)

where 𝑛𝑔 is the group index.
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Dispersion
Dispersion is the phenomenon where the refractive index, and therefore the phase
velocity and group velocity, varies with frequency. In bulk optics, dispersion is
often associated with the behavior of the refractive index of a particular material,
but dispersion can also be associated with the geometrical confinement of modes in
waveguides, known as the waveguide dispersion. In waveguides, the total dispersion
is typically a combination of the material dispersion and the waveguide dispersion.

The group velocity dispersion and group velocity mismatch are measures of disper-
sion that can affect the phase matching characteristics of nonlinear processes [2].
The group velocity dispersion (GVD) describes the temporal broadening of a pulse
as it propagates through a medium and is defined as:

GVD =
𝜕

𝜕𝜔

(
1
𝜈𝑔

)
=

𝜕2𝑘

𝜕𝜔2 . (A.24)

In nonlinear processes, a near-zero GVD can produce spectral broadening.

A similar quantity is the group velocity mismatch (GVM), which describes temporal
walk-off or the difference in propagation of pulses at different frequencies. GVM is
defined as:

GVM =
1
𝜈𝑔,1

− 1
𝜈𝑔,2

=
𝜕𝑘

𝜕𝜔

�����
𝜔1

− 𝜕𝑘

𝜕𝜔

�����
𝜔2

=
1
𝑐

(
𝑛𝑔 |𝜔1 − 𝑛𝑔 |𝜔2

)
.

(A.25)

In nonlinear processes, a near-zero GVM will increase the phase-matching band-
width.

A.2 Electromagnetic wave equations in nonlinear media
In Section A.1, the polarization was assumed to be linear to the electric field
(Equations A.7, A.16). However, nonlinear crystals have a more general form for
the polarization [3], as described in Equation 2.3, and therefore the wave equations
must be revisited for nonlinear media.

Revisiting (Equation A.14) with the polarization P explicitly included:

∇ × (∇ × E) + 𝜇
𝜕

𝜕𝑡
( 𝜕
𝜕𝑡

(D)) = 0

∇ × (∇ × E) + 𝜇
𝜕2

𝜕𝑡2
(𝜀0E + P) = 0.

(A.26)
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Splitting the polarization into its linear and nonlinear components following Equa-
tion 2.3:

∇ × (∇ × E) + 𝜇
𝜕2

𝜕𝑡2
(𝜀0E + P𝐿 + P𝑁𝐿) = 0. (A.27)

Expanding the expression for the linear polarization P𝐿 using Equation 2.4, we can
combine terms using the expression for the linear susceptibility and permittivity in
Equation A.8:

∇ × (∇ × E) + 𝜇
𝜕2

𝜕𝑡2
(𝜀0E + 𝜀0𝜒

(1)E + P𝑁𝐿) = 0

∇ × (∇ × E) + 𝜇
𝜕2

𝜕𝑡2
(𝜀0(1 + 𝜒(1))E + P𝑁𝐿) = 0

∇ × (∇ × E) + 𝜇𝜀
𝜕2

𝜕𝑡2
E + 𝜇

𝜕2

𝜕𝑡2
P𝑁𝐿 = 0.

(A.28)

We can see that this is a very similar expression to Equation A.14. Following
Section A.1, we can use the vector calculus identity given in Equation A.15. How-
ever, we were able to use Maxwell’s equations and the proportionality between the
displacement and the electric field to show that ∇ · E = 0 in linear media (Equa-
tion A.16). This is not necessarily true for nonlinear media due to the more general
form of P𝑁𝐿 . However, in many cases the ∇ · E term can either be dropped, such as
for transverse plane waves, or be shown to have a negligible contribution, especially
if the slowly varying amplitude approximation is valid [3].

We finally arrive at the wave equation for nonlinear crystals:

∇2E − 𝜇𝜀
𝜕2E
𝜕𝑡2

− 𝜇
𝜕2P𝑁𝐿

𝜕𝑡2
= 0 (A.29)

which takes the form of a driven differential equation.
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A p p e n d i x B

DEVICE FABRICATION

This appendix describes the fabrication of the devices described throughout this
thesis. Device fabrication was performed in the Kavli Nanoscience Institute at
Caltech. Periodic poling and second harmonic microscopy was performed at the
Beckman Biological Imaging Facility.

B.1 Fabrication overview
Periodically poled lithium niobate waveguides can be fabricated in four general
steps (Figure B.1). First, the poling periods and target waveguide cross section are
calculated in a mode solver software. Next, electrodes are fabricated based on the
design poling period. The electrodes are then ferroelectrically poled, resulting in
the periodic inverted domains in lithium niobate that impart quasi-phase matching
(QPM). Finally, waveguides are etched into the periodically poled region.

Figure B.1: General process flow for periodically poled TFLN waveguide fabrica-
tion.

For the alternate fabrication processes described in Section 6.4 and Chapter 7, many
of the general steps shown in Figure B.1 remain the same. For adapted poling [1],
the lithium niobate film thickness of the chip is first mapped. During the design
of the waveguides, the poling period and electrodes are designed for the range
of thicknesses measured throughout the chip, as opposed to assuming a constant
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thicknesses. The remainder of the fabrication follows Figure B.1. For the etch-
before-pole process [2, 3], the steps shown in Figure B.1 remain the same, but the
order is changed such that after the design, the waveguides are fabricated first, then
the electrodes are fabricated, and periodic poling is performed last. Both adapted
poling and the etch-before-pole process can also be incorporated together. In this
process, the process order would be: the lithium niobate thickness is mapped, the
waveguide cross-section and poling periods are designed for the measured thick-
nesses, the waveguides are fabricated, the electrodes are fabricated, and finally the
chip is poled.

B.2 Design
Devices are designed with a finite-difference eigenmode (FDE) solver (Ansys
Lumerical MODE). For periodically poled waveguides, the mode profiles and ef-
fective refractive indices are calculated at each wavelength of interest, typically the
fundamental pump and second harmonic wavelengths for SHG (Chapter 3), the ex-
citation and fluorescence wavelengths for the dye samples (Chapter 5), or the pump
and relevant degenerate or non-degenerate SPDC wavelengths for SPDC (Chapters 4
and 6). Additional dispersion calculations to calculate the group velocity dispersion
(GVD) and group velocity mismatch (GVM) are performed for the CSPDC devices
in Chapter 6.

B.3 Electrode fabrication
Electrodes for periodic poling are fabricated through a lift-off process (Figure B.2).
Bilayer PMMA is exposed through electron beam lithography (Raith EBPG 5200)
and developed to produce the periodic electrode fingers to impart quasi-phase match-
ing. Metal (titanium and gold or chromium) is deposited through an electron beam
evaporator (Kurt J. Lesker Labline evaporator, AJA Orion evaporator). The PMMA

Figure B.2: Process flow (left to right) for the liftoff process used to fabricate
periodic poling electrodes.
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is removed in acetone, producing the patterned metal electrodes.

B.4 Periodic poling
To pole the lithium niobate thin films, high voltage square wave pulses (typically
around 800 V and 40 µs) are applied to each pair of electrodes using a waveform
generator and high voltage amplifier. The domain inversion and poling domain
quality was monitored through confocal second harmonic microscopy (Zeiss LSM
880).

B.5 Waveguide fabrication
Waveguides are defined in hydrogen silsesquioxane (HSQ) resist exposed through an
aligned write with electron beam lithography (Raith EBPG 5200). To improve the
adhesion of HSQ to lithium niobate, adhesion layers of either spin-coated PMMA
or evaporated titanium (Kurt J. Lesker Labline evaporator) are used. The waveguide
pattern is transferred to the lithium niobate film with an argon plasma (Oxford III-V
ICP-RIE). The physical nature of the argon plasma imparts angled sidewalls, result-
ing in a trapezoidal waveguide cross-section. The adhesion layer and any residual
HSQ is removed, and redeposition is removed with a SC-1 clean. The etched
waveguide dimensions are measured through atomic force microscopy (Bruker Di-
mension Icon) and the device facets are mechanically polished to increase optical
transmission.

Figure B.3: Process flow (left to right) for waveguide lithography and etching.
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A p p e n d i x C

SUPPLEMENTARY INFORMATION FOR VISIBLE THROUGH
NEAR-INFRARED SPONTANEOUS PARAMETRIC

DOWNCONVERSION

C.1 SPDC theoretical efficiency with a multimode pump
The theory of parametric down-conversion in waveguides is well established, and
has been reviewed in Section 2.3. Here, the equations used in the simulations for
Chapter 4 for a multi-frequency pump are described. We can start from Equa-
tion 2.51 for the downconverted signal power P𝑠 in the frequency interval 𝑑𝜔𝑠 for a
single-frequency pump with power P𝑝 in a quasi-phase matched crystal [1]:

𝑑P𝑠 =
ℏ𝑑2

QPMP𝑝𝜔
2
𝑠𝜔𝑖𝐿

2

𝜋𝜀0𝑐3𝑛𝑝𝑛𝑠𝑛𝑖𝐴eff
sinc2

(
Δ𝛽QPM𝐿

2

)
𝑑𝜔𝑠 (C.1)

where ℏ is the reduced Planck’s constant, 𝐿 is the periodically poled length, 𝜔𝑖 is the
idler frequency based on energy conservation with the pump and signal frequencies,
𝜀0 is the vacuum permittivity, 𝑐 is the speed of light, and 𝑛𝑝,𝑠,𝑖 are the respective
effective refractive of the modes. As discussed in Section 2.4, the quasi-phase
matched momentum mismatch Δ𝛽QPM is (Equation 2.55):

Δ𝛽QPM = 𝛽𝑝 − 𝛽𝑠 − 𝛽𝑖 −
2𝜋𝑚
Λ

(C.2)

where 𝛽𝑝,𝑠,𝑖 are the respective propagation constants of the waveguide modes, 𝑚 is
the order of the phase matching, and Λ is the poling period. Similarly, 𝑑QPM is given
by (Equation 2.56):

𝑑QPM = 𝑑eff
2sin(𝑚𝜋𝐷)

𝑚𝜋
(C.3)

where 𝐷 is the poling duty cycle and 𝑑eff is the effective nonlinear coefficient. For the
crystal orientation and waveguide polarizations used in Chapter 4, 𝑑eff = 𝑑33 = 28.4
pm/V for 5% MgO-doped lithium niobate at 852 nm [2]. With a duty cycle close to
50% (Figure 4.1b), 𝑑eff = 18.1 pm/V.
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In the waveguide, the effective area 𝐴eff is given as a mode overlap calculation of
the three interacting waves mediated through the nonlinear tensor of the crystal[3].
For the device used in this work, the effective area can be simplified as:

𝐴eff =
𝐴𝑝𝐴𝑠𝐴𝑖√︄

𝑛𝑝𝑛𝑠𝑛𝑖𝐴𝑝𝐴𝑠𝐴𝑖

8𝑍3
0P3

����∬ 𝑑33𝐸
∗
𝑠𝐸

∗
𝑖 𝐸𝑝 𝑑𝑥 𝑑𝑦

����2 . (C.4)

Here 𝐴𝑝,𝑠,𝑖 are the effective areas of each mode, 𝑍0 is the free space impedance,
P is the power in each mode (normalized to 1 W here), 𝑑33 is the normalized 𝑑33

nonlinear tensor element, and 𝐸𝑝,𝑠,𝑖 are the electric field profiles of each mode. The
mode profiles are evaluated in Lumerical MODE to find that 𝐴eff = 0.7 𝜇m2 for the
device presented in Chapter 4.

To modify C.1 to accommodate a multi-frequency pump, the pump power 𝑃𝑝 can
be replaced with the spectral intensity of the pump P(𝜔𝑝) and integrated over all
pump frequencies:

𝑑P𝑠 =

∫
𝜔𝑝

ℏ𝑑2
QPM𝜔2

𝑠𝜔𝑖𝐿
2

𝜋𝜀0𝑐3𝑛𝑝𝑛𝑠𝑛𝑖𝐴eff
sinc2

(
Δ𝛽QPM𝐿

2

)
𝑑𝜔𝑠P(𝜔𝑝)𝑑𝜔𝑝 (C.5)

which can also be numerically integrated over all signal frequencies (Equation 2.52)
to obtain theoretical SPDC spectra:

P𝑠 =

∬
ℏ𝑑2

eff𝜔
2
𝑠𝜔𝑖𝐿

2

𝜋𝜀0𝑐3𝑛𝑝𝑛𝑠𝑛𝑖𝐴eff
sinc2

(
Δ𝛽QPM𝐿

2

)
P(𝜔𝑝)𝑑𝜔𝑠𝑑𝜔𝑝 . (C.6)

For the simulations given in Chapter 4, the pump spectral intensity is approximated
as a Gaussian distribution with a mean 𝜇 and standard deviation 𝜎 such that the
FWHM is 0.8 nm, as measured experimentally, and is normalized to an total intensity
of 1 mW:

𝑃(𝜔𝑝) =
1

𝜎
√

2𝜋
exp

[
−1

2

(𝜔𝑝 − 𝜇

𝜎

)2
]
. (C.7)

Because the signal and idler are indistinguishable, and thus both detected in our ex-
periment, the expected total number of counts at a given frequency for the spectrally
resolved experiments (Figure 4.3) is:

d𝑊
d𝜔

=
d𝑊
d𝜔

����
𝜔=𝜔𝑠

+ d𝑊
d𝜔

����
𝜔=𝜔𝑝−𝜔𝑠

(C.8)
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Finally, it is useful to have an equation for the probability of jointly detecting a
signal photon at 𝜔𝑠 and an idler at 𝜔𝑖. This distribution is typically called the Joint
Spectral Intensity (JSI) and is obtained from C.5 by replacing the pump frequency
by sum of the signal and idler frequencies:

JSI(𝜔𝑠, 𝜔𝑖) = 𝐶
𝜔𝑠𝜔𝑖

𝑛𝑝𝑛𝑠𝑛𝑖
sinc2

(
Δ𝑘𝐿

2

)
𝑃(𝜔𝑠 + 𝜔𝑖). (C.9)

Here, 𝐶 is a normalization constant chosen such that

∬
JSI(𝜔𝑠, 𝜔𝑖)d𝜔𝑠d𝜔𝑖 ≡ 1. (C.10)

Thus, the JSI represents a two-dimensional probability distribution, and is symmetric
with respect to exchange of the variables 𝜔𝑠 and 𝜔𝑖.

C.2 Broadband oscillator characterization
A broadband oscillator (Coherent Vitara) is used to test the phase matching and
simulate the SPDC transmission of the device. In this characterization scheme, the
oscillator output is sent into a single mode polarization-maintaining tapered fiber
(OZ Optics Ltd.) to couple into the waveguide. A second identical tapered fiber
collects the output of the waveguide and is sent into a grating spectrometer and
electron-multiplying intensified camera, similarly to Figure 4.2b. The spectrum of
the oscillator (Figure C.1a), although broad with an 85 nm FWHM bandwidth, aids

Figure C.1: Oscillator and second harmonic generation spectra. (a) Spectrum of
the broadband oscillator. (b) Second harmonic generation spectra corresponding to
waveguides with three different poling periods. The waveguide corresponding to
the spectrum denoted with Λbase = 1.988 µm was chosen for the measurements in
Chapter 4.
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in finding phase-matching over a wide wavelength range and also mimics the spread
of the SPDC spectrum (Figure 4.3c) for transmission measurements.

The phase matching of the device was tested through second harmonic generation
(SHG), which should have similar phase matching to SPDC. Several sets of elec-
trodes with varied poling periods near the computationally predicted value (2.03 µm,
Section 4.2) were fabricated to compensate for possible fabrication imperfections
that could disrupt phase matching. Three waveguides with different poling periods
were tested to verify that the SHG was phase matched (Figure C.1b). The waveguide
chosen for further measurements from the SHG measurements has a poling period
of 1.988 µm. This poling period had a computationally predicted degenerate wave-
length of 403 nm, which is under 3 nm from the experimentally measured degenerate
wavelength of 405.7 nm. This <3 nm discrepancy is likely due to variations in the
thin film thickness or etch depth.

Figure C.2: Waveguide transmission spectra measured through three different
waveguides in units of (a) normalized intensity and (b) transmittance in dB with
respect to the oscillator spectrum from Figure C.1a. Loss at approximately 755 nm
can be observed in both (a) and (b), indicated by the arrows. (c) Simulated mode
refractive indices, demonstrating a mode-crossing near 755 nm between the TE0
and TM2 modes.
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The transmission spectra of these same three devices show an approximately 5 dB
dip in transmittance near 755 nm (Figure C.2a-b), which corresponds with the dip
in the SPDC spectra seen in Figure 4.3a. These spectra suggest that the source
of loss occurs downstream of the SPDC pair production and the loss occurs on-
chip as opposed to in free space. If the dip was caused by a discontinuity in the
phase-matching, a similar dip would be seen in the conjugate spectrum of the idler
photon near 874 nm. Since different optical paths are used for the transmission
spectra in Figure C.2 and the SPDC spectra in Figure 4.3, the loss occurs on-chip.
It is also clear that this loss is systematic, as it is observed in all three waveguides
tested. While slab mode leakage can be an issue for the TE waveguide modes
in TFLN, this mechanism is unlikely because the transmission recovers at lower
wavelengths, whereas slab mode leakage is expected to occur for all wavelengths
below a certain cutoff, which is not true here as the transmission and SPDC both
recover below 755 nm. One potential source of loss could be a mode-crossing [4]
at 755 nm that transfers power from the fundamental TE mode to a higher-order
mode, demonstrated by the calculated modal refractive indices in Figure C.2c. Such
higher-order modes would be collected inefficiently by the aspheric lenses, which
already suffer from chromatic aberrations, and the single-mode tapered fibers, which
act as mode filters. Future mode-crossings could be avoided by careful selection of
the waveguide top width, thickness, and etch depth.

C.3 Single and joint detection probability
The SPADs used in this study (Laser Components COUNT-10C) exhibit a spectrally-
dependent quantum efficiency with a peak at 680 nm (Figure C.3). This wavelength
dependence complicates the prediction of detection probabilities due to the large
SPDC bandwidth.

The quantum efficiency curve from the manufacturer specifications can be interpo-
lated to obtain a continuous quantum efficiency QE(𝜔), which ranges from 0 to 1.
From this distribution, the probability of detecting both the signal and idler (i.e. a
coincidence) is an expectation value given as:

𝜂12 =

∬
JSI(𝜔𝑠, 𝜔𝑖)QE(𝜔𝑠)QE(𝜔𝑖)d𝜔𝑠d𝜔𝑖 . (C.11)

The probability of detection given the presence of a single photon is also given
as an expectation value. The quantum efficiency is weighted by the probability
distribution of the signal photon frequency, which is obtained by integrating over
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all possible idler frequencies:

𝜂1 =

∬
JSI(𝜔𝑠, 𝜔𝑖)QE(𝜔𝑠)d𝜔𝑠d𝜔𝑖 . (C.12)

Given that two near-identical SPAD detectors are used, the quantum efficiency of
both detectors are assumed to be equal (𝜂1 = 𝜂2). As a result, only 𝜂1 appears in the
following equations, as well as Equation 4.1. These probabilities are calculated as
𝜂1 = 0.522 and 𝜂12 = 0.266. In this case, 𝜂12 ≈ 𝜂2

1, which would not be generally
expected given the wide range of wavelengths and large variations in the quantum
efficiency. However, due to the linearity of QE(𝜔) in the vicinity of our experiment,
an increase in the quantum efficiency of the signal photon at shorter wavelengths
is balanced by the decreased probability of detecting the idler photon at longer
wavelengths.

C.4 Power sweep experimental details and raw data
The raw data obtained from the power swept coincidence counting experiment are
displayed in Table C.1. On-chip inferred powers are determined by multiplying
the free-space laser power by the 10.2 dB transmission of the input coupler. For
each power, the singles rate and a coincidence histogram are recorded. The mean
singles rates of the two detectors are calculated from 10 consecutive measurements

Figure C.3: Spectrally-dependent quantum efficiency QE(𝜔) of the SPADs used in
this work, from [5].
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with a 1 s integration time. Each coincidence histogram is recorded with a 100 s
integration time. Raw coincidence rates are calculated by integrating the number of
coincidence counts in a 9.5 ns interval at the coincidence peak. This coincidence
interval is centered at a time delay of 29.43 ns, which accounts for the electronic
delay applied within the timing circuit and any mismatches in the electrical cabling
from the detectors. Accidental counts are integrated from a time delay of 50 ns
until the end of the histogram recording, 262.14 ns. This large range is chosen to
minimize the uncertainty in the determination of the accidental rate at low pump
powers. To be consistent with the coincidence rates, the accidental rates are scaled
to give the count rate over a 9.5 ns window, which are reported in Table C.1. True
coincidences are calculated by subtracting the inferred accidental rate from the
raw coincidence rate. The coincidence to accidental ratio (CAR), defined as the
ratio of true coincidences to accidentals, is also tabulated. The uncertainty in the
singles rate is given as the standard deviation of the 10 singles measurements. The
uncertainties in the raw coincidence and accidental rates are reported as standard
deviations calculated assuming Poisson statistics. Here, the standard deviation in
the total counts 𝑁 is calculated as

√
𝑁 . The uncertainties in the count rates are then

scaled by the integration times. Uncertainties in the true count rates and the CAR
are determined using standard error propagation.

C.5 Power scaling equations
The scaling of the single and coincidence detection rates are useful for estimating
the device efficiency and transmission efficiency of pairs through the system. A
simple model is used to estimate these quantities, similar to Ref. [6]. First, the rate
of singles counts at detectors 1 and 2 (𝑆1, 𝑆2) are modeled as:

𝑆1(𝑃) = 2𝐸𝑃𝜇1𝑅𝜂1 + Dark1 (C.13)

𝑆2(𝑃) = 2𝐸𝑃𝜇2𝑇𝜂1 + Dark2 (C.14)

where 𝐸 is the pair production efficiency, 𝑃 is the on-chip power, 𝜇1,2 are the
transmission of the path to detectors 1 and 2, 𝑅 and 𝑇 are the beamsplitter reflection
and transmission probabilities, 𝜂1 is the average detector quantum efficiency given
by Equation C.12, and Dark1,2 are the dark counts of detectors 1 and 2. This can be
interpreted as 2𝐸𝑃 photons being produced by the device (the factor of 2 is from the
two photons produced in each SPDC pair), then suffering losses of 𝜇1𝑅𝜂1 or 𝜇2𝑇𝜂1

in the setup before being detected by the respective SPADs.
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Similarly, the rate of coincidences (𝑆𝑐𝑐 (𝑃)), which requires the detection of both
photons, is:

𝑆𝑐𝑐 (𝑃) = 𝐸𝑃𝜇1𝜇22𝑅𝑇𝜂12 (C.15)

where the factor of 2𝑅𝑇 accounts for the two possible paths through the beamsplitter
that result in a coincidence.

The slopes of Equations C.13-C.15 with respect to power, as shown below in
Equations C.16-C.18, can be experimentally measured.

𝑚1 = 2𝐸𝜇1𝑅𝜂1 (C.16)

𝑚2 = 2𝐸𝜇2𝑇𝜂1 (C.17)

𝑚𝑐𝑐 = 2𝐸𝜇1𝜇2𝑅𝑇𝜂12 (C.18)

These equations are then rearranged to solve for the efficiency and loss of the setup,
given that 𝑅, 𝑇 , 𝜂1, and 𝜂12 are known.

𝐸 =
𝑚1𝑚2
𝑚𝑐𝑐

𝜂12

2𝜂2
1

(C.19)

𝜇1 =
𝑚𝑐𝑐

𝑚2

𝜂1
𝑅𝜂12

(C.20)

𝜇2 =
𝑚𝑐𝑐

𝑚1

𝜂1
𝑇𝜂12

(C.21)

The parameters measured in the experiment as well as the parameters necessary for
calculating the device loss are displayed in Table C.2.

Table C.2: Power Scaling Parameters. Uncertainties of the photon count rates are
obtained from standard error of a linear fit. Beamsplitter and detector uncertainties
are obtained from the manufacturers. Derived parameter (𝐸, 𝜇1, 𝜇2) uncertainties
are obtained through standard uncertainty propagation.

Parameter Value Description
𝑚1 (1.670 ± 0.005) × 1010 photons/s/mW Detector 1 Singles Rate
𝑚2 (1.521 ± 0.007) × 1010 photons/s/mW Detector 2 Singles Rate
𝑚𝑐𝑐 (5.5 ± 0.1) × 108 pairs/s/mW Coincidence Rate
𝑅 47 ± 10% Beamsplitter Reflectance
𝑇 47 ± 10% Beamsplitter Transmittance
𝜂1 52 ± 5% Average Quantum Efficiency
𝜂12 27 ± 4% Average Joint Quantum Efficiency
𝐸 (2.3 ± 0.5) × 1011 pairs/s/mW Device Efficiency
𝜇1 15 ± 4% Transmission to Detector 1
𝜇2 14 ± 4% Transmission to Detector 2
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C.6 Pump linewidth comparison
The measured SPDC efficiency of the device ((2.3 ± 0.5) × 1011 pairs/s/mW) is on
par with the efficiencies of telecom regime TFLN sources and an order of magnitude
or greater than the efficiencies of other visible SPDC sources, as shown in Figure 6
of the main text. However, this efficiency is significantly lowered by the bandwidth
of the pump laser used in this work, which was experimentally measured to be
0.8 nm FWHM.

As shown in Figure C.4a, the calculated SPDC efficiency for a single frequency
pump demonstrates a strong peak at the degenerate wavelength. The SPDC from
a multimode pump can be understood as a convolution of the pump lineshape with
Figure C.4a. For the same total input power, the spread in the spectral density of a
multimode pump results in only a fraction of the total power overlapping with this
peak in the efficiency, while a single frequency pump can be tuned to the maximum
efficiency. Therefore, as shown in Figure C.4b, the maximum brightness of the
SPDC spectrum from a single frequency pump is an order of magnitude higher than
the spectrum for a multimode pump for the same input power.

To further quantify the enhanced device performance with a single frequency pump,
the theoretical efficiencies of SPDC from single frequency pump and a multimode
pump can be calculated. Approximating the pump as a Gaussian distribution with a

Figure C.4: Comparison of pump linewidths. (a) Theoretical single-frequency
SPDC efficiency while varying the pump wavelength. The lack of symmetry in
the efficiency can be explained by non-degenerate phase-matching at wavelengths
shorter than the degenerate wavelength (here designed to be 406.25 nm), as shown
by Figure 4.3. (b) Theoretical SPDC spectra for a single frequency pump and a
broadband pump, both with 1 mW of power.
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FWHM of 0.8 nm (Equation C.7), theoretical efficiency of 2.66 × 1011 pairs/s/mW
is obtained using Equation C.6. However, using Equation 2.52, the theoretical
efficiency using a single frequency pump is calculated to be 1.28×1012 pairs/s/mW.
Therefore, approximately an order of magnitude of enhancement is expected by
using a single frequency pump over a multimode pump.

C.7 Michelson interferogram
Two-photon interference in a Michelson interferometer has been demonstrated in
several previous works. Ref. [7] is used to predict the shape of the experimentally
measured interferogram shown in Figure 4.5a:

𝑅𝑐𝑐 (𝜏) =
∬

𝑑𝜔𝑠𝑑𝜔𝑝 JSI(𝜔𝑠, 𝜔𝑝 − 𝜔𝑠) [1 + cos(𝜔𝑠𝜏)] [1 + cos((𝜔𝑝 − 𝜔𝑠)𝜏)] .
(C.22)

Here 𝜏 is the path-length difference of the interferometer, which is twice the physical
difference in the path lengths due to the reflection at the translating mirror. The
cosine terms in Equation C.22 can be expanded as:

[1 + cos(𝜔𝑠𝜏)] [1 + cos((𝜔𝑝 − 𝜔𝑠)𝜏)] =

1 + cos(𝜔𝑠𝜏) + cos((𝜔𝑝 − 𝜔𝑠)𝜏) +
1
2

cos(𝜔𝑝𝜏) +
1
2

cos((𝜔𝑝 − 2𝜔𝑠)𝜏). (C.23)

At large delays, the cosine terms dependent on 𝜔𝑠 average to zero, and the interfer-
ence is dominated by 1+cos(𝜔𝑝𝜏), explaining the oscillation at the pump frequency
with a theoretical 50% visibility. The predicted inteferogram from Equation C.22
can be seen in Figure 4.5b.

To assess the visibility at large delays, a subset of the interferogram (Figure 4.5d)
was selected. A sinusoid of the following form was fit to the data with a nonlinear
least squares algorithm:

𝐴 + 𝐵cos(𝜔𝜏) + 𝐶sin(𝜔𝜏). (C.24)

Figure C.5: Schematic of the four unique paths a photon pair can take through the
Michelson interferometer.
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The parameters derived from the fit are 𝐴 = 665±5 cps, 𝐵 = 186±7 cps,𝐶 = 219±7
cps, and 𝜔 = 4.13 ± 0.02 rad/fs. The visibility of the signal, which is defined as
[max(𝑅𝑐𝑐 (𝜏))−min(𝑅𝑐𝑐(𝜏))]

max(𝑅𝑐𝑐 (𝜏)) , is given in terms of the fit parameters as:

𝑉 =

√
𝐵2 + 𝐶2

𝐴
. (C.25)

The uncertainty of the visibility was given by uncertainty propagation of the standard
errors of each of the fit parameters. Reporting the visibility through the fit gives a
more conservative estimate of the visibility compared to the raw data.
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A p p e n d i x D

SUPPLEMENTARY INFORMATION FOR ON-CHIP SAMPLE
INTERACTIONS FOR EVANESCENT WAVE SENSING

D.1 Electric field simulations
All simulations were performed in Lumerical MODE. The confinement factor pro-
vides a measure of the modal confinement in the PMMA/C153 sample layer and
can be expressed as [1]:

Γ =
𝑛g

Re{𝑛clad}

∬
clad 𝜀 |E|2 𝑑𝑥 𝑑𝑦∬ +∞
−∞ 𝜀.|E|2 𝑑𝑥 𝑑𝑦

. (D.1)

The confinement factor varies with the waveguide geometry, particularly the thin
film thickness (Figure D.1a).

Figure D.1: Simulated mode confinement and loss of the fundamental modes.
a) Confinement factor Γ with varying TFLN thickness for a fixed waveguide aspect
ratio and conformal 60 nm PMMA/C153 layer. b) Theoretically predicted loss of
the TE and TM modes with varying PMMA thickness with the waveguide profile in
Figure 5.3b.

To simulate the absorption of Coumarin-153, the dye loss can be incorporated into
the simulated material parameters, where the refractive index of the PMMA/C153
is represented as 𝑛′ = 𝑛 + 𝑖𝜅. The real component of the refractive index is the index
of bulk PMMA at the excitation wavelength, or 𝑛 = 1.5. The imaginary index 𝜅

incorporates the properties and concentration of Coumarin-153:

𝜅 =
𝛼𝜆0
4𝜋

= 2.303
𝜀𝑐𝜆0
4𝜋

= 0.000743 (D.2)
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where the cross section 𝜀 is 20,000 cm−1M−1 for Coumarin-153 in toluene, the
predicted dye concentration 𝑐 is 5 mM based on the solution concentrations, the
excitation wavelength 𝜆0 is 406 nm, and the factor of 2.303 comes from the change
of base. Incorporating the dye loss 𝜅 in the simulation material parameters, the the-
oretical propagation loss due to the presence of the dye molecules is 4.4 dB/cm for
the TE mode and 7.2 dB/cm for the TM mode with a 60 nm conformal PMMA/C153
film thickness. As discussed in Chapter 5, these predicted losses do not match with
the experimentally measured losses of 0.67 dB/cm for TE and 0.95 dB/cm for TM.
The discrepancy in the predicted and measured losses likely arises from the un-
known PMMA/C153 film quality, particularly the film profile near the waveguides.
Consistent with this uncertainty, confocal fluorescence microscopy indicates that
the PMMA/C153 layer is not uniform over the waveguide profile (Appendix D.3),
particularly the top surface of the waveguides. Varying the PMMA/C153 thickness
on top of the waveguides but maintaining 60 nm thickness elsewhere (Figure D.1b),
the predicted losses decrease to 1.1 dB/cm for TE and 1.6 dB/cm for TM, much
closer to the measured values. The losses can be further decreased by incorporating
a lower C153 quantum yield, which could be the case due to the PMMA microstruc-
ture around the dye, quenching of the dye (such as self-quenching by homo-Förster
resonance energy transfer), or degradation of the dye. Decreasing the quantum
yield to 50% produces theoretical losses of 0.80 dB/cm for TM and 0.55 dB/cm for
TE, much closer to the experimentally measured losses of 0.95 dB/cm for TM and
0.67 dB/cm for TE. The remainder of the discrepancy can be attributed to uncer-
tainties in the dye cross section, uncertainties in the dye concentration, and potential
dye aggregation.

D.2 Dye properties
UV-vis absorption spectra were recorded with a Varian Cary 500 spectrophotometer
(Agilent). Fluorescence emission spectra were recorded with an RF-6000 fluorime-
ter (Shimadzu). Spectra were acquired with a 10 µM stock solution of C153 in
dimethyl sulfoxide (DMSO), and are shown in Figure D.2.

To estimate the percentage of the fluorescence that is able to transmit through the
500 nm longpass filter𝑇fluorescence, the following integrals over the emission intensity
𝐼 (𝜆) are numerically evaluated. The limits to these integrals are determined by the
wavelength range of the instrument and the filter cutoff.
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𝑇fluorescence =

∫ 928 nm
500 nm 𝐼 (𝜆)𝑑𝜆∫ 928 nm
405 nm 𝐼 (𝜆)𝑑𝜆

= 0.90 (D.3)

Figure D.2: Absorption and emission spectra of Coumarin-153 in DMSO with the
laser excitation and filter passband wavelengths marked.

D.3 Fluorescence microscopy
Fluorescence images of the device were recorded with a scanning confocal micro-
scope (Zeiss LSM 880). The sample was excited with a 405 nm laser diode in an
epifluorescence scheme with a 20× dry objective. An image of the PMMA/C153
cladded device is shown in Figure D.3a. The top-most straight waveguide is of the
same dimensions as the waveguide investigated in Chapter 5, though it is not the
same waveguide due to concerns about photobleaching. A lineout of the intensity
collected across the waveguide is shown in Figure D.3b. Each data point is the mean
count value at each vertical pixel acquired by integrating the image in the horizontal
direction, and the error bars represent one standard error of the mean, calculated
from the variance in the counts at each vertical pixel. From Figure D.3b, it appears
that the thickness of the PMMA film is not constant across the waveguide profile
due to the strong variance in fluorescence as a function of position. Notably, the
fluorescence is strongest near the etched areas of the waveguide, and lowest at the
top surface of the waveguide. While the fluorescence profile could be explained by
variations in the PMMA/C153 thickness, it could also be the result of differences in
excitation and collection efficiencies from thin-film interference effects. We there-
fore suggest that the PMMA thickness might be spatially varying, but do not attempt
to make any quantitative claims.
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Figure D.3: Imaging of the TFLN waveguide and PMMA/C153 film. a) Fluores-
cence microscope image of the PMMA/C153 film on the waveguides. b) Lineout
of the fluorescence intensity across a waveguide.

D.4 Raw data figures with error bars
The raw data from the imaging experiments in Section 5.3 are displayed in Fig-
ure D.4. Uncertainties are given as one standard error of the mean. The uncertain-
ties from each figure are directly comparable as each experiment has the same total
integration time of 5 minutes, and all images are acquired with the same digitizer
gain (30 dB). The fluorescence datasets are acquired at 1 FPS with an integration
time of 1 s, while the scatter datasets are acquired at 10 FPS with a 100 ms integra-
tion time to avoid saturating the camera. The uncertainty of the fluorescence data is
larger than the scatter data due to the low light intensity, and is especially apparent
at the end of the waveguide where the pump is most attenuated.

As discussed in Chapter 5, the propagation loss measured from the fluorescence and
the scatter shows good agreement for the TE mode (23.0±0.2 dB/cm and 23.4±0.9
dB/cm, respectively) but show some disagreement for the TM mode (32.5 ± 0.3
dB/cm and 37 ± 1 dB/cm, respectively), most likely due to the higher sensitivity of
the TM mode to sidewall scattering and PMMA film variations. Potential reasons
for the disagreement in the loss measurements of the TM mode are underestimations
in the fit error or the presence of higher-order modes in the waveguide. The spatial
variance in the scattering data of Figure D.4 and Figure 5.3 is larger than that of
the fluorescence data, most likely due to uneven distribution of scattering sites or
speckle interference from the narrow laser bandwidth.
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Figure D.4: Raw intensities for a-b) pump scatter from the bare waveguide, c-
d) pump scatter from the waveguide with PMMA cladding, and e-f) fluorescence
from the waveguide with PMMA cladding. Each data point represents a 17 µm
section of waveguide. The red dashed line is a linear fit to the logarithmic data.
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D.5 Photobleaching analysis
The incident free space power into a waveguide was increased to determine the ap-
propriate measurement settings with minimal photobleaching. Note that a different
waveguide with identical dimensions to the one presented in Chapter 5 was tested
here to avoid photobleaching the dye in the main device of interest. After coupling
to the TM mode of the waveguide using 5 nW of incident power, the laser was set
to the desired power, and fluorescence data were recorded for 100 s, followed by a
100 s background with the laser blocked. This process was repeated a total of five
times, with the power level increasing by a factor of 10 for each measurement. A
time series of the total amount of fluorescence collected over a 4 mm section of
the waveguide are displayed in Figure D.5. While it is difficult to determine if any
photobleaching occurs at 10 nW or 100 nW due to the signal-to-noise of the mea-
surement, photobleaching is apparent at 1 µW, and increases in strength at 10 µW
and 100 µW. A power of 100 nW was chosen for the experiments in this work to
maximize signal while keeping photobleaching to a relatively low level.

D.6 Raw data of aggregate counts
The total count rate over the entire device is summarized in Table D.1. Uncertainties
are given as standard errors of the mean. These total counts are proportional to the
amount of pump power in the region of interest (ROI), in addition to the scattering
and fluorescence loss rates. Since the pump power in the ROI is dependent on the
chip coupling efficiency and any losses in the edge beam region of the device, these
numbers cannot be directly compared to each other.

Experiment Total Count Rate in ROI (kcps)
Bare Waveguide, TE, Scatter 799.8 ± 0.3
Bare Waveguide, TM, Scatter 890.5 ± 0.3

PMMA/C153, TE, Scatter 3091 ± 1
PMMA/C153, TM, Scatter 735.9 ± 0.3

PMMA/C153, TE, Fluorescence 185.3 ± 0.1
PMMA/C153, TM, Fluorescence 43.7 ± 0.1

Table D.1: Summary of the total signal recorded for each experiment, integrated
over a 4.3 mm section of the waveguide.
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Figure D.5: Integrated fluorescence intensity over time for increasing values of
free-space power. Data points show the raw intensity at each time point, and lines
are a 5 s moving average. Intensities have been normalized relative to the mean
intensity of the first 10 data points.
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A p p e n d i x E

SUPPLEMENTARY INFORMATION FOR CASCADED
SPONTANEOUS PARAMETRIC DOWNCONVERSION ON

THIN-FILM LITHIUM NIOBATE

The spectrum from the dispersion engineered waveguide geometry compared to
the spectrum from the non-dispersion engineered waveguide geometry is shown in
Figure E.1. Both spectra were measured using the setup shown in Figure 6.5b. The
brightness axis was calibrated in the same manner as described in Section 6.3, using
the average brightness in a 30 nm bandwidth centered at 1556 nm to scale the spectra
measured with the OSA.

Figure E.1: Comparison of spectra from the dispersion engineered and non-
dispersion engineered waveguide geometries. Brightnesses were calibrated using
the measured efficiencies and brightnesses with a 30 nm band-pass filter centered at
1556 nm.

As shown in Figure E.1, the spectrum of the dispersion engineered waveguides
has a dip around 1500 to 1600 nm, resulting in the overall lower brightness of the
dispersion engineered waveguides (5.8 × 106 pairs/s/mW) compared to the non-
dispersion engineered waveguides (1.5 × 107 pairs/s/mW) with the band-pass filter.
Future work will be done to explore the source of this dip in the spectrum, which
could potentially be due to absorption or poling defects. Due to the IR SPAD
efficiencies, which are only reported at 1550 nm, and the low likelihood of detecting
a threefold coincidence count for the entangled photon triplets, the brightness and
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loss of the source at 1550 nm were prioritized. Thus, due to the lowered 1550 nm
brightness and increased loss of the dispersion engineered waveguides, the non-
dispersion engineered waveguides were chosen for further triplet measurements
over the dispersion engineered waveguides.

Despite the lowered brightness of the dispersion engineered waveguides around
1550 nm, the peak brightnesses of the dispersion engineered waveguides is notice-
ably higher than that of the non-dispersion engineered waveguides in Figure E.1.
The dispersion engineered waveguides have a peak brightness of 45 MHz/mW/nm,
which is almost double the peak brightness of the non-dispersion engineered waveg-
uides of 24 MHz/mW/nm. This overall increased peak brightness demonstrates the
potential of the dispersion engineered waveguides if further work is done to ad-
dress the increased losses from the small top widths and the decreased brightness at
1550 nm.
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