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Abstract

Chapter 1

Bicyclo[l.1l.1l]lpentanone (11) has been prepared in two
steps, the key reaction being the ozonolysis of
2-phenylbicyclo[l.1.1]pentan-2-0l (24). The microwave
spectra of five isotopic species of 11 have been obtained,
allowing a complete rg structure determination for the heavy
atoms. Analysis of Stark-effect measurements has shown the
dipole moment to be along the a principle inertial axis with
a magnitude of 3.164(5) D. These results are compared with
those obtained using molecular mechanics (MM2), MNDO, and
Hartree-Fock ab _initio theory with STO-3G and 3-21G basis
sets. On heating, 11 undergoes cycloreversion to allylketene
(31) . The activation parameters and solvent effects for this
process suggest that the reaction is concerted and that the
transition state is relatively nonpolar. The predominant
photochemical pathway for 11 ié decarbonylation to
bicyclobutane (34). Cycloreversion to 31 is a minor
reaction mode. Both the thermal and photochemical results
are rationalized by considering the high strain energy and
novel geometrical features of 11 and, in the latter case, the
unusually high energy of its 1(nn*) state.
Chapter 2

Ab initio theoretical methods have been applied to
cyclobutanediyl. The geometry of the triplet biradical was

optimized under the constraints of Dy}, symmetry. At the



optimum geometry, the singlet-triplet energy gap was found to
be 1.74 kcal/mol, with the ground state 5eing the triplet.
The closure reaction to bicyclo[l.1.0]butane (34) was
investigated using a linear synchronous transit reaction
coordinate. A barrier of 6.6 kcal/mol was obtained for the
singlet surface, representing an upper limit to the actual
barrier. Calculations on 1,3-dimethylcyclobutanediyl (12)
show that the methyl groups do not strongly affect the
singlet-triplet gap, reducing it to 1.47 kcal/mol.
Chapter 3

The synthesis and EPR spectroscopy of 1,3-divinyl- and
3—ethyl—l—vin?lcyclobutanediyl (46-Vin and -EV) are
described and compared with results for other
cyclobutanediyls. The triplet biradicals were generated by
photolysis of the appropriate 2,3-diazabicyclo[2.1.1]-
hex-2-enes (47) in frozen-solvent matrices at cryogenic
temperatures. A general synthetic scheme allowing the
preparation of many diazenes has been developed. The key
step is the photochemical addition of methyltriazolinedione
to 1,3-dicarbomethoxybicyclo[l.1.0]lbutane (49), giving the
dicarbomethoxyurazole 15. The triplet EPR spectra offer
valuable insights into the electronic structure of the
cyclobutanediyls and the role played by the substituents.
Both zero-field splitting and hyperfine coupling emerge as
sensitive gauges for determining the distribution of spin

density in the biradicals.



vi

Chapter 4

The nonexponential decay kinetics of 1,3-divinyl- and
3-ethyl-1-vinylcyclobutanediyl (46-Vin and -EV) has been
quantitatively analyzed in the 20-54 K temperature range
using two methods based upon a distribution of first-order
rate constants. A numerical procedure for fitting of decay
traces based upon an assumption of distribution shape has
been modified to allow fitting of the signal growth during
photolysis as well as the decay. This method successfully
reproduced our data using a variety of distribution shapes.
A new method for analysis of dispersive kinetics, called
distribution slicing, has been developed. This method allows
detailed determination of distribution shapes and is
complementary to decay-trace fitting in several other ways.
The two methods have been combined to eliminate several
problems encountered in the separate methods, allowing the
determination of approximate activation parameters. An
approximate log A value of 7.5 was determined for the decay
of 46-Vin along with most-probable activation energies in
the range 1.2 to 1.7 kcal/mol, depending on the matrix
material. Using the same log A value, 46-EV gives
most-probable activation energies of 1.4 and 0.9 kcal/mol in
MTHF and heptane, respectively. The stability of these
biradicals relative to the dialkyl cyclobutanediyls was
rationalized in terms of hypothetical potential energy

surfaces.
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INTRODUCTION

Elucidation of an organic reaction mechanism very often
involves determining whether the process is stepwise or
concerted. The nature of the intermediate in the stepwise
path, typically a biradical, is central to the question of
pathway. Therefore, direct information regarding the
structures of such reactive intermediates is crucial for the
detailed study of mechanism.

Most of the current knowledge about biradicals has been
obtained indirectly through product and kinetic studies.l
Compared to free radicals, relatively few biradicals have
been directly characterized, despite their broad acceptance
as intermediates in both thermal and photochemical reactions.
The radical reéctions of combination and disproportionation
are much faster for biradicals, being intramolecular. For
this reason, investigators have often turned to theoretical
calculations for the structural information required in
mechanistic determinations. However, biradicals, with their
complex electronic interactions, have also proven to be
great challenges to theorists.2 As a result, direct
experimental observations are necessary to calibrate and
corroborate the calculations.

Biradicals are commonly defined as single molecules
that contain two free radicals. A more general description
based on molecular orbital theory is sometimes preferable: a

molecule that has a pair of singly occupied degenerate, or
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nearly degenerate, nonbonding molecular orbitals (NBMOs).2
There are two low-lying states in a biradical, that in which
the two lone electrons are paired (singlet) and that in which
they are unpaired (triplet). Singlet (S) and triplet (T) may
differ markedly in their properties,3 and the energy
separation between the two states, commonly called the S-T
gap, is of fundamental importance in the characterization of
a biradical. A large part of the challenge for theorists
lies in the accurate calculation of the S-T gap.?"4
Unfortunately, experimental determination of this quantity is
even more difficult, and there is no generally applicable
method available.

Biradicals may be classified as either localized or
delocalized, the latter class representing the vast majority
of directly observed biradicals. A delocalized biradical is
one in which the two unpaired electrons are conjugated in the
same planar 7 system. Belonging also to the class of
non-Kekule molecules,5 these biradicals have no closed-shell
form, barring the formation of o bonds. A large number of
the known delocalized biradicals are derivatives of
trimethylenemethane (l),6 tetramethyleneethane (2),7 and

m-gquinodimethane (3).8

n .
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In contrast, localized biradicals have their unpaired

electrons in separate, nonconjugated radical substructures.
One or both of the radicals may in fact be delocalized,
residing in, for example, allylic or benzylic substructures.
The first direct observation of a hydrocarbon localized
biradical was made by Buchwalter and Closs in 1975 when they
recorded the triplet EPR spectrum of cyclopentane-1,3-diyl

(4).°

The biradical was generated by photolysis of
2,3-diazabicyclo[2.2.1)hept-2-ene (5) in frozen cyclohexane
at cryogenic temperatures. The triplet signal decayed non-
exponentially in the temperature range from 1.3 to 40 K and
displayed temperature-independent initial rates below 20 K.
The decay process was assigned to the closure reaction giving
bicyclo[2.1.0]pentane (6) and was proposed to proceed via
heavy-atom tunneling. Analysis of the kinetics based on the
Bell tunneling model gave an activation energy of 2.3

kcal/mol using an approximate pre-exponential factor of 108.

4 5 6

Although Closs' success offered hope for characteri-
zation of other localized biradicals, extension to other
systems has been almost uniformly unsuccessful. Other
azoalkane ring systems gave no triplet spectra,lO and even

simple methyl substitutions on the diazabicycloheptene system
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resulted in loss or weakening of the signals.9 Ab initio

calculations by Goldberg and Doughertyll

suggested that the
reason for these failures lies in a fine balance of
electronic interactions affecting the S-T gap. In
particular, they found that the S-T gap in (0,0)-trimethylene
(7) is strongly dependent on the C-C-C angle, the triplet
being favored for angles between 96° and 1200.12 Their
results helped to illuminate the important structural
features that allow detection of 4.

N

7 8

Goldberg and Dougherty also proposed cyclobutane-1, 3-
diyl (8) as a good candidate for EPR detection, having a

calculated S-T gap of 1.7 kcal/mol, nearly twice that found

11

for 4 (0.9 kcal/mol). (Extensions of this theoretical work

are described in Chapter 2.) The azoalkane precursor,

2,3-diazabicyclol|2.1.1]hex-2-ene (9), was therefore prepared

13 Upon photolysis at cryogenic

14

by Chang and Dougherty.
temperatures, however, no triplet signal was observed. The
photochemistry of 9 (eg. 1) was shown to depart from that of
most azoalkanes, and this was suggested as a possible reason
for the failure of the EPR experiment. Instead of the
desired C-N cleavage, the excited triplet of 9 undergoes

mainly B C-C cleavage to give the nitrogen-retained product

10, as shown by sensitization studies.



47 L»A+N +m (1)
N=—N

9 10

In order to avoid this problem of photochemistry, an
alternative precursor to 1 was sought. For this purpose,
bicyclo[l.1l.1]pentanone (1l1l) was prepared; its synthesis,
chemistry, and structure (microwave and theoretical) are
described in Chapter 1. The EPR experiment using 11l also
failed to produce a triplet spectrum. The failure of both
precursors suggests that despite its large predicted S-T gap,

8 is too reactive to be observed.

11

The second direct observation of a localized biradical
came nearly a decade after the first, in 1984, when Jain,
Snyder and Dougherty obtained the triplet EPR spectrum of
1,3-dimethylcyclobutane-1,3-diyl (12).15 As for 4, the
triplet signal was generated by photolysis of the azoalkane
precursor, l,4-dimethyl-2,3-diazabicyclo(2.1.1]hex-2-ene
(13). The photochemistry of 1316 was completely analogous to
that of 9, eliminating this as a possible cause for failure

in the generation of 8. Temperature-insensitive,

nonexponential decay was observed for 12 in the temperature
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range from 4 to 25K, suggesting a tunneling process. The

Bell model was used with most-probable rates (obtained by a
distribution-modeling method described in Chapter 3) for

decay of 12 in 2-methyltetrahydrofuran (MTHF) to obtain an
activation energy of 0.75 kcal/mol (assuming the same pre-
exponential factor as that of Closs: 108). The decay process
was shown to be closure, giving 1,3-dimethylbicyclo [1.1.0 1=
butane (14). Extension of the kinetic analysis to 8,

assuming identical parameters except for mass, showed that

the analogous tunneling process should be fast enough to make

8 unobservable.

"\ )
<> N
12 13 14

Encouraged by the successful observation of 12, we then
sought to characterize other cyclobutanediyls. Our goal was
to investigate the effects of various radical substituents on
triplet biradical spectroscopy and stability. Concerning
stability, we reasoned that four separate effects might be
observed. First, the triplets might be stabilized by
substituents that are known to stabilize free radicals.
Second, addition of mass to the molecule might reduce the
tunneling decay rate. Third, increasing the size of the
substituents might slow the closure reaction due to steric

interactions with the solvent matrix. A combination of these
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three effects is presumably responsible for the observation

of 12 but not 8.1°

Finally, substituents may influence the
S-T gap, perhaps greatly affecting tripiet stability.

A general scheme for the synthesis of bridgehead-
-substituted 2,3-diazabicyclol2.l1.1]lhex-2-enes was needed.
This was accomplished through the preparation of the
dicarbomethoxy urazole 15 and subsequent functional-group
modification of the ester groups. Conversion of the
resulting urazoles to azoalkanes was achieved via standard
procedures. This synthetic scheme, which is described in

detail in Chapter 3, allowed the preparation of many

azoalkanes, including the diethyl (16), ethyl vinyl (17), and

divinyl species (18).l7
CO,Me o = ~
N N N N
I NCHs 1l il 1]
N N N N
co,Me © S
15 16 17 18

When photolyzed at cryogenic temperatures, 16, 17, and
18 produce triplet EPR spectra, which have been assigned to
19, 20, and 21, respectively. The observed zero-field and
hyperfine splittings are fully supportive of the assignments
and offer valuable information about the distribution of spin
density in the biradicals. As expected, the delocalizing
vinyl substituents lower the spin density on the ring
carbons. The splittings in 19 are identical to those in the
dimethyl biradical 12, indicating that the two species are

electronically equivalent.16



~>~ 7 7

19 20 21

Comparison of the kinetic stabilities to closure for
the four cyclobutanediyls, 12 and 19-21, significantly
unravels the various substituent effects upon stability.
Qualitatively, the triplet biradicals are increasingly stable
in the series 12, 19, 20, and 21, with a relatively small
difference between the last two. The stability difference
between 12 and 19 can be attributed only to substituent mass
or size effects, since the two biradicals are electronically
equivalent, as noted above. The size effect is believed to
be small, since tunneling énalysis, based only on mass
differences, quantitatively accounts for the observed
kinetics. Mass and size effects can be eliminated in the
comparison of 19-21, due to the similarity between the ethyl
and vinyl groups. Stability differences in this series can
be attributed solely to radical delocalization. Though the
S-T gaps are also expected to be different, the effect on
stability should be in the opposite direction.

Delocalization of the radicals away from each other should
reduce exchange interactions, which favor the triplet. Thus,
one might expect a smaller S-T gap and hence faster

intersystem crossing to the singlet in 20 and 21.
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Quantitative analysis of the decay kinetics, which was
nonexponential in all cases, was not straightforward, and
substantial effort was applied to this task,18 Non-
exponential kinetics are quite common for matrix-isolated,
first-order processes and are usually interpreted as a

9;19 The

consequence of the matrix-site effect.
microenvironments of different molecules in a solid matrix
are not necessarily identical, so they may display different
properties, such as different reaction rates. Thus, instead
of a single rate constant, a reaction may be characterized by
a distribution of rate constants. The observed decay is then
a superposition of two or more exponential decays.

Several methods exist in the literature for analysis of

20 but we found most

kinetics based on a distribution model,
of them to give poor results, presumably due to assumptions
that are invalid for the present case. One procedure, which
requires the assumption of a distribution shape (2.9.,
Gaussian) over the logarithm of rate cbnstant,lgb’zoa'2l
accurately reproduced our decay traces. This method was
modified to include the growth during photolysis as well as
the decay, and from it most probable rate constants were
obtained.

Arrhenius plots using the most probable rate constants
were highly curved for 12 and 19, consistent with a
tunneling decay process as discussed earlier. However, 20

and 21 gave linear Arrhenius plots, indicating an absence of

tunneling. Such Arrhenius behavior has very rarely been
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observed at cryogenic temperatures,lgd’22

owing partly to the
difficulty in the experiments, but also probably to a
relative minority of low temperature, non-tunneling
reactions.

In order to further probe the distribution of rate
constants, a different type of kinetic experiment, called
"distribution slicing," was designed. This procedure not
only strongly supported the distribution model used in the
kinetic analysis, but also validated the assumption that the
distribution has a Gaussian shape. In addition, the method
served to double-check and refine the decay-fitting results.
Briefly, the procedure involves generating the intermediate
at a temperature below the decay range (or otherwise as low
as possible) and observing the relative amounts of decay upon
warming the matrix to successively higher temperatures for
given time intervals. The intensity measurements are always
made at the lowest temperature. Warming the matrix in effect
takes a "slice" off the distribution, since the sites with
higher rate constants will decay preferentially. By taking
several slices and measuring their relative sizes, one can
obtain an approximate distribution. Combination of the
distribution slicing and decay-fitting procedures led to a
convenient, self-consistent method for determining the
distribution and approximate activation parameters of an
Arrhenius process. This method and its application to

cyclobutanediyls are described in detail in Chapter 3.
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The activation parameters obtained for 20 and 21 are
shown in Table I. The pre-exponential factor is similar to
values reported for other triplet biradical processes.22
Comparison with the results for 1916 prompts a remarkable
conclusion. Since the S-T gaps of 20 and 21 are suspected to
be smaller than that of 19, the activation energies should
also be smaller if the barrier represents an intersystem
crossing process (see Figure I). The larger values suggest
that for 20 and 21, at least part of the activation energy
represents a barrier on the singlet surface. In other words,

the singlet biradicals may be true intermediates and thus may

be observable under appropriate conditions.
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Table I. Activation Parameters for 21 and 20
Vi Vs
adad 7
MTHF
log A 7.5 + 2@ 7.50
Egrkcal/mol 1.665 1.347
6, kcal/mol 0.488 0.493
Heptane
log A 7.5P 7.50
Ej 1.430 0.903
o 0.430 0.503
CDC13
log A 7.50
E, 1.203
c 0.408
@approximate value. bPassumed value. Cstandard deviation of

an assumed Gaussian—Ea distribution.
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T S-T gap

X 7 X

Figure I. Hypothetical potential surfaces for a) 19 and b)

21, considering only differences in the S-T gap.
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CHAPTER 1

BICYCLO [1.1.1] PENTANONE
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Cyclobutanone derivatives have attracted much attention
due to their rich thermal chemistry and photochemistry and
the insight which their spectral properties offer concerning
the nature of the carbonyl functional group.l Surprisingly,
one of the simplest and perhaps most fundamental of the
bicyclic cyclobutanones, bicyclo[l.l.l]pentanone (1l1l), had
not been reported prior to the present investigation.2 This
highly strained, symmetrical ketone might be expecﬁed to
display novel spectroscopic, thermal, and photochemical

properties due to its severe ring constraints.

0]

11

Our own interest in 11 arose from its potential as a
precursor to the localized triplet biradical cyclobutane-1,3-
diyl (8). In an earlier study_in our group, Chang and
Dougherty prepared3 2,3-diazabicyclo[2.1.1]hex-2-ene (9) but
found that photolysis of 9 at 8.5 K in the cavity of an EPR
spectrometer did not produce a signal corresponding to 8.4
We had also performed ab initio calculations5 that predict a
triplet ground state for 8 -- a necessary criterion for
success in such EPR experiments. Many substituted
cyclobutanediyls have since been observed by EPR,6 supporting

this prediction for 8. Therefore, an alternative

photochemical precursor to 8 was sought. We chose 11 by
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analogy to Dowd and Sachdev's successful use of 3-methylene-
cyclobutanone (22) as a precursor to the trimethylenemethane

piradieel, 0
N

< > E I D
N

8 9 22

We describe herein a simple synthesis of 11 and
characterization of its spectral, thermal, and photochemical
properties. Through microwave measurements on several
isotopic species of 11, a substitution structure has been
obtained, and several theoretical structures are reported for
comparison. Although 11 has not proven to be a viable EPR
precursor to 8, its chemical and spectroscopic behavior sheds

new light on several aspects of cyclobutanone chemistry.

Synthesis and Spectroscopic Characterization

Ketone 11 was prepared by using a simple, two-step
sequence (eqg. 1l.l1). Photolysis of commercially available
cyclobutyl phenyl ketone (23) using the method of Padwa et al.
produced 2—phenylbicyclo[l.l.ljpentan—Z-ol (24). Ozonolysis9
of 24 in CH2C12 afforded 11 as a colorless oil after
purification by azeotropic distillation and preparative gas
chromatography. GC analysis of the reaction mixture revealed
that the yield of 11 was ca. 8%. Losses during purification

were unavoidable, due to the high volatility of 11, and the

isolated yield was 4%. We anticipate that this procedure
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will be more useful for the preparation of substituted
bicyclopentanones, for which isolation should be less
problematical. Despite the low yield, the brevity of the
overall synthesis makes useful quantities of 11 easily

available.

OH
Ph LU 0 . 51 a.n

Ph

23 24

For comparison, ozonolysis of l-phenylcyclohexanol (25)
under the same conditions resulted in a 67% GC yield of
cyclohexanone, suggesting that ring strain in 24 or 11 also
contributes to the low yield of 11. Alcohol 25 can also be
oxidized to cyclohexanone by using ruthenium tetraoxide.10
We therefore attempted oxidation of 24 with ruthenium
tetraoxide using Sharpless' procedure.ll However, a much
lower yield of 11 was observed, and 3-oxocyclobutyl phenyl
ketone (26) and benzoic acid were observed among the
products. The formation of these products is consistent with
the above suggestion that the low yield of 11 is probably due

in part to attack of the oxidizing agent on the strained ring

system.

Ph OH 0

Ph
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Structure proof for 11 rests on the range of
spectroscopic data discussed below, exact mass determination

and chemical behavior. In particular, reduction of 11 with

1

NaBH, (eq. 1.2) in methanol gives a product whose “H NMR

spectrum is identical with that reported by Wiberg and
Williams'? for bicyclo[l.1.1]pentan-2-ol (27).

NoBH, OH
11 —_— (1.2)

H

27

Ketone 1 is quite strained, as demonstrated by the

infrared carbonyl stretch at 1810 cm-l. This value is

intermediate between that of cyclobutanone (1788 cm—l)13 and

cyclopropanone (1813 em 4y .14 1n the closely related
molecule, tricyclo[2.1.0.02'5]pentanone (28), tﬁe carbonyl
stretch appears at 1775 cm_l.15 This suggests that the
ketone moiety in 11 is actually more sfrained than that in
28, presumably because the carbonyl C-C-C angle is larger in
28 due to the presence of the constrained bicyclobutane

skeleton.
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The lH NMR spectrum of 11 in CDCl3 exhibits a sharp

singlet at 3.01 ppm (H ) and slightly broadened

bridgehead

singlets at 1.80 ppm (Hexo) and 1.49 ppm (H ). The

endo

assignment of the exo and endo protons was based on
comparison with the methylene protons in bicyclol[1l.1.1]-
pentane (29, 1.84 ppm)16 and the observation that the endo

protons are in the anisotropic shielding region of the

carbonyl.17
b
a
C
Hbridqeheod
The 13C NMR spectrum has resonances at 189 ppm (C2), 55
13

ppm (Cl), and 36 ppm (C4). The carbonyl C singlet appears

at higher field than normal for ketones, but the same
observation has been reported for other polycyclic ketones,18
including 4,5-bis(methylene)bicyclo(l.1.1] pentanone (30), for
which the carbonyl peak appears at 172.1 ppm.19
The ultraviolet spectrum of 11 shows an unusually high
energy nn* transition for an alicyclic ketone. The band
shows no vibrational structure and has xmax 247 nm (Emax 14)
in n-pentane. This is, to our knowledge, the shortest
wavelength nn* absorption reported for a saturated aliphatic

ketone. Such a blue shift is not characteristic of strained
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13

ketones, as shown by the Am of 279 nm for cyclobutanone

14

ax

and 310 nm for cyclopropanone.
In an effort to understand the origin of this blue
shift, we recorded the photoelectron spectrum of 11, shown in

&b The first ionization is well separated from

Figure 1.1.
other bands and displays a vertical ionization potential of
9.51 eV. The observed IP for 11 is slightly lower than the

21 . *
and thus the high-energy nnm

IP for acetone (9.70 eV),
transition does not result from an unusually low-lying n
orbital. At present we feel that this effect is most likely
due to adverse electron repulsions in the nn* state between
the electron that is formally in a n* orbital and the endo
C-H bonds, as these bonds protrude directly into the region
of the n* orbital.

We attempted to observe emission from 11 in 2-methyl-
tetrahydrofuran (degassed) at both room temperature and at 77
K. Using an excitation wavelength of 247 nm, we observed no
emission from 247 to 360 nm. This negative result is
consistent with Lee's observation that the excitation
spectrum of cyclobutanone drops to zero for excitation wave-

lengths less than 290 nm.22

Microwave Spectra and Structure

The microwave spectra of five isotopic species of 11
have been studied: the parent molecule and four others iﬁ
which a single heavy atom was isotopically substituted. The

three 13C species were studied in natural abundance, but the
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18O species was isotopically enriched by exchange with

Hzleo. From the spectra of these compounds, the complete
structure of the heavy—atom frame has been determined.

The measurements in Table 1.1 consist of a selected
group of a-type R and Q branch transitions for the parent
species and a more limited group of R-branch transitions for
the less abundant species. 1In general, the measurement of a
feature is reproducible to within several kHz. Measurements
are routinely made to the kHz place, used in the fitting
procedures exactly as measured, and reported in their
entirety. For the purpose of fitting, each feature is
assigned an uncertainty,which is an estimate of how well that
measurement may be expected to represent the true center of
the assigned line. Typically this is of the order of tens of
kHz and is set even higher for poorly shaped or partially
blended features.

In order to account for the effect of centrifugal
distortion on the rotational constants, transitions were
selected for the normal species from which all of the quartic
distortion constants could be determined. Since it was not
convenient to determine all the high-order parameters for the
other species, parameters that were not determined were fixed
to the corresponding value of the parent species. The 18O
species' D; was estimated from the parent's by assuming that
DJ varies as the square of (B + C). This assumption is valid

even for the much more extreme isotopic changes between NH,D

and NH2H.23 Since the distortion constants are so much
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18O species was isotopically enriched by exchange with

Hzleo. From the spectra of these compounds, the complete
structure of the heavy-atom frame has been determined.

The measurements in Table 1.1 consist of a selected
group of a-type R and Q branch transitions for the parent
species and a more limited group of R-branch transitions for
the less abundant species. In general, the measurement of a
feature is reproducible to within several kHz. Measurements
are routinely made to the kHz place, used in the fitting
procedures exactly as measured, and reported in their
entirety. For the purpose of fitting, each feature is
assigned an uncertainty,which is an estimate of how well that
measurement may be expected to represent the true center of
the assigned line. Typically this is of the order of tens of
kHz and is set even higher for poorly shaped or partially
blended features.

In order to account for the effect of centrifugal
distortion on the rotational constants, transitions were
selected for the normal species from which all of the quartic
distortion constants could be determined. Since it was not
convenient to determine all the high-order parameters for the
other species, parameters that were not determined were fixed
to the corresponding value of the parent species. The 18O
species' D; was estimated from the parent's by assuming that
DJ varies as the square of (B + C). This assumption is valid

even for the much more extreme isotopic changes between NHZD

and NH2H.23 Since the distortion constants are so much
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Measured Rotational Transitions of Bicyclo-
[l.1.1)pentanone in MHz.

Measured Transitions of the Normal Isotopic Species

Transition  Frequency(unc.) Obs. - Calc.

R - branches

15,1 = 0oy
So,5 — 40,4
51,5 — 41,4
51,4 =413
2443
523 =433
S3,3 — 4,2
53,3 — 43,1
S42 — 441
S¢1 =440
100,10 = 90,9
105,50 = 91,0
10;0-918
1038 — 94,7
1037 — 956
106,5 — 96,4
106,4 — 96,8
1076 - %8
1075 = 97,2
1033 — 95,2
1033 — 951
1053 = 9,1
105, = 9,0

7072.480(60)¢
35242.512(20
34903.135(20
35768.254(20
35348.760(50
35468.688(50
35381.687(150
35384.281(150
85375.066(30)°
35375.066(30)°
69924.558(20
69659.836(20
71293.672(20
71365.906(20
70913.756(20
70758.566(50)°
70758.566(50)°
70749.024(20)°
70749.024(20)°
70742.025(20)°
70742.025(20)°
70736.377(50)°
70736.377(50)°

-0.063
0.020
-0.003
-0.006
0.056
-0.039
0.004
-0.132
-0.016
-0.036
0.004
0.037
-0.037
0.018
-0.006
-0.085
-0.086
-0.020
-0.020
0.012
0.012
0.038
0.036

Transilion

Q — branches

91,8 = 91,0

101, = 104,10
1100 =111
243,95 — 240,24
253 24 — 250,38
14312 — 142,15
155,33 — 153,14
163,14 — 162,15
273,35 — 273,36
203,17 — 205,18
215,18 — 213,10
225,19 — 224,30
264,33 — 263,34
294,36 — 292,27
304,37 — 302,28
576,32 — 574,58
606,54 — 606,55
597,85 — 595,84
483 41 — 486,42
495,43 — 496,43
703,62 — 70g 63
609,53 — 607 53

9323.471(20
11070.987(20
85410.330(100)
37016.086(50

7605.157(20

9277.898(20
11095.435(20
35862.850(20

8162.696(20

9952.020 205

7689.545(20%

11909.528(20
$3611.461(20
35929.331(20
36098.721(20
68874.909(100)
66255.569(100)
66302.425(50
68888.693 soi
66969.811(50
66290.276(100)
68834.063(50)

a. Numbers in parentheses are estimated uncertainties in units of the least significant digit.
b. Fitted as a blend whose Obs.-Calc. is the average of those listed.

Frequency(unc.) Obs. - Calc.

-0.022
-0.007
-0.004
-0.064
0.020
-0.036
-0.005
0.026
0.010
0.020
0.035
-0.035
-0.001
0.002
-0.003
-0.034
-0.017
0.006
0.025
-0.028
0.002
0.002
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Table 1.1 Measured Rotational Transitions of Bicyclo-

[1.1.1])pentanone in MHz. (continued)
Messured Transitions of Inotopically Substituted Species

Transition  Frequency(unc.) Obs.—Calc. Transition  Frequency(unc.) Obs. - Calc.

150,
5o,s — 40,4 $4821.015(50)¢ 0.030 515 —414 $4764.231(150) 0.025
51.5 = ‘1.4 =0.031 51,4 s ‘1,3 85622.607(50 =0.046
514-433 0.008 52,4 — 42,3 85206.233(50 0.057
513 - 433 -0.034 B33 — 433 $5323.969(50 0.070
b3, — 433 . 2123 B33 — 433 85239.018(100)° 1.489
b33 = 43,1 e -2.154 Bs3 - 45,1 35230.018(100)°  —1.244
01 = 44,1 0.060 B3 — 44, $5232.100(100)° 0.079
54'1 - 440 0.026 64,1 =440 85282.100(100)° 0.060
100,10 = $o,9 0.004 10,30 — %9 69651.238(50 0.021
101,50 = 91,0 0011 105,50 =910 69384.269(50 -0.050
103, = 93, -0.024 1050 - 910 71007.475(250) -0.207
1056 = 03,7 0.006 1030 - 938 70288.041(50) 0.001
1057 = 95,6 0.029 1055 — 0g7 71070.941(150) -0.238
1047 = 94,6 70051.441(250 0.175
1046 - 94,3 70058.246{250 -0.299 180
1056 — 95,5 70019.815(50)° 0.044
1055 — 95,4 70019.815(50)° -0.120 100,10 = 9,0 66518.964(50 0.015
1065 — 96,4 70000.846(50)° 0.011 104,30 = 91,0 66231.413(50 0.001
1064 — 96, 70000.846(50)° 0.009 10,0 - 91,0 67728.637(50 0.003
107,6 = 94, 69988.788(50)* 0.009 10;0 - 93 67052.152(50 -0.039
10,5 - 97,5 60988.788(50)° 0.009 10,5 = 037 87702.494(50 0.009
1055 — 95 3 60980.192(50)° 0.008 1055 — 05 7 67244.534(50 -0.030
1053 - 95, 69980.192(50)° 0.003 1057 - 936 67313.457(50 -0.004

1003 — 95,1 69073.445(100)° =0.019 1047 = 9¢,¢ 67230.851(250)° 1.440
1093 = 99,0 69973.445(100)° -0.019 1046 = 94,5 67230.851(250)° -0.965
1056 = 9s,5° 67209.639(100)® 0.132

10,5 = 95,4 67209.639(100)° 0.092

0O¢,5 = 9¢,4 67107.842(100)° 0.106

0.037 1064 = 96,3 67107.842(100)° 0.105
: 0.025 107,4 =91 67189.992(100)° 0.039
S1a=-418 85551.328 100) =0.026 1073 =973 67189.992(100 b 0.039

=t 0014  10ss-0ss  67184014(100)°  —0.105
513 - 433 -0053  1055-05,  67184.014(100)  —0.105
Ses-4ss  35215.328(150 0713 10,5-0oy  67179.281(100)°  -0.009
Bys - 451  S5215.328(150)  -1147 105,90  67179.281(100)°  —0.009
Sis-4o1  S5200.559(150 0.078
Si1-4s0  85200.559(150 0.067
105,30 = 90,9 ; i =0.025
10,10 - 01’5 -0.009
1035 = 92,8 0.034
1038 - 93,7 709(» 719 100) -0.000

8. Numbers in parentheses are estimated uncertainties in units of the least significant digit.
b. Fitted as a blend whose Obs.-Cale. is the average of those listed.
¢. Resolved, but fitted as a blend because of very strong Stark effect.
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smaller than the rotational constants, any errors introduced
by fixing some quartic terms negligibly affect the molecular
structure determination.

Fitting the data in Table 1.1 using a standard S

24 leads

reduction Hamiltonian in a B prolate representation
to the rotational and distortion constants of Table 1.2 and
gives the observed-calculated frequencies in Table 1.1l. 1In
the fit the data are weighted inversely as the square of the
assigned uncertainties.

All the heavy atoms of the molecule have been
isotopically substituted,so it is possible to obtain the
substitution coordinates, Ioo of these atoms with the aid of
25

The difference between the r_ and

Kraitchman's equations. 5

the equilibrium structure, req' for heavy atoms is usually
small, on the order of thousandths of Angstroms. This method
is reviewed and discussed extensively by Gordy and Cook.24
The ry heavy atom a, b, and c coordinates are given in
Table 1.3. The A rotational constants were not used in any
final structural determinations, because the uncertainties
for the substituted species were large compared to those of
the B and C rotational constants. Because of the high
symmetry of the molecule, the standard relationships for
substitution in a plane or on an axis of symmetry could be

used.24

The degree to which the derived constants obey these
relationships is shown by the changes in the planar moments
also given in Table 1.3. This serves to verify the assumed

C2v structure. The uncertainties listed in Table 1.3 reflect



Table 1.2

Parameter

A [MH:

B [MH:

C [MH:
D,; [kHz
Dk [kHz
Dk [kHz
dy [kHz
d3 [KHz
HJK /Hz
hg /HZ

RMS /MH: ¢
xc
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Rotational Parameters of Bicycloll.1.1]-

pentanone
Parent 13¢, 13C,
T231.1980(44)*  7117.53(55) 7134.88(72)

7232.24(65)

1302 180

7231.41(46)

3623.0680(14) 8596.1488(63) 3504.4824(78) 3608.1130(52) 3436.9680(87)
3440.4758(14) $300.3700(55) 3445.6141(58) 3435.8727(45) 3280.3342(87)

0.3533(74)
6.566(12)
-4.74(22)
-0.022353(28)
-0.012621(40)
0.0143(12)
0.0000530(79)

0.342(15)
6.504(40)

0.328(20)
6.58(78)

0.074
0.684

0.084
0.541

0.039
0.918

b 0.319(40)¢
6.345(48)

0.127 0.086

1.009 0.659

a. Numbers in parentheses are standard deviations(1 ) in units of the least significant digit.
b. Untabulated parameters are fixed to the parent’s values.
¢. Fixed as described in text.

d. Rms is the root mean square standard deviation of the fit.
e. x is the standard deviation of the weighted errors (Obs. — Calc.)/(estimated uncertainty).



30

Substitution Coordinates, Changes in the

Planar Moments, and Determinable Hydrogen

Table 1.3
Parameters
ch cl
a/A -1.0181(2
b/A +1 06852 }
c/A
AP, [amu A?
AP, [amu A 1116
AP [amu A? 0. 001; i
Experimental®
eg-cc, /A 1.076
§ T(bu)?/ A 5.48
§ Tlon)?/ A? 5.20
{Ten/A 3.20

Ci, Cs C,s (o]
~04045(4)  0T043(8)  19845(1)
0. 9115(3) o

0.

0.165(4 0.585(3 7.555(2)
-0.001(4) -0.004(3) -0.000(2
0.944(4 -0.006(3) -0.002(2
MM2 MNDO STO-3G 3-2G
1113 1.082 1.086 1.070
5.52 $.11 .52 5.43
4.94 4.97 4.42 4.88
3.00 3.11 3.10 3.08

8. The numbers in parentheses are experimental uncertainties in units of the least significant digit. The

hydrogen parameters are not substitution coordinates and may contain significant vibrational contributions
which are not estimated here. See text for discussion
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primarily the experimental uncertainties of the rotational
constants and contain no estimates of the vibrational
contributions. For substitutions on the A axis the stated
error spans the two values obtained using either AIb or AIC.

The hydrogens were not substituted. From the parent,
only one first moment and three second-moment relationships
are available to determine the six coordinates necessary for
the unique determination of the hydrogen positions. Only the
c coordinate of the hydrogen bonded to C, is determinable
directly from a second-moment relationship. The determinable
hydrogen parameters are listed in Table 1.3 and compared with
those calculated from theoretically derived hydrogen
positions relative to the experimental heavy atom frame.
Because these parameters are derived in a way that does not
compensate for vibrational effects, they cannot be compared
in detail with theoretically derived parameters. They are
included primarily for completeness and are consistent with
the theoretical results.

The experimental structure of 11 (see Table 1.4) can be
compared with the electron diffraction structure of the

26

parent hydrocarbon, bicyclo[l.l.l]pentane (29). The

relevant structural parameters in 29 are the C-C bond length

<]
of 1.545 A, the C,-C,-C, angle of 73.3°, and the

1 ~2 ™3
2 26

interbridgehead C..C distance of 1.845 A. The C-CH.,-C

2
angles of 11, and of course the C-C(0)-C angle, are larger
than the analogous angles in 29 due to the presence of the

carbonyl. As a result, the interbridgehead distance is
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Table 1.4 Structure of Bicycloll.1l.1]pentanone

Experimental®* MM2 MNDO STO-3G 3-2G

Bond Lengths/A
C=0 1.201 1.201  1.205 1.204 1.103
C; - Cs 1.524 1.528  1.552 1.547 1.549
C,; - Cq 1573 1.578 1.576 1.558 1.580
C;...Cs 1.955 1800 1.931 1.933 1.962
C;-H 1.114 1.082 1.086 1.070
Ci = Heso 1.116  1.100 1.086 1.079
Cy = Hendo 1.117  1.101 1.087 1.079
Bond angles/deg.
C,C5Cs 79.8 76.8 76.9 71.3 78.6
C;C(Cs 76.9 74.2 75.6 76.7 76.8
C;MC,® 119.9 120.1  119.0 119.5 119.5
C;C;H 126.1  129.0 129.9 130.0
HCH 1139 1079 111.1 112.6
CH; tilt¢ -0.5 14 15 1.9
p/Debye 3.16 3.07 2.48 2.10 3.36

a. The r, experimental structural parameters have been rounded to the place in which differences from
equilibrium parameters may appear.

b. M is the C, ...Cy midpoint.

c. Angle between bisectors of the HC(H and C;C,C; angles. A positive value denotes a tilt away fron the
carbonyl.
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greater by 0.11 A. The C,-C, length is smaller than the C-C

3

i "2

length in 29, as expected for an spz—sp bond. The C,-C

1 74
bond length is larger by 0.028 ;, This lengthening could be a
consequence of the expected orbital mixing between w* (C-0)
and o (Cl—C4). However, 1l,3-nonbonded repulsive
interactions, which were used to rationalize the long bonds

ok can also explain the lengthening in this

in cyclobutane,
case. Simple geometrical considerations show that the larger
interbridgehead C..C distance in 11 relative to 29 brings the
two CH2 groups closer together, amplifying 1,3 repulsions.
These repulsions can be alleviated by stretching the Cl—C4
bonds.

28

It has been noted that ketones with smaller C-C(0)-C

angles should have shorter C=0 bonds due to rehybridization.
Although the effect is generally quite small, our results for

11 do support this analysis.

Theoretical Structures
The structure and dipole moment of 11 were calculated

using four currently popular theoretical methods: molecular

mechanics (MMZ),29 MNDO,30 and Hartree-Fock (HF) ab initio MO

31 32 33

theory with STO-3G and 3-21G basis sets. The

experimental structure and dipole moment of 11 are compared
in Table 1.4 with the various theoretical results. In making
such comparisons, one should keep in mind that the different

34

methods give different types of structural parameters. The

microwave structure reported here is a substitution
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structure, while the ab initio and MNDO calculations give
equilibrium structures. MM2 has been parameterized to fit

29 Therefore, only large‘differences

diffraction structures.
between the experimental and theoretical structures (0.1 i or
1°) should be taken as significant.

All four computational methods give reasonably
satisfactory results. The MM2 geometry is surprisingly good,
considering the special problems encountered in treating

35 and the substantial

small rings with this method
overestimation by MM2 of the C-C bond length in 29
(calculated to be 1.566 A).

Ab initio calculations using the 3-21G basis set come
closest to reproducing the experimental structure. In accord
with Wiberg and Wendoloski's results,36 even the STO-3G

minimal basis set produces a structure in reasonable agreement

with experiment. MNDO also produces a reasonable structure.

Dipole Moment

The Stark effects of the 5,.-4 and the 5,_.-4

05 704 15 "14
transitions of the common isotopic species in its vibrational

ground state have been precisely measured. The dipole moment
was determined by measuring the Stark frequency shifts of all
the observable M components at a given electric field and

solving for y in the power series expression

2 4_ 2

Av (M) = u2E2[A+BM + CMEdM® + ...]1.
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The coefficients A and B were calculated from the direction
cosine matrix elements and energy levels of the distortable

rotor. The coefficient C is important only for the 5,.-4

15 "14
transition and is due almost entirely to the Stark repulsion
between the members of the Ka = 1 asymmetry doublets. This
was calculated from the dipole moment matrix elements and
energy level spacings between the members of the asymmetry
doublets by expanding the solution of the two level problem.
The data and the results of the dipole moment calculation are
given in Table 1.5. The dipole moment lies along the a axis
and has a value of 3.164(5) D, derived from a weighted
average of the values determined from the individual M
components.

The dipole moment of 11, 3.16 D, is similar to those of
related ketones, some of which are shown in Table 1.6. Of
the theoretical methods used, MM2 best reproduced the dipole
moment with a value of 3.07 D. However, this close agreement
is fortuitous. Using MM2, we calculated dipole moments of
2.92 - 3.07 D for a selection of ten ketones whose experimental
moments span a much larger range of 2.87 D - 3.35 D (see
Table 1.6). In addition, the small variations for different
structures calculated by MM2 do not correlate with the
experimental trends in any way.

MNDO tends to underestimate the dipole moments of
carbonyls (the error for acetone is 0.39 D).37 The results

presented here follow this trend, but the error is quite

large (0.69 D). The dipole moment calculated by using HF and



Table 1.5
Sos — 404
M Observed
Shift
0 -15.009
1 =11.263
2 LD
3 18.264
4 44.033
Stark
Coeflicients
A -1.5907 x 10~7
B 3.9181 x 10-8
(o
E? 9.408 x 108
p 3.164(5)c

36

Observed-
Calculated

-0.028
0.039
0.035

-0.027

a. Units are Shifts/MHz, 4 B/(MHz/E?u?), C/(MHz/E‘p
222 MHz.

b. Unmodulated, calculated shift = —0.22

Stark Effect Measurementsa

515 —4)4 .
Observed Observed-
Shift ~ Calculated
-0.963 -0.015
1.348 -0.004
8.196 0.001
19.410 0.012
34.755 -0.007
-1.2024 x 107
2.9232 x 10~7
-7.224 x 10-17
0.7872 x 108
3.164(5)¢

4), E/(V/em), and p/D.

¢. Uncertainty is determined assuming possible errors of 50 kHz in shift and £0.2% in field.
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Table 1.6 Comparison of MM2 Ketone Dipole Moments with
Experimental Values

Ketone Dipole Moment (D)

Experimental MM2

;§Z>==o 3.16% 3.07
[]
I 2.93P 2.92
(]
<f> 2.89°€ 3.01
[+
(f) 3.259 2.95
E%] 3.87% 2.92
:Ez:j* 3,355 2.98

yy Eo o
o
[ ) w
° e
Vo) ~
(o) foe]
- Q
w w
o °
o o
o 'S

o

8This work. waalen, J. D.; Costain, C. C. J. Chem.

Phys. 1959, 31, 1562-1574. CScharpgn, L. H.; Laurie, V. W.
J. Chem. Phys. 1968, 49, 221-228. Kém, H.; Gwinn, W. D.

J. Chem. Phys. 1969, 51, 1815-1819. Ohnishi, Y.:

ozima, K. Bull. Chem. Soc. Jap. 1968, 41, 1323-1325.
Coffey, D., J§'7 Ho, C. Y. J. Mol. Spectrosc. 1971,

40, 158-163. Coffey, D. Jr.; Ho, C. Y. J. Mol. Spectrosc.

1972, 42, 47-52. Kriegen, H. Soumen Kemist. 1958, 31B,
348-353. Durig, J. R.; Lopata, A. D.; Li, Y. S. J. Mol.
Struct. 1975, 26, 85-94. JWaegell, B.; Jefford, C. W.
Bull. Soc. Chim. Fr. 1964, 844-854.
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the 3-21G basis set is high by only 0.20 D. The difference
between the 3-21G dipole moment and the STO-3G moment (low by
1.07D) reflects differences in the basis sets rather than in
the optimized structures, since the 3-21G moment at the

STO-3G structure is 3.426 D.

Thermal Chemistry
Cyclobutanones characteristically undergo thermal [2+2]

38 In 11,

cycloreversions to give ketene and olefin products.
there are four degenerate modes for cycloreversion, all of

which lead to allylketene (31) (eg. 1.3). Cycloreversion is
indeed observed and proceeds much more readily than that for

any other cyclobutanone of which we are aware.

g —f N\ (1.3)
0]

11 31
Thermolysis of 11 in degassed benzene—d6 solution at 80
to 122 °c yielded four major products of long (relative to
11) GC retention times and a series of minor products with
progressively longer retention times. GC-MS analysis clearly
indicates that all of these products are of high molecular
weight relative to 11. Molecular weights corresponding to

i

trimer and tetramer were observed. The “H NMR spectrum of

the mixture is dominated by a strong, characteristic allyl

pattern with signals at 2.1, 4.9, and 5.5 ppm, and the 13C
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NMR spectrum supports the presence of allyl groups with peaks
at 28, 116, and 136 ppm. These data are consistent with the
formation of 31 followed by oligomerization.

Strong support for the formation of 31 was obtained
from the thermolysis of 11 at 100 %% in methanol-d4.39
Methyl-d3 4-pentenocate-2-d (32) was obtained in nearly
guantitative yield, presumably by the trapping of 31 with
solvent. 1In addition, we prepared and studied the
decomposition of 1l-diazo-4-penten-2-one (33), which should
decompose thermally or photochemically via the Wolff
rearrangement40 to yield 31. 1Indeed, photolysis of 33 in
benzene-d6 yielded several products including, as 60% of the
mixture, two components that coeluted on two different
capillary GC columns with two of the major products obtained
from 11. Although decomposition of 11 does not provide the
identical mixture obtained from 33, the different temperature
and mode of generation of 31 can explain this difference.

Thus, the dominant, if not exclusive, thermal reaction mode

of 11 is cycloreversion to 31.

i 0
Z oCPs /\)J\/NZ
0
32 33

The kinetics of the thermal decomposition of 11 in C6D6

followed strictly first-order behavior through at least two

1

half-lives, as monitored by multiple “H NMR integration. The
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activation parameters, obtained over a 40° temperature range,
are given in Table 1.7 along with others selected for
comparison. Most cyclobutanones require temperatures in
excess of 180 °C for measurable decomposition, and nearly all
of the studies reported in the literature have been done in

38

the gas phase. In contrast, 11 decomposes readily around

100 °C, allowing convenient study in the solution phase. 1In

41 more amenable to

order to make our solution-phase results
comparison with the earlier studies, however, we carried out
the gas-phase decomposition of 11 at 100 ©c and approximately
0.2 torr. The reaction rate was comparable to solution-phase
decomposition at the same temperature, and the same products
were obtained, though in different relative yields. This
variation in product composition between solution- and
gas-phase experiments is not surprising, given that
oligomerization is involved.

Thermal decomposition of cyclobutanones has been
postulated to proceed by a polar, concerted mechanism,1c in
contrast to the decomposition of cyclobutanes, which is

42

thought to involve biradical intermediates. In order to

address the question of polarity in the transition state, the
decomposition of 11 was carried out in acetonitrile—d3 and
methanol—d4 at 100 °c. The decomposition proceeded 1.8 times

faster in acetonitrile and 7.7 times faster in methanol than

43

it did in benzene at that temperature. In view of these

44

relatively modest rate enhancements, we believe that the

transition state is only weakly polar.
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Table 1.7 Activation Parameters for Cyclobutanones and
Cyclobutanes

E
a

Compound Products kcal/mol log A Ref.

>;>=o 7~ 28.6 12.9 a

;R> N 49.0 15.3 b

<£E> H + 51.9 14.6 c
<&

2 | 62.5 15.6 a

(o]
H " <::] 48.6 14.2 &
- 0.7 les ot

8This work. bSrinivasan, R. J. Am. Chem. Soc. 1968, 90,

2752-2754. SSee ref. 38c. dCarr, R. W., Jr.; Walters, W. D.

J. Phys. Chem. 1963, 67, 1370-1372. Scocks, A. T.;

Egger, K. W. J. Chem. Soc., Perkin Trans. 2 1972, 2014-2018.

fSee ref. 42e.
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This conclusion seemingly contradicts the findings of

Egger1c and of Frey and Smith45

that charge-stabilizing
substituents on C3 of cyclobutanone markedly enhance the rate

of gas-phase thermal decomposition, indicating a polar transition
state. These results need not be contradictory, however, if we
accept that substitution of charge-stabilizing groups on C3

of cyclobutanone can induce polar character in the transition
state, and in doing so stabilize it. 1In the absence of such
substituents, the reaction proceeds through a relatively

nonpolar transition state.

In distinguishing between biradical and concerted
pathways, activation parameters can be very useful.46 Log A
is generally slightly lower for cyclobutanones than for the
corresponding cyclobutanes (Table 1.7), indicating more order
in the transition state for cyclobutanones relative to
cyclobutanes. This trend is especially pronounced in the
case of 11. The concerted transition state should have a
highly ordered, twisted structure to provide good overlap in
the allowed Ozs +-02a-process.42a This is consistent with a
low log A value. In contrast, a biradical path would appear
inconsistent with such a small log A value. Note that the
contribution to log A due to solvent reordering in the
transition state is expected to be small, given the weakly
polar nature of the reaction.

The activation energy is also inconsistent with a

two-step process for 1l1l. If we assume a biradical mechanism

for the cycloreversions of both 11 and 29, then we must
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account for the fact that the activation energy for 11 is 20
kcal/mol less than that for 29. The difference in intrinsic
bond dissociation energies can account for at most 5 kcal/mol

of this difference.47

It seems unlikely that the remaining
difference of 15 kcal/mol could be explained by differences
in strain energies between 11 and 29 or between their
respective transition states. In fact, we have carried out
MNDO calculations on both molecules and found the strain

48 50 We thus conclude that

energies to be nearly identical.
the much lower Ea for decomposition of 11 vs. 29 is due to
stabilization of the transition state for 11 by virtue of the

fact that it is a concerted process.

Photochemistry
The photochemistry of cyclic ketones has been widely

la,b,52

studied. As a consequence of their greater strain

L8, by that

energy, cyclobutanones exhibit photochemistry
differs markedly from their higher homologues. Structure 11
is a highly strained cyclobutanone, and its photochemistry is
similar in most respects to that of other cyclobutanones.
The observed differences may be explained in terms of the
higher strain energy, the higher energy of the nn* state and
geometric considerations.

Several processes are generally observed in cyclo-
butanone photochemistry, all of which are thought to be

initiated by a-cleavage to an acyl alkyl biradical.

Decarbonylation, fragmentation to ketene plus olefin, and
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ring expansion to oxacarbene are generally observed from
cyclobutanones, whereas intramolecular disproportionation
(ketene and enal) products are usually observed only in
larger ring ketones.la’b

Photolysis of 11 in cyclohexane-d12 with Vycor-filtered
light at room temperature (eq. 1.4) affords bicyclo[l.1.0]-
butane (34) in ca. 70% yield, along with a small amount
(1-2%) of cyclobutene (35). A characteristic allyl pattern
was observed in the lH NMR spectrum of the mixture and a
white solid was formed; these products have not been

identified, but they are likely to have been derived from the

ketene 31 (see below).

11—c;—y—>A+<>+R/\/ (1.4)
é-12

34 35

Examination of the photolysis results shows that
decarbonylation is by far the most important process for 1ll.
The yield of decarbonylation product (34) is much higher than
is normally observed for saturated cyclobutanones,la and the
yields of cycloreversion and ring expansion products are
correspondingly lower.

These observed relative yields can be rationalized in
terms of energetic and geometric considerations. First,
decarbonylation is generally more important for ketones that

are highly strained,53 and 11 is one of the most strained
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cyclobutanones that has been studied. Second, the n=

absorption of 11 is about 14 kcal/mol higher in energy than
for most ketones. This extra energy is comparable to the

estimated barrier to loss of CO from the first-formed acyl
alkyl biradical,54 in this case 36, and could thus greatly

accelerate this process.

O
36
In addition, a pathway expected to compete with
decarbonylation, B-cleavage to give cycloreversion product
31, may be disfavored by geometric considerations. In the
optimum geometry for cleavage of 1,4-biradicals, the radical

55

p orbitals are parallel to the breaking o bond, allowing

for high overlap in the transition state. However, the alkyl

radical p orbital in 36 is constrained by the four-membered

ring to remain nearly perpendicular to the breaking ¢ bond,

unless the ring becomes severely twisted. This effect should

serve to lower the relative yield of cycloreversion products.

That cycloreversion is occurring in 11 was suggested by

the allyl resonances in the product mixture. To confirm this

result, we carried out a photolysis of 11 in methanol-d4 in

the presence of sodium bicarbonate (eg. 1.5). This leads to
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D
" OCD3
11——V—->% + <> + F (1.5)
CDs0OD o

34 35 32
a mixture of 34 and 35 in yields comparable to the cyclohexane
experiment, and also to 32 (15%). The presence of 32 provides
strong evidence for the formation of 31. Sodium bicarbonate
is necessary to consume acidic products that are formed |
during the photolysis. 1In the absence of base, a substantial
amount of the dimethyl ketal 37 is formed, and the
bicyclobutane product (34) undergoes acid-catalyzed addition

56

of methanol. In the presence of bicarbonate, the formation

57

of 37 is completely inhibited, but small amounts of

bicyclobutane methanolysis products are still observed.

OCD3
OCDs3

37

A striking feature of the methanolic photolysis
experiment is the absence of 3—(methoxy-d3)-2—oxa—
bicyclo[2.1.1]hexane-3-d (38), which would be formed by
trapping of the oxacarbene 39 by the solvent (eg. 1.6). The
ring expansion of cyclic ketones to cyclic acetals is
relatively rare for five-membered and larger ring ketones but
is general for cyclobutanones.58 Moreover, the yield of

ring-expanded ketal is generally higher for ketones with more
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strain.58b The absence of ring expansion in the case of 11
may be rationalized by noting that the oxacarbene 39 should
be more strained than a typical cyclobutanone-derived

oxacarbene and that ring expansion must compete with an

especially favorable decarbonylation (see above).

0CDs

11 — 5 g - D (1.6)
o) (0]
38

39
Gas-phase photolysis of 11 at room temperature gives
mixtures of 34 and 1l,3-butadiene (40) in a ratio that depends
on pressure (eg. 1l.7). No allyl signal was observed in the
lH NMR spectrum, but a transparent film on the inside of the

tube was observed. This film probably arises from

polymerization of 31.

hy

11 —
gas phase

A + N £1l.'7)

34 40

The formation of 40 in the gas-phase photolysis, but
not in solution phase, suggests that this product derives

from vibrationally activated bicyclobutane. The formation of

59

40 has been observed from direct heating of 34 and also

from chemically activated 34 produced in the gas-phase

60

thermolysis of azoalkane 9. Thus, it is not surprising that
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40 is formed in photolysis of 11, and only in the gas phase,

where collisional deactivation is slow. A control photolysis
of 34 under the same conditions showed that 40 is not formed
from secondary photolysis. We cannot rule out an alternative
route to 40 involving secondary photochemical CO extrusion
from ketene 31 to give a carbene that can rearrange to 40,
although one would not anticipate significant pressure
dependence in this route.

Finally, we must consider the formation of cyclobutene
(35) as a very minor product in the photolysis of 11l. One
possibility is the formation of cyclobutane-1,3-diyl (8),
which undergoes mainly closure to 34, with a small fraction
undergoing a 1l,2-hydrogen shift to give 35. Cyclobutene was
not observed in the direct photolysis of azoalkane 9,4 which
also yields 34. Additionally, thermolysis of 9 in solution
produces biradical 8, but only ring closure to 34 ensues; no

3,60

cyclobutene is formed. This lack of a hydrogen shift in

8 has been rationalized as resulting from a stereoelectronic

effect.61

However, the high strain energy of 11 and the
large amount of energy absorbed (247 nm = 116 kcal/mol) lead
to a very large amount of excess vibrational energy in the
fragmentation products. The formation of 35 from 8 could be
the result of such chemical activation, although such
processes are quite rare in solution.

Alternatively, the acyl alkyl biradical 36 could

undergo intramolecular hydrogen abstraction to give

2-cyclobutenecarboxaldehyde (41), which then decarbonylates
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photochemically to give 35. Analogous enal products are

common from larger ring ketones,sza,b

but are very rare from

cyclobutanones,la presumably because the.hydrogen abstraction
involves a strained four-membered ring transition state.

Once again, however, the extra vibrational energy in 36 could
allow for a small yield of this product. Decarbonylation of

41 might be expected to proceed readily, in that cyclobutane

is a major product in the photolysis of cyclobutanecarbox-

aldehyde. 52

In 41, decarbonylation could be further favored
by the formation of a stabilized radical, 2-cyclobuten-1-yl,
and by the fact that decarbonylation of aldehydes generally

proceeds with higher efficiency under shorter wavelength

photolysis.63

O

41
A third possibility is the formation of butadiene (40),
which undergoes secondary photolysis to 35. This
possibility, however, was ruled out by a control photolysis
of 40 in cyclohexane-dlz. The conversion of 40 to 35 was
found much too inefficient to explain the formation of 35

from photolysis of 11.

Conclusion
Useful quantities of ketone 11 can be conveniently

prepared in only two steps from commercially available
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material. Because of its high strain energy, 11 is much more
thermally labile than typical cyclobutanones. The dominant
thermal pathway is a concerted, o2s + o2a cycloreversion to
allylketene (31), which then oligomerizes. The transition
state for this process contains little polar character.
Photolysis of 1l results mainly in decarbonylation to produce

bicyclobutane (34). A minor pathway is cycloreversion to 31,

but no ring expansion (oxacarbene) products are observed.
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Experimental Section

1

A. General Methods. H NMR spectra were recorded on a

Varian EM-390 spectrometer. Fourier transform NMR were

recorded using either a JEOL FX-90Q spectrometer (lH and 13C)

or a Bruker WM-500 spectrometer (lH). IR spectra were
recorded on a Beckman Model 4240 IR spectrophotometer. UV
spectra were recorded using a Beckman Model 25 spectro-
photometer. Mass spectra were obtained by the Midwest Center
for Mass Spectrometry at the University of Nebraska, Lincoln,
NE, or by the Caltech Analytical Facility. The PE spectrum
was recorded using anHe I UV spectrometer which was built at

64

Caltech and is described in the literature. Fluorescence

spectroscopy was performed using a fluorimeter, which has been

previously described.65

Analytical gas chromatography was
performed on a Hewlett-Packard 5840A chromatograph equipped
with a flame-ionization detector. Retention times are
reported for a 30 m x 0.329 mm DB-17 25—um film on fused
silica column with H2 carrier gas, linear velocity 42 cm/s,
and an oven-temperature program starting at 50 Oc for 2 min;

©c.

increasing at 10°/min until reaching and remaining at 200
Preparative gas chromatography was performed on a Varian
Aerograph Model 90-P chromatograph with a thermal
conductivity detector.

Microwave spectra were obtained with a modified

66

Hewlett-Packard 8460A MRR spectrometer. Stark effect

measurements were made by varying the ground-to-base voltage
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of the 33 kHz square wave modulation. OCS was used as the

calibrant.67

Spectra of 11 were obtained by opening a bulb
containing a degassed sample to the spectrometer and allowing
it to warm from 77 K until pressures of 15-30 mtorr were
established in the sample cell. The three 13C isotopic
species were studied in natural abundance. Although these
spectra were readily observed, some lines were partially
blended. These have been assigned larger experimental
errors. Because of the high density of weak lines in the
spectrum, it was not possible to assign transitions due to

18O in natural abundance. Therefore, the sample was enriched

18

by adding an excess of H2 O and allowing the oxygen to

18

exchange overnight. The resulting O spectrum was then of

strength comparable to that of the normal isotopic species.

B. Synthesis. 2-Phenylbicycloll.l.l]pentan-2-o0l (24).
The method of Padwa and co—workers8 was used, except that the
crude product was purified by flash chromatography68 on
70-230-mesh silica gel using a 3:1 mixture of pentane and
ethyl acetate, yielding 3.6 g of 24 from 10 g of 23
(Aldrich).

Bicyclo[l.1l.1]pentanone (11). A 1000-mL three-necked
round-bottomed flask was charged with 3.6 g (22.5 mmol) of 24
and 600 mL of dichloromethane and equipped with a magnetic
stirrer and a dry ice/acetone condenser with drying tube.

The flask was cooled with an ice bath, and ozone was bubbled

through the solution at about 0.8 mmol/minute by using a gas
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dispersion tube and paraffin film to close the opening around

the dispersion tube. The ice and dry ice were regularly
replenished, and the ozone flow was stopped after 6 h. The
mixture was allowed to stir overnight at room temperature and
was then filtered through a pad of silica gel. All but about
25 mL of the solvent was removed by careful atmospheric
distillation using a 12-cm vacuum-jacketed Vigreux column.
The solution was transferred to a 50-mL flask, and more
solvent was removed to leave about 10 mL of solution. The
product was then purified by azeotropic distillation as
follows. A 500-mL flask was installed as receiver and 10 mL
of pentane was added to the product solution via an addition
funnel. Approximately 10 mL of distillate was collected,
followed by addition of another 10 mL of pentane, and
distillation. This process was repeated 24 times or until
none of the product 11 remained in the residue, as determined
by capillary GC (tR 3.4 min). Dichloromethane (90 mL) was
added to the combined distillate, and the mixed solvent was
removed by distillation using the vacuum-jacketed column,
stopping when the distillation temperature rose from 30 °c to
32 °C. The solution was transferred to a smaller flask, and 1
volume of dichloromethane was added for every 3 volumes of
solution. Distillation was continued in this manner to
concentrate the product solution to about 3 mL. If any of
the distillates contained any of the product (by GC), then
they were concentrated as above. The resulting solutions

were further purified by preparative gas chromatography (25%
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DEGS on Chromosorb WAW-DMCS, 60/80 mesh, 5 ft x 3/8 in., 80

©°c, 60 mL/min He, t_ 14 min), using a glass coil with vacuum

R

stopcocks in dry ice/acetone to collect the product
(collection efficiency, 74%). (Once the coil contained some
of the product, better efficiency was obtained by using
liquid nitrogen.) The product (~70 mg, 4%) was then vacuum-
transferred from the collection coil in dry ice/CCl4 to a.
small bulb with a vacuum stopcock in liquid N2 for storage

; 1
(in freezer): H NMR (CDCl,) s 1.49 (s, Hendo)’ 1.80 (s,

13
Hexo)' 3.01 (s, Hbridgehead)’ C NMR (CDC13) § 35.61 (C4,
1

1 -
Jen 1’ JCH = ~173 Hz), 188.64 (C2) (for

comparison, 29;l6 lJC(l)—H = 164 Hz, lJC(2)-H = 144 Hz); IR
1l

) 3030, 3002, 2900, 1810, 1791, 1758, 1185 cm ~; UV

3

) = 152 Hz), 55.10 (C

(CDCl3

(n-pentane) Am 247 nm (e 14); mass spectrum (EI), m/e

ax
(relative intensity) 82 (100), 54.8 (29), 54 (41), 53 (42),

39 (48), 28 (85); exact mass calcd for C.H_O 82.04186, found

576

82.04194.

Ozonolysis of l1-Phenylcyclohexanol (25).
1-Phenylcyclohexanol (100 mg, 0.57 mmol, Alfred Bader
Chemicals) was dissolved in 50 mL of dichloromethane in a
100-mL round-bottomed flask. The solution was cooled in an
ice bath,and ozone (+»0.8 mmol/min) was bubbled through the
solution. After 2.5 h, the ozone flow was stopped and the
solution allowed to warm. Cyclohexanone was identified as
the major product by lH NMR, TLC, and GC; yield 67% (by GC).

RuO, Oxidation of 24. Oxidation of 130 mg (0.81 mmol)

4
of 24 was performed by using the ternary solvent (CC14/CH3CN/-
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H.O0) method of Sharpless et Al Starting material was gone

2
after ~1 day, although 11 was not detected by TLC. The reaction

was worked up after 3 days, yielding V2% of 11 (by GC). The

product mixture (in CHZCl ) was separated into acidic and

2
neutral fractions by extraction with agueous NaOH. The

1

acidic fraction was found by "H NMR to consist of benzoic

acid and a material to which we tentatively assigned the

structure of cyclobutanecarboxylic acid, in a ratio of about

1:1. The neutral fraction was analyzed by lH NMR and GC and

found to contain a 1l:1 ratio of 23 (t_. 13.4 min) and 3-oxo-

R

cyclobutyl phenyl ketone (26, tR 16.5 min). A small amount

of 23 was present in the starting material as an impurity,
though probably not enough to account for the 23 observed in
the product mixture. Further purification of 26 by flash

chromatography (pentane/ethyl acetate, 4:1) gave a pale

1y nMr (CDC1;) § 3.4 (m, 4H), 4.0 (p, 1H), 7.5

(m, 3H), 8.0 (dd, 2H); IR (CDCl

yellow oil:
3) 3060, 2910, 1792, 1725,
1682, 1580, 1450, 1348, 1225, 1100 cm T; mass spectrum (EI),
m/e (relative intensity) 174 (2), 146 (25), 113 (12), 111
(25), 105 (100), 77 (48), 51 (32).

Reduction of 11 to Bicycloll.l.llpentan-2-o0l (27). A
solution of 2.5 mg (0.030 mmol) of 11 in 2 mL of pentane
(from azeotropic distillation) was placed in a 25-mL
round-bottomed flask with 10 mL of methanol and stirred at
0 “¢. A 2.2-mg (0.058 mmol) sample of sodium borohydride
(Aldrich) was added. After 20 min, 8 uL of 3N hydrochloric

acid was added. All but 1 mL of the solvent was removed by
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distillation and 10 mL ether was added to the concentrate.
The ether solution was washed with water, saturated sodium
chloride, again with water, and then dried over sodium
sulfate for 1 h. The solution was filtered and the filtrate
concentrated to 2 mL by distillation. The concentrate was
purified by preparative gas chromatography under the same
conditions as for 11, except that a flow rate of 150 mL/min
was used; 27 had a retention time of 20 min. We obtained 0.6

mg (0.007 mmol, 23% yield) of 27, which exhibited an 'H NMR

spectrum identical with the literature spectrum.12
l-Diazo-4-penten-2-one (33). The method of Smith and

co-workers69 was followed, except that the product was

purified by flash chromatography by using pentane/ether

1

(2z1)2 H NMR (C,D.) 6 2.6 (d, 2H), 4.1 (s, 1H), 4.8 (m,

66
2H), 5.7 (m, 1lH).

C. Thermal Decomposition Studies. All solution-phase
thermolyses were performed with samples in degassed (five
freeze-pump-thaw cycles) 5-mm NMR tubes. A well-insulated
silicone o0il bath with a Bayley Model 253 proportional
temperature controller was used. The temperature was
monitored accurately by using an iron-constantan thermocouple
connected to a digital voltmeter.

Decomposition of 11. (a) Kinetics. A stock solution
of 24 mg of 11 in 10 mL of benzene-d6 was prepared and
divided into several tubes. The decomposition kinetics were

studied in the temperature range between 80 and 122 ©c and
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the reaction progress was monitored by 90-MH:z lH NMR spectros- -
copy, using several integrations over the signals at 0.8
(H

) and 1.2 ppm (He o) and the benzene peak as reference.

endo X

The signal from the bridgehead hydrogens (2.4 ppm) was not
used due to interference from products. The reaction was
followed through 2 to 2.5 half-lives at each temperature.

The rate data were analyzed by using a linear least-squares
method, which incorporates error analysis.70 All rate plots
gave correlation coefficients higher than 0.996, and the
Arrhenius and Eyring plots had correlations of 0.9999. Two
experiments using samples made from different stock solutions
(different concentrations) were included, since no decrease
in correlation resulted from this inclusion. Errors
represent two standard deviations. Rate constant x 105 s-1
(T, °C): 1.52+0.06 (79.89+0.12), 3.11+0.09 (86.054+0.05),
4.8240.27 (89.66+0.10), 6.07+0.2 (92.37+0.03), 11.7+0.8
(98.18+0.03), 21.3+1.0 (104.47+0.04), 40.9+2.2 (110.90+0.08),
122+4 (122.34+40.16). Ea = 28.57+0.28 kcal/mol, log A =

12.87+0.16, AH* *

= 27.82+0.28 kcal/mol, AS" = -2.09+0.76 eu.
In order to rule out the possibility of acid catalysis
in the thermolysis experiments, the disappearance rate at

100.47+0.08 ©c was measured for a sample of 11 in C.D. with

66
0.2 equiv. of 2,6-lutidine. The measured rate, (15.6+2.1) x
s-l, is within experimental error of the expected rate

of 14.4 x 10> s71.

The rate of thermal decomposition was also measured for

3 mg of 11 in acetonitrile-d3 at 100.5040.04 Oc. The rate
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plot gave a correlation coefficient of 0.9995 and a rate

constant of (26.0+0.8) x 1072 s™1. The rate constant

expected for thermolysis of 11 in benzene-—d6 at this expected

for thermolysis of 11 in benzene-d6 at this temperature is
14.4 x 107° s71, giving a solvent rate enhancement of 1.8

times for CD3CN relative to C6D6'

The decomposition rate was also measured for 4 mg of 11

in methanol-d4 with 10 mg of NaHCO3 at 99.98+0.08 %c. The

measured rate was (106+7) x 1072 71 with a correlation

coefficient of 0.9994. The expected rate at this temperature
with bBenzene as solvent is 13.7 x 10™° & 1. The rate

enhancement is thus 7.7 times for methanol relative to

benzene.
(b) Products. (i) Thermolysis of 11 in C6D6: lH NMR
(integration relative to initial starting material) 2.1 (m,

13

3.3H), 4.9 (m, 1.8H), 5.5 (m, 0.9H); C NMR § 28, 116, 136;

GC tR' min (relative area, GC-MS M+ if found) 7.4 (16), 10.2
(13), 11.0 (36), 16.8 (35, 246 amu) 22.1 (trace, 328 amu).
Trace amounts of several longer tR components were also
detected. The GC yields are given for the 98 °c experiment;

the others varied by up to 5%. (ii) Thermolysis of 11 in

CD,CN: 1y NMR § 2.4 (m, 3.1H), 3.6 (s, 0.2H), 5.0 (m, 1.8H),

5.8 (m, 0.9H); GC tR' min (relative area) 3.4 (3), 3.5 (41),

7.4 (4), 10.2 (28), 11.0 (24). (iii) Thermolysis of 11 in

CD.,OD (methyl-d ly NMR 6 2.3 (m,

3 3
2H), 2.4 (m, 1H), 4.98 (4, 1H), 5.05 (4, 1H), 5.8 (m, 1lH); t

4-pentanoate-2-d4 (32)).

R
3.5 min, yield 88.5%. An authentic sample of methyl-d3
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4-pentencate was made by mildly heating . 4-pentenoic acid in
CD3OD with 1 drop DC1l in D20 for several hours. The
authentic sample had tr and NMR spectral characteristics
identical with the photolysis product, except for the
expected differences in integration and coupling constants
due to protium substitution. No evidence for divinyl ketone,
a possible side product, could be seen by NMR, and there was
no evidence for oligomers of any sort by GC. (iv) Gas-phase
thermolysis of 11: 1.3 mg (0.016 mmol) of 11 was thermolyzed
at 100 °Cc in a 2-L bulb (~0.2 torr) for 4 h. Benzene-d6 (0.5
mL) was vacuum-transferred into the bulb and the solution
pipetted into an NMR tube. By GC, 41% of the starting
material was left, giving an approximate rate constant of
6x107° s™%; u NMR § 1.9 (m, v1H), 2.7 (m, ~2H), 4.9 (m, 2H),
5.7 (m, ~1H); GC tR' min (relative area) 7.4 (16), 10.2 (81),
11.0 (3).

Decomposition of 33. (a) Photolysis. Diazoketone 33
(0.8 mg) in 0.5 mL benzene—d6 in an NMR tube was photolyzed

1

under N, for 2.5 h by using Pyrex-filtered light: H NMR §

2
2.2 (m, ~3H), 4.9 (m, .2H), 5.5 (m, v1H); GC tR' min

(relative area) 4.5 (16), 6.6 (14), 10.2 (25), 11.0 (35),
14.2 (10). The components with tR 10.2 and 11.0 coeluted on
both DB-5 and DB-17 capillary columns with the corresponding
components in a sample from thermolysis of 1l.

(b) Thermolysis. Diazoketone 33 (1.5 mg) in benzene-d6

1

was thermolyzed at 119.3 °c for 2 h: H NMR 6§ 2.0 (m, 0.5H),

2.2 (m, 0.5H), 2.6 (m, 0.9H), 4.6 (s, 0.3H), 4.9 (m, 2.6H),
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5.5 (m, 1.3H); GC tR, min (relative area) 6.6 (2), 6.8 (4),
8.5 (8), 10.9 (86). It seems likely that the major product

arises from cycloaddition of 31 and 33.7l

D. MNDO Calculations. The geometry of 11 was
completely optimized (retaining C2v symmetry) giving the

10:31

geometry shown in Table 1.4; AHf = 31.93 kcal/mol, IP

eV. The geometry of 29 was optimized (retaining D3h

o o
symmetry), giving C-C = 1.573 A, Cl—H =1.083 A, C2-H = 1.101

2-C3 = 74,1°, /H-C-H = 107.60; AHf = 58.27 kcal/mol,

IP = 11.67 eV.

E. Photolysis. All photolyses were carried out on
degassed (5 cycles) samples in quartz ESR tubes, using a
Hanovia 450-W medium pressure mercury arc lamp with a Vycor
7910 filter sleeve (Ace Glass).

Photolysis of 11 in Cyclohexane—dlz. Photolysis of 9
12 at room temperature for 8 h gave
a product mixture (90% conversion), which was analyzed by lH

mg of 11 in 0.5 mL of CGD

NMR and GC. Bicyclo[l.1.0] butane (34) and cyclobutene (35)

were observed and were identical with authentic samples in

both 1H NMR and tR (both 1.2 min; 2.42 and 2.34 min,

respectively, at 30 OC, linear velocity = 22 cm/s); yield of

34 70%; 35 1-2% (by NMR, GC). Remainder: 1

H NMR 6 2.3 (min,
~1H), 5.0 (m, ~0.4H), 5.7 (m, ~0.2H); GC tR' min (relative
area) 2.5 (5), 9.1 (1), 12.8 (2). A white precipitate was

also observed.
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Photolysis of 11 in Methanol-d4. Photolysis of 12 mg

of 11 in 0.5 mL of CD3OD with A5 mg of N'a\HCO3 at room
temperature produced a mixture which was analyzed by lH NMR
and GC. Bicycloll.l.0lbutane (34): yield (by NMR) 79% (1 h
photolysis), 65% (3 h), 61% (5 h). Cyclobutene (35): yield

~2% (5 h). Methyl-d3 4-pentencate-2-d (32) (see Section C):

X

yield 16% (5 h). Cyclobutyl-d methyl-d., ether (42): H NMR

3
s 1.5 (my ~1H), 1.7 (m, ~0.3H), 1.85 (g, ~1.8H), 2.2 (m,
~2H), 3.85 (p, 1lH); yield ~6% (5 h). Cyclopropylcarbinyl-d

1

methyl-d, ether (43): HNMR § 0.2 (m, 1.2H), 0.5 (4, 1.9H),

3
1.0 (sextet, 1H), 3.2 (d, 2H); yield 6% (5 h). Retention
times for 42 and 43 are 1.8 and 1.9 min, but the elution order
was not determined. 1In the absence of NaHCO3, no 34 was
observed, and instead 42 and 43 were each obtained in 44%
yield. In this case, the observed product distribution of
42-43 is identical with that reported by Wiberg and

Szeimies56

for the hydrolysis of bicyclobutane to the
corresonding alcohols of 42-43. The observed labeling

patterns are also nearly identical.

D OCD3
OCDs3 D

42 43
l,l—Di(methoxy-d3)bicyclo[l.l.l]pentane (37) was formed

in up to 43% yield from photolysis'without NaHCO, at slightly

3

below room temperature and was the sole observed product from
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photolysis at 35-40 °c. lH NMR 5 1.4 (s, 2H), 2.0 (s, 2H),

2.8 (s, 2H); ts 3.7 min.

Control Photolysis of 40. 1,3-Butadiene (v1 mg) in
cyclohexane-d12 was photolyzed through Vycor for 8.5 h at
room temperature. lH NMR and GC analysis showed that the
yield of cyclobutene was less than 20% and that most of the
starting material was unchanged.

Gas-Phase Photolysis of 11. Photolysis of 1-3 mg of 11
in an evacuated EPR tube with vacuum stopcock for durations
up to 54 h at room temperature, followed by vacuum transfer
of benzene-d6 into the tube, produced bicyclo [1.1.0] butane
and 1,3-butadiene as products in a ratio that wvaried from
experiment to experiment, with increasing pressure producing
greater gquantities of bicyclobutane. A colorless film was
also formed on the sides of the tube (detected by filling the
empty tube with 5% HF). Photolysis without the Vycor filter
increased the rate, and the film on the sides of the tube was
yellow instead of colorless.

Control Photolysis of 34. Bicycloll.l1.0]lbutane (v6 mg)
was photolyzed in the gas phase for 48 h at room temperature.
Benzene-d, was vacuum-transferred into the tube and the

6
solution pipetted into an NMR tube. Only 34 was observed.

F. EPR Experiments. All samples were prepared and
degassed (5 cycles) in 4- or 5-mm o.d. quartz EPR tubes

equipped with high vacuum stopcocks. 2-Methyltetrahydrofuran
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(MTHF), cyclohexane, and perfluorokerosene were used as
solvents.

A Varian E-line Century Series X-band spectrometer and
an Oxford Instruments ESR-900 continuous liquid-helium flow
cryostat were used. The samples were photolyzed in the
cavity by using an Oriel 1000-W mercury-xenon lamp, operated
near 950 W. The light was filtered with water in a quartz
vessel and focussed with a quartz lens.

The cavity temperature was measured using a calibrated
Lakeshore Cryotonics carbon-glass thermister fitted inside a
sample tube. The experiments were run at 4 K. The MTHF and
cyclohexane samples exhibited large doublet signals upon
photolysis, but no signal that could be attributed to a

triplet biradical was observed.
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CHAPTER 2

THEORETICAL CALCULATIONS OF CYCLOBUTANEDIYLS
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Theoretical studies have played a tremendously
important role throughout the development of the field of

1 While it is not the case that calculations have

biradicals.
led the way, requiring experiments only for verification,
neither is it true that theory has been useful only when the
proper experiment is too difficult. Rather, a healthy
synergism has existed between theory and experiment.
Calculations have guided experimentalists in the choice of
interesting systems and in the interpretation of results. At
the same time, the theoretical methods have continually
improved as data for calibration and comparison have become

available. With this view, we undertook an in-depth

theoretical study of cyclobutanediyl (8) to complement

A

8 34 12

our experimental work.

Our goals in this work were twofold. First, we wished
to investigate the effects of geometry optimization and
substituents on the S-T gap of 8. Second, we planned to
theoretically probe the closure reaction to bicyclo(l1.1.0]-
butane (34). The majority of our calculations involved the
parent biradical, though a single-point computation of
dimethylcyclobutanediyl (12) was also done. Unfortunately,
molecular size and special problems that arise in the

calculation of conjugated radicals2 made high-gquality
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calculations of vinyl-substituted cyclobutanediyls

impractical.

Computational Methods
Several basis sets have been employed. Unless

otherwise stated, the double-zeta Dunning (3s,2p) |

contraction3 of Huzinaga's (9s,5p) basis set4 was used for

carbon, along with a similar contraction of Huzinaga's

(4s/2s) hydrogen basis set with a scaling factor of 1.2.

5

and STO—3G.6

Other basis sets that were used include 4-31G
In general, restricted Hartree-Fock (RHF) wave
functions were used for triplet biradicals, while singlets

were calculated by using the Multiconfiguration
Self-Consistent Field (MCSCF) procedure. The MCSCF method
yields a two-configuration wave function that serves to
correlate the singlet radical electrons to a degree

la

consistent with the RHF triplet. The RHF-MCSCF combination

has been shown to give S-T gaps that are essentially the

same as those obtained from much higher levels of theory.7

The MCSCF method is equivalent to a Generalized Valence Bond
(GVB) calculation.8 This method, using one GVB-orbital pair
with two electrons, is denoted GVB(1/2).

Ab initio calculations were normally done with the

MQOM:GVB2P5 program.9 Gaussian-80 UCSFlO

cases to verify results. MQM:UHFll was used for unrestricted

was used in some

Hartree-Fock (UHF). Gradient optimization was accomplished

using programs from the MQM library.
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Cyclobutane-1,3-diyl (8)

Preliminary calculations for cyclobutane-1,3-diyl (8)
had been done by Goldberg and Dougherty.7 Using RHF for the
triplet and MCSCF for the singlet, they obtained an S-T gap
of 1.7 kcal/mol. (A positive S-T gap indicates a triplet
ground state.) This result was taken as strong support that
the ground state is indeed the triplet, since the known
triplet cyclopentane-1,3-diyl (4) had a smaller calculated
gap of 0.9 kcal/mol.7'12

Our goals for extending this work were first to obtain
an optimized geometry for 8, making sure that the question of
ground spin state did not change. We then wished to explore
the potential surface near the biradical. 1In particular, we
wished to probe the closure pathway to bicyclo[l.1.0]butane
(34). We hoped to determine the existence of a barrier to
closure on the singlet surface and also the location of the
singiet-triplet crossing points.

Geometry optimization of triplet 8 was achieved by usinga
gradient method starting with the same model geometry used by

7

Goldberg and Dougherty. The starting guess structure was

almost entirely defined by the geometry of 1,3-dimethylene-

cyclobutane (44), which had been partially optimized using

13

the STO-3G basis set by Hemmersbach, et al. The only

remaining parameter was the Cl-H bond length, which was

obtained from a 4-31G-optimized geometry of an appropriate

14

conformation of 2-propyl (45). Repetition of the earlier
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calculation was successful, giving an S-T gap of 1.67

kcal/mol.

44

The geometry optimization results for triplet 8 are
shown in Table 2.1. All geometric parameters were optimized,
and D2h symmetry was imposed as a constraint. Only three
iterations were performed, and the geometry after the second
iteration was taken as optimized, since the energy increased
on the last iteration. Despite the low number of iterations,
the geometry is considered to be reasonably well optimized,
since the structural changes in the second iteration were
small. The initial geometry itself was quite good, as
demonstrated by the small geometric changes in the
optimization and the small energy lowéring of 0.3 kcal/mol.
The S-T gap increased slightly to 1.74 kcal/mol.

Although our results were unambiguous in assigning the
triplet as the ground state of 8, Tanaka reported
calculations in 198415 that gave the opposite result.
Unfortunately, the exact methods used in his calculations are
unclear, but he optimized both singlet and triplet biradicals
at the STO-3G level and calculated energies uéing 4-31G. The
UHF method was apparently used both in optimization and

energy evaluation. Tanaka reported an S-T gap of -0.4



76

Table 2.1 Geometry Optimization of Triplet 8:
Geometries and Energies?@

Geometry 1 2 3

%{C1) 1.060 1.048 1.049

Roycm 1.538 1.528 1.531

/c2-cl-c4 92.90 93.41 93.49

Ro1-H1 1.0€0 1.078 1.065

Roo_y3 1.092 1.086 1.085

61 180,00 180.00 180.00

82(63) 125.60 126.20 126.20

Energy (3B3u) -154.7822789 -154.7827713 -154.7828277

Energy (lAg) -154.7796083 -154.7800491

S-T 1.67 kcal/mol 1.74 kcal/
mol

>~ g g 2 . ; ;
Cistances are in 3a; angles are in degrees; energies are in

hartrees,
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kcal/mol and attributed the different result to the fact that
both spin states were optimized in his calculation.

In an attempt to resolve this conflict, we performed
several calculations using Tanaka's optimized geometries15
and basis set (4-31G). We also repeated some of the
calculations using Gaussian-80 UCSF in order to verify that
there was no error in our program. Our results are
summarized in Table 2.2. As we expected, our original S-T
gap of 1.7 kcal/mol is insensitive to changes in basis set,
program, and the small geometrical changes required by
Tanaka's geometries.

We also performed several UHF calculations for
comparison to Tanaka's results. UHF has two major
disadvantages in calculations of this sort. First, UHF wave
functions do not correspond to pure spin states.16 Second,
the wave functions consist of single-electron orbitals with
fixed spin, so the converged wave function and its energy

17 This makes

depend on the initial assignment of spins.
reproduction of published results difficult. We used three
initial configurations, and all three yielded a triplet
ground state with the singlet 2.49 kcal/mol higher in
energy.18

Subsequent to these results, Tanaka claimed that he
still obtained a singlet ground state, by 1.3 kcal/mol, when

19

he used the RHF-MCSCF method. Comparison of total energies

revealed that we agreed precisely on the singlet, but our
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Table 2.2 Cyclobutane-1,3-diyl Energies

Model Optimized Tanaka's Tanaka's
Geometry Triplet Triplet Singlet
Dunning-Huzinaga
Triplet -154.78228% -154.78283% -154.78253%
Singlet -154.77961 -154.78005 =154.77964
S-T Gap 1.67 1.74 1.81
4-31G
Triplet ~154.59950% -154.59947"
Singlet -154.59667 -=154.59673
S-T Gap 1aT7 1.72
{T) (S)
|
S-T Gap 1.74

aMQM: GVB2P5 bGaussian—80 “Both Programs
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calculations gave a triplet energy 3.0 kcal/mol lower. The
fact that our result was reproduced on two separate programs
and that it constitutes the lower energy wave function
indicates that the error must lie in Tanaka's calculation.
Having established the ground state of the planar
biradical, we next wished to investigate the potential
surface on the closure coordinate to 34. We chose the method

of linear synchronous transit (LST)20

to obtain geometric
parameters for the intermediate structures. In the LST
method, the structures of the reaction coordinate endpoints
are first defined by a common set of geometric parameters.
Intermediate structures are then obtained by linear
interpolation of all parameters. This procedure requires the
assumption that the chosen parameters all vary smoothly and
simultaneously, which may not be true. However, in the
absence of reaction-coordinate data, the LST method is one of
the simplest ways to obtain the intermediate structures.

An experimental structure for bicyclobutane (34), ob-
tained from microwave data and shown in Table 2.3, was used.
RHF calculations for the same geometry and basis set had

been reported by Eisenstein and Hirschfeld.21

Subtracting the
correlation energy gained through the MCSCF procedure in our
calculation gives a total energy which differs by only 1.1
mhartrees (0.7 kcal/mol) from that reported by Eisenstein.

The geometry specifications for 8 and 34 are shown in

Figure 2.1. Application of the LST method gives geometries

for five intermediate structures, which are tabulated with
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Figure 2.1. Geometric parameters and coordinate systems

for a) 8 and b) 34.
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the endpoints in Table 2.3. The reaction coordinate is sym-
bolized by the parameter k, which represents the fraction of
the path traveled from 8 to 34. The intermediate structures
are spaced more closely in the region of interest near 8.

Both singlets (MCSCF) and triplets (RHF) were
calculated for each point, and smooth fits to the resulting
energies are shown in Figure 2.2. A barrier of 6.9 kcal/mol
was found on the singlet surface, located at an approximate k
of 0.375. The triplet surface rises evenly toward the
bicyclobutane geometry, crossing the singlet surface before
the closure barrier.

The singlet surface was further refined by adding
electron correlation in the form of restricted configuration
interaction (RCI), in which all single and double excitations
were allowed from the radical orbitals. The resulting
energies are listed in Table 2.4 and compared graphically
with the uncorrelated singlet surface in Figure 2.3. The
energetic stabilization provided by the RCI is negligible in
8 but increases smoothly along the reaction coordinate,
amounting to 2 kcal/mol for 34. This trend is expected,
since correlation is needed more in structures that have
larger overlap. The addition of electron correlation reduced
the singlet closure barrier to 6.6 kcal/mol.

We must point out that our result of 6.6 kcal/mol
represents an upper limit to the closure barrier, since the
geometry for 8 was optimized (albeit for the triplet), while

the intermediate geometries were obtained through the LST
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Potential Energy

HF

MCSCF

<<:> Reaction Coordinate ‘4125\

Figure 2.2. Triplet (HF) and singlet (MCSCF) surfaces for

the LST closure of 8 to 34.
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Closure Pathway Energies

Singlet, lAl Singlet, lAl Triplet, 3Bl
k CI GVB(1/2) HF

0.0 -154.7802565 -154.7800491 -154.7828277
6.125 -154.7775123 -154.7772536 -154.7791509
025 -154.7718585 -154.7714389 -154.7683575
0.375 -154.7697836 -154.7690252 -154.7511019
0.5 -154.7766022 -154.7753691 -154.7274702
0.75 -154.8070212 -154.8052783 -154.6584312
L0 -154.8201385 -154.8182952 -154.5609707
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RCI

Cd

MCSCF

&

Reaction Coordinate

A

Figure 2.3. Comparison of the singlet MCSCF and RCI

closure surfaces.
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approximation. Calculation of the "true" barrier at this
level of theory would require optimization of the
intermediate geometries, holding one parameter, such as the
Cl—C3 distance, fixed.

The upper bound of 6.6 kcal/mol is reasonable in
comparison with previous calculations for trimethylene (7).
Several theoretical investigations have found that 7 has
essentially no barrier in its closure to cyclopropane. For
either 7 or 8, the existence of a barrier on the singlet
surface may be thought to depend on a competition between
build-up of strain energy and bonding character in the early
stages of closure. As shown in Figure 2.4, the increase in
strain energy is about 9 kcal/mol higher in the closure of 8,
so it might be expected to have a higher barrier.

Shortly after our calculations were completed, a very
similar, though more extensive, study was reported by Gassman

and coworkers.23

Crystallographic data for several
bicyclobutane derivatives led Gassman to investigate
theoretically the inversion pathway for the parent, 34.
Using GVB(1/2) calculations under the PRDDO approximation
with a minimum basis set, he calculated an LST pathway with
optimized structures for 8 (D2h) and 34 as endpoints. These
results are very similar to ours, showing a barrier of 7.5
kcal/mol located at k = 0.41.

Gassman extended these calculations23

by optimizing the
intermediate geometries, holding the interflap angle (¢)

constant. The result was a pathway that deviated markedly
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AS.E.=27.6
PN /\
® ® AH = -642

SE.=0 SE.=27.6

ASE.=37.2 ,:

: AH < -40.6

8 34
S.E.=29.8 ~ SE.=67.0

Figure 2.4. Comparison of strain energy increases upon
closure of 7 and 8. See Lowry, T. H.; Richardson, K. S.
"Mechanism and Theory in Organic Chemistry"; Harper & Row:
New York, 1981; p 150-151. (The strain energy of 8 was
assumed equivalent to that of cyclobutene.) See also

Reference 26.
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from the LST path, most notably in the motions of the

hydrogens on C, and C,. In fact, the optimum position of

1 3
these hydrogens in 8 was found to be 32.8° out of the plane

of the ring, reducing the D symmetry to sz. The optimized

2h
singlet surface thus obtained has a barrier of 0.8 kcal/mol

located at k = 0.10. Another very important result was that
the C2V structure for 8 was found to be 4.0 kcal/mol lower in

energy than the D form. Depending on the behavior of the

2h
triplet surface, this finding implies that S-T crossing

points may lie very close to the D structure.

2h
In order to verify these results and extend them to the

triplet surface, we performed calculations for 8 using two
further geometries, both with the hydrogens on Cl and C3 out

of the ring plane by 32.80, the optimum angle determined by

Gassman et al.23 The first haa Cov symmetry, corresponding to

a syn deformation, and the second had CZh symmetry,

corresponding to an anti deformation. Both structures were

otherwise identical to our optimized planar triplet.

23

Our results agreed with Gassman's in that the C

2v
singlet is more stable than the D2h form, but we found the
stabilization worth only 0.52 kcal/mol, a factor of eight
smaller. The triplet energy at the C2V geometry was found to
be 0.68 kcal/mol higher than the D2h form, giving an S-T gap

of 0.54 kcal/mol for the sz structure. The C deformation

2h
has a similar effect, reducing the S-T gap to 0.88 kcal/mol.
These results are summarized in Table 2.5 and displayed

graphically in Figure 2.5.
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Table 2.5 Calculated Total Energies for 8.

2h 2v 2h

Triplet (HF) -154.782828 -154.781749 -154.782155

Singlet (MCSCF) >-154.780049 -154.780880 -154.780749
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H

1.74 kcal/mol

H
1.22 \ 1.30
S

0.68

0.42
T )
0.0 //////////////

C2v

Djn Con

Figure 2.5. Singlet and triplet energy comparison of three
geometries of 8, differing only in the position of the

o-hydrogens.
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The singlet and triplet closure surfaces of 8 have also
been studied by Pranata and Dougherty using MNDO.24 An S-T
gap of 1.4 kcal/mol was found for the D,y biradical. All
intermediate geometries were optimized,and a singlet barrier
of 8 kcal/mol was found at k = 0.69. MNDO is known to

25 so this result is not

stabilize radical-type intermediates,
surprising. In general, MNDO is relatively inaccurate for
small-ring compounds, and this is vividly demonstrated by its

result that the closure of 8 to 34 is endothermic by 4.5

kcal/mol. Experimental evidence suggests that the reaction

is exothermic by at least 40.6 kcal/mol.26

Gassman's PRDDO calculations23

and our ab initio
calculations also underestimate the exothermicity of the
closure reaction, giving 23.2 and 25.0 kcal/mol,
respectively. This discrepancy may be attributed to a need
for polarization functions for proper calculation of 34, as
suggested by Eisenstein and Hirschfeld.21

In way of summary, the various singlet surfaces (our

23 23

LST-RCI, Gassman's LST, Gassman's optimized, and Pranata

and Dougherty's MNDO surface524) are compared in Figure 2.6.

1,3-Dimethylcyclobutane-1,3-diyl (12)

Having observed a tremendous experimental difference in
stability between the parent and dimethyl cyclobutanediyls
(the latter has been observed by EPR; the former has not
been observed to date), we wished to determine whether any

difference would be predicted theoretically. Since only a
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Gassman's LST
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3.90 B.1H B.ZR B.38 943 G.50 G.s0 BLTEe guan auvn 1.0 1,10
sxcticon coodinate

Figure 2.6. Comparison of various singlet closure surfaces

for 8. The energies were normalized to 8.
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small difference was expected.as a result of methyl substi-
tution, calculation of 12 could be considered as a contrcl.

A C2V geometry for 12 was used, that in which one C-H
bond of each methyl group resides in the plane of the carbons
(see Figure 2.7). The geometrical parameters for the ring
were taken from the optimized triplet geometry of 8, and the
methyl geometry was taken from an STO-3G optimization of
t-butyl radical.29 Using our standard method, we obtained an
S-T gap of 1.47 kcal/mol. (Total energies are given in
Figure 2.7.) This result corresponds to a 16% reduction in
the S-T gap compared to 8, confirming the expected

similarity.
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c2v

Triplet: -232.837248
Singlet: -232.834909

S-T gap: 1.47 kcal/mol

Figure 2.7. Geometry and results of a calculation on 12.
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CHAPTER 3

SYNTHESIS AND EPR SPECTROSCOPY OF CYCLOBUTANEDIYLS
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In the 20 years since Dowd's report on the EPR spectrum
of triplet trimethylenemethane (l),l a wide variety of
biradicals and related structures have been directly observed
by matrix-isolation EPR spectroscopy.2 The overwhelming
majority of such studies have involved non-Kekule molecules

(delocalized biradicals).3

These are fully conjugated 7
systems for which one cannot write a classical Kekule
structure with all the electrons paired into bonds. Examples

1,4

include (1), tetramethyleneethane (2),5 m-guinodimethane

(3),3b and derivatives of all three. The non-Kekule nature
and the spin preferences of such structures are set by the
topologies of the systems.6

In contrast, direct spectroscopic studies of localized
hydrocarbon biradicals are rare.7 Localized biradicals
contain two well-defined radical substructures that are not
in conjugation with one another in a classical ™ sense. Note
that the radical units themselves can be classically
delocalized, such as allyl or benzyl. .Localized biradicals
are fundamentally different from non-Kekule or delocalized
biradicals, in that there are no simple topological rules for
predicting spin state, etc. Rather, features such as ring
strain, steric effects and second-order electronic effects
(e.g., through-bond coupling) are dominant.8

| In 1984, Jain, Snyder and Dougherty reported the EPR

spectrum of the localized hydrocarbon triplet biradical

7b

1,3-dimethylcyclobutane-1,3-diyl (12). Almost ten years

earlier, Buchwalter and Closs had reported the EPR detection
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> O

12 , 4
7a

of triplet cyclopentane;l,B-diyl(4); This classic study
was the first, and until the detection of 12, the only effort
of its kind. At the time, the observation of 4 appeared to
signal a turning point in the study of localized biradicals.
For the first time, one would be able ‘to directly probe their
spectroscopy and reactivity. The many questions concerning
the effects of substituents on singlet-triplet preferences

and reactivity could be addressed directly. However, the
cyclopentanediyl framework proved to be quite sensitive.

Minor perturbations led to weak EPR signals or no signals at

all.7a

Thus, a systematic study of the role of substituents
on localized biradical spectroscopy and reactivity was not
possible.

We now report that the cyclobutanediyl framework is

much more robust.9 A variety of biradicals 46 have been

prepared, all of which give intense, interpretable EPR

44,/A\\ By B, Previous label
RO e o ca, 12
-CD, By CDy
-Et C2H5 C2H5 19
46 -Pr n-C,H, n-C,H,
-EV C,Hg CH=CH, 20
-Vin CH=CH, CH=CH, 21
© <Vin-ds  cD=CD, CD=CD,

-Ph CeHs CeHs
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spectra. Trends in the EPR zero-field splitting (zfs)
parameter D have provided insights into the spin distribution
of the various cyclobutanediyls. In addition, we have
observed interpretable hyperfine couplings (hfc) to the
hydrogens of the ring CH2 groups, which provide further
information on the electronic structures of these biradicals.
The thermal decay reactions and kinetics of the
cyclobutanediyls are described in Chapter 4. The work
described herein mainly concerns the synthesis and properties
of the divinyl (46-Vin) and ethyl vinyl cyclobutanediyls
(46-EV), but other cyclobutanediyls will be included in much

of the discussion for comparison purposes.

Synthesis

The immediate precursors to biradicals 1 are the
substituted 2,3-diazabicyclol2.1.1]lhex-2-enes (47) which, in
turn, are prepared from the appropriate urazoles 48 (see eq.

3.1). Earlier work in our laboratories showed that thermal

R2 R2 _J?
N N
Ry /.\ Hy === [ I NCH3 (3.1)
N N N—y
o
R4 R4

46 47 48

addition of N-methyltriazolinedione (MTAD) to bicyclobutanes

is a convenient method for the synthesis of such urazoles.lO

However, the reaction was quite sensitive to substituents at



102

the bridgehead positions of the bicyclobutane, giving very

10,11

low yields with simple alkyl substituents. We now

report that the photochemical addition of MTAD to the readily

available 1,3-dicarbomethoxybicyclobutane (49) produces the

bridgehead disubstituted urazole (15) in good yield (eq.

3.2).12 The ester functionality can be efficiently
CO2Me o CO,Me 0
WG i i 1 NcHs  (3.2)
+ NCHy = 3 .
0 co,Me ©
49 MTAD 15

transformed into a variety of substituents using standard
synthesis methodologies, while keeping the urazole intact
(Scheme 3.1).

Dialdehyde 50 was selected as a key target in an
approach to the synthesis of hydrocarbon-substituted urazoles
via Wittig reactions. However, its synthesis proved to be
surprisingly difficult. We first attempted the direct
reduction of 15 to 50, using both diisobutyl aluminum
hydride13 and sodium bis(2-methoxyethoxy)aluminum hydride,14
but neither method was successful. Therefore, we decided to
adopt a two-step procedure in which the ester functionalities
are first reduced to hydroxymethyl groups. This can be

achieved easily using either lithium borohydride in THF15 or

16

sodium borohydride in methanol. Oxidation of the diol 51

was quite difficult, and many procedures, including

19

chromium-based reagents, Swern,l8 lead tetraacetate, and
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Scheme 3.1
OH
COz2Me 0O (o)
" NaBH,/MeOH N
) NCH3 [ NCH3
N or LiBH,/THF N
COzMe (o] (o)
OH
15 51
o]
AN 0
(0]
DCC, PPY
(o]
(o]
(o)
CHO O 0
N hv N
I/ NCHj; / NCH3
N C6H6 N%
CHO 2 0
(o]
50
o)
52
Ph;P=CH, Ph,P=CHPh
7 0
N
I NCHj
N
S o]
48-Vin 53
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N-phenyltriazolinedione oxidations failed. Though some of
these methods left the starting material unchanged, others
appeared to fail only in the isolation of the product.
Believing that hydration of the dialdehyde might be the
problem, we sought a completely water-free method. ‘The
pyruvate-photolysis procedure employed by Binkley21 appeared
attractive, since the aldehyde product is obtained in
solution without work-up. Dicyclohexylcarbodiimide
esterification22 of the diol with pyruvic acid afforded the
dipyruvate 52 in essentially quantitative yield (Scheme 3.1).
Pyrex-filtered photolysis of 52 in dilute benzene solution
gave the dialdehyde 50, which indeed hydrates readily.
Therefore, the product was used without isolation in Wittig
reactions to give diene urazoles 48-Vin and 53. The
stereochemistry of 53 was shown to be predominantly cis,cis,
even under Wittig reaction conditions which normally favor
trans products.

Inversion of distyryl urazole 53 to produce the

presumably more stable trans,trans isomer (54) was attempted

~

"
by using several methods,"

though with no success. Neither
direct photolysis, benzophenone-sensitized photolysis, nor
contact with palladium on carbon showed any signs of olefin
inversion. Photolysis in the presence of iodine24 effected
the desired inversion, but the reaction was very inefficient
and the mixture was degraded after approximately 50%

conversion to the cis,trans isomer (55).
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Ny
N\

k.
k.

I NCH4 I NCH4
"~ "~
N\ Ph
Ph
54 55

Deuterated divinyl urazole 48-Vin-d6 was prepared by
following the above procedure with sodium borodeuteride in
the reduction step and deuterated phosphonium salt in the

Wittig reaction (eqg. 3.3).

o) D. _CD;
CD20H g )Ln,OH o
NaBD, N o hy  PRaP=CD, N
15— / NCH;, — r! NCH;  (3.3)
N~(
PPY
CD,0H © o)
D" Ncp,
51-d, 48-Vm-g§

The less symmetrical ethyl vinyl urazole 48-EV was
prepared by using two different methods (Scheme 3.2).
Catalytic hydrogenation of the divinyl urazole 48-Vin with
one equivalent of hydrogen resulted in a 1:2:1 mixture of
48-vin, -EV, and -Et, which could be separated by preparative
TLC and HPLC. The separation was quite difficult, however,
so an alternate route was sought. The second method employed
an epoxide moiety as a protecting group. Partial epoxidation

of 48-Vin with m-chloroperbenzoic acid produced 56, which was
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Scheme 3.2
(o)
7 0 (o)
N MCPBA N
I  NCH; I NCH,
N N
N\ 0 NN Q
48-Vin 56
H,, 1 equiv.
Pd/C H,
pPd/C
Prep. TLC
HPLC \
(o)
7 0 (o)
N KSeCN /4
I/ NCH3 = I/ NCHj;
N N
(o) (0]

48-EV 57
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easily separated from remaining starting material by flash

25

chromatography. Hydrogenation afforded 57, which was

26

deoxygenated with potassium selenocyanate to give 48.

These studies, and others we have described,27
illustrate the insensitivity of the urazole moiety to a wide
variety of synthetic procedures. Thus, we anticipate that an
even wider array of substituted diazabicyclohexenes will be
accessible.

Two methods were employed for the conversion of the
urazoles to diazenes. The standard route involving a base
hydrolysis (refluxing KOH/2-propanol) followed by oxidation
via the copper complexes10 proved successful for 47-Vin and
-EV (eqg. 3.4). Liberation of the diazenes from their copper
complexes was done at -50 °¢ to prevent decomposition of the

thermally unstable (see below) diazenes. No copper complex

was obtained upon hydrolysis/oxidation of distyryl urazole

53.
K2 o 1) KOH R2 Ho
N iPrOH N NH,OH N
I/ NCH; =——————— J—=CuBr ——— Il (3.4)
N-1< 2) HC1 N N
R, (o) 3) CuBr, R, R4
48 47

An alternative procedure developed in our
laboratories27 was found more convenient in the preparation
of 47-Vin and -EV (eq. 3.5). This procedure involved partial
hydrolysis of the urazoles and isolation of the product

semicarbazides (58). Oxidation of the semicarbazides at
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-50 °C with nickel peroxide then afforded the desired
diazenes. The two isomers of 58-EV were obtained in

approximately equal amounts (by TLC), and both were converted

smoothly to 47-EV.

1) KOH R, O

iPrOH N)kNHCH:; NiOx
48 H — 47 (3.5
2) HCl NH i
R;
58

An obstacle to the success of the nickel peroxide
method was the propensity of the semicarbazides to rearrange.
These rearrangements were not studied extensively, but they
appeared to involve cleavage of a ring C-C bond and
incorporation of oxygen to give five-membered ring
heterocycles. For instance, 58-Vin reacted to give two more
polar compounds, which have been tentatively assigned the
structures 59 and 60. These side reactions were minimized by
using precautions such as room-temperature hydrolysis,
exclusion of oxygen, and immediate oxidation of the
semicarbazide. Rearrangement was not a problem for 58-EV
under these conditions, but it was unavoidable for distyryl

semicarbazide 61, thus precluding isolation of the diazene

Ph

7 o

NJ-’--NHCH3

NHCH3 I

N NH
)rNHCH3

Ph
59 60 61
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Diazene Reactivity. As for the parent diazabicyclo-
hexene,10 the thermal decompositions of all the diazenes
described here cleanly produce the analogous bicyclobutane as
the sole product. As observed for other ring systems,28 the
stability of the diazenes 47 is highly dependent upon the
radical-delocalizing ability of the bridgehead substituents.
The parent and alkyl-substituted diazenes are stable up to
about 100 OC,lo while the ethyl vinyl diazene 47-EV
decomposes with a half-life of ca. 6 hours at room
temperature. The 47-Vin and -Ph both decompose at
temperatures above -30 %c.

The photochemistry of the various diazenes differs
dramatically. The simplest cases are 47-Vin and -EV, both of
which give only the corresponding bicyclobutanes 63 upon

either direct or sensitized photolysis, independent of

temperature (eg. 3.6). The photochemistry of the parent

Direct or

Sensitized _T_ Scolvent
R2 A2 47-Vin direct -50 °C CDCl,
Ry sens. (thioxan.) -50 °C CDClj
N hv :
Il e (3.6) direct 77 K CDC13
N direct -80 °C CD30D
direct 4 K CDCl,
B sens. (Ph,CO) 4 K CDCl,
47-EV direct -50 °C CDCl,
sens. (thioxan.) -50 °C CDCl,
direct 77 K CDCl,
; ; 2 .
diazene (9) has been reported previously, ? and the dimethyl
. ; 11
diazene shows completely analogous behavior. For these

diazenes, direct photolysis gives mainly the corresponding

bicyclobutane, but triplet sensitized photolysis affords
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predominantly nitrogen-retained products, 1,2-diazabicyclo
[3.1.0]hex-2-enes (64). Product ratios are also strongly

temperature-dependent.

/ -—
N R B N/o
I \ /
N A N
R = H, Me N
9 64 65

We also prepared the divinyl azoxy compound, 65, in
order to investigate its viability as a precursor to 46-Vin.
An azoxy precursor has been used successfully in the matrix

30

isolation of a reactive isoindene. We followed the general

synthetic procedure of Olsen and Snyder3l: potassium
hydroxide hydrolysis of urazole 48-Vin in the presence of
hydrogen peroxide. As expected from the behavior of the

other azoxy compounds,31

65 is significantly more stable than
the diazene 47-Vin, being indefinitely stable at room
temperature. Thus, ease of synthesis and handling make 65
attractive as a possible alternate precursor. The
photochemistry of 65, however, proved to be far too

inefficient to allow accumulation of 46-Vin in the cryogenic

matrix.

EPR‘Spectroscopy

Photolysis of frozen solutions of the diazenes 47 in
2-methyltetrahydrofuran (MTHF) and a variety of other
solvents at 4 K produces EPR spectra for the corresponding

triplet cyclobutanediyls (Figure 3.1). Spectra were obtained



Figure 3.1. EPR Spectra for various cyclobutanediyls in

MTHF at 4 K.
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for 46-Vin in each of ten different solvents employed: MTHF,

heptane, pentane, pentane-d chloroform-dl, dichloro-

127
methane, iodomethane-g3, adamantane, methanol/ethanol (1:1),
and methylcyclohexane/isopentane (4:1). The only sample

that failed to produce an EPR signal was a sample of 47-Vin
adsorbed on silica gel. Spectra of 46-EV were obtained in
the two solvents tried, MTHF and heptane.

Surprisingly, benzophenone-sensitized photolysis of
47-Vin at 4K was less efficient for generating triplet
46-Vin, even though the diazene was depleted more
efficiently. This observation is difficult to explain in
terms of diazene photochemistry, since one would normally
expect that a more efficient entry onto the triplet diazene
surface would yield a larger signal. The reduced efficiency
might be due to destruction of the biradical through a benzo-
phenone triplet-cyclobutanediyl triplet annihilation.

The EPR spectra in Figure 3.1 are completely consistent
with the proposed structures, both within the cyclobutanediyl
series and with respect to the literature of organic
triplets. Valuable information about the electronic
structure of the cyclobutanediyls is obtainable from both the
zero-field splittings (zfs) and the hyperfine couplings
(hfc). Before discussing these features in detail, we will
provide a brief overview of triplet EPR spectroscopy.32

Triplet EPR - Basic Principles. The EPR spectroscopy

of organic triplets is highly informative but somewhat
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different from the more common EPR of doublets (free
radicals).

The first important difference concerns the energy-
level pattern. 1In a doublet, the two spin states (ms =*1/2)
are degenerate. Application of an external magnetic field
splits these levels, and an allowed (AmS = 1) transition
between them can be observed. The spectrum consists of one
line, which may be extensively split by hyperfine coupling.
In contrast, the three spin states of a triplet are
nondegenerate, even in the absence of an external magnetic
field. This zero field splitting (zfs) results from a
dipolar coupling between the unpaired spins. In effect, the
unpaired spins create an internal magnetic field that splits
the magnetic sublevels. The sublevels are further split by
application of an external magnetic field, and the usual
resonance conditions are produced. Most importantly, the
dipolar coupling, and hence the zfs, depend strongly on the
average distance, r, between the unpaired spins. In
particular, the interaction varies as l/r3. The relative
energies of the three triplet levels are typically described
by two zfs parameters, D and E. It is D that varies as
l/r3, while E is a probe of the symmetry of the biradical.

The second difference between doublet and triplet EPR
is that, typically, the former is obtained in fluid media,
while the latter must be obtained normally in frozen glasses
or solids. Thus, doublet spectra are nicely isotropic, but

triplet spectra are highly anisotropic. Because there are



114

three levels, one would expect two allowed (Ams = 1)
transitions in a triplet. However, in a sample of randomly
oriented, but nonreorienting triplets, each orientation
produces its own pair of resonances. Fortunately, one can,
in effect, selectively observe those molecules that have one
of their three principal magnetic axes nearly aligned with
the external magnetic field (the canonical orientations).
There are thus 3x2=6 transitions observed. 1In addition, a
technically "forbidden" Ams = 2 transition is frequently seen
at half-field. As discussed below, this transition is
intrinsically less anisotropic than the Am, = 1l transitions,
and so only a single, broad line is observed. It is a simple
matter to extract the zfs parameters D and E from such
spectra, and thereby obtain an estimate of the average
separation of the spins. Thus, triplet EPR provides an
extremely informative probe of biradical structure.

Zero-Field Splitting. The cyclobutanediyl zfs
parameters, obtained from the spectra in Figure 3.1, are
listed in Table 3.1. As expected, the biradicals with fully
saturated substituents show identical zfs, with | D/hc]| =
0412 cm_l. As delocalizing substituents are introduced, the
average distance between the unpaired electrons increases and
the D-value therefore decreases. Thus, | D/hc | is
substantially lowered in 46-EV to 0.074 cm_l, and a further
reduction to 0.050 cm © is observed for 46-Vin. The value of
[D/hcl = 0.084 for 47a is consistent with a larger radical

separation in the five-membered ring as compared to the
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Table 3.1 Zero-Field Splitting Parameters for Various

Biradicals
Experimental ; Calculated
Biradical ID/hcl |E/hcl ID/hcl |E/hcl
cm—1 cm—1 cm™ cm”™

—>— 0.112 0.005 0.1125 0.0055
00s— o0y 0.112 0.005
I~ 0.112 0.005

0.112 0.005

0.050 0.001 0.0498 0.0017

/—<>J 0.074 0.003 0.0744 0.0031
atad
/

D
D
WD 0.050 0.001
D / D
D

,h_<>_ph 0.060 0.002 0.0608 0.0024

0.084 0.002 0.0825 0.0035

4scaled from the actual calculations using a factor of 0.6069.
Dscaled from the actual calculations using a factor of 0.4450.
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dialkylcyclobutanediyls (2.37 333 vs. 2.10 3,34 by ab initio
optimization).

These observed trends have been correlated
quantitatively with zfs calculated by using a semiempirical
method, which has been described in the literature.35 In
these calculations, alkyl-substituted radical centers were
assumed to have completely localized spins, while the
delocalized radical fragments were assigned "experimental"
spin densities determined for allyl or benzyl radical from

hyperfine measurements.36

A plot of experimental versus
calculated D-values (Figure 3.2) shows very good correlation,
giving a least-sguares line that passes through the origin.
The calculated D-values, which have been scaled using the
slope from Figure 3.2, are shown in Table 3.1 for comparison
with the experimental values.

When D-values were calculated using Huckel spin
densities, such a good correlation was not obtained; the
calculated values for 46-Vin and -Ph were too low. Huckel
theory fails to account for spin polarization,37 an
electron-correlation effect, which is important in conjugated
radicals. 1In allyl radical, for example, spin polarization
causes increased spin density on the terminal carbons and
negative spin density on the central carbon. The good
correlation in Figure 3.2 indicates that the extent of spin

polarization in 46-Vin and 46-Ph is similar to that of the

constituent radicals.
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Experimental ve. Calculated D Values
Slope = 0.4049 Intercert = -0.00811 r = 08,9993
iD/hely, Experimertal (ecm—-1) x 1@~ 2
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e e S S— J—_— . ; ; : : el :
10.50 T S S e Y .

€ L 10 11 12 13 14 15 14 1?2 ie 1e
iDshciy Calculated Ccm-1)> x 18" 2

Figure 3.2. Correlation between experimental and

calculated D-values.
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A similar correlation has been obtained for the
experimental and calculated E-values (Figure 3.3), though the
agreement is not as good. The accurate calculation of
E-values is more difficult, since they represent much smaller
energy separations. The correlation is thus considered quite
good. The scaled, calculated E-values are displayed in Table
3+l

Hyperfine Coupling. Five of the cyclobutanediyls
display hfc in their half-field (AmS = 2) transitions (Figure
3.4a). Observation of hfc in triplet EPR of randomly

27,38

oriented samples is unusual due to the inherent

anisotropy. When hfc is observed, it is often uninterpre-

7a

table due to the orientational anisotropy. Further

complications can arise if the hfc is itself anisotropic,
which is often the case for coupling to o protons.39
Fortunately, few o couplings are possible in the
cyclobutanediyls, since the radical centers on the ring are
tertiary. Therefore, the majority of the hfc is attributable
to B coupling, which is normally isotropic in organic
radicals.39
Of the cyclobutanediyls that show hfc, only 46-Vin-g6
and -Ph display splittings that may be interpreted without
simulation. For these cases, well-defined five-line patterns
are observed, which may be attributed to coupling with the
four B -protons on the ring. Both molecules also exhibit hfc

in the Ams = 1 transition, though the splittings are only

slightly resolved (Figure 3.5). For 46-Ph, the Ams = 2 lines
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Experimental vs, Calculated E Values
Slope = 0.445@ Intercert = -0,080867 r = 8.937
lE/hiciy Experimental (ecm-1) x 10~ 3
5.00
4.50
4.00
2.50
3.60
2.5@
2.00
1.5
1.00 £ : ! : k 4 : : ;
3 4 S & s 8 b4 18 13 12 13
tE/hciy, Calculated <cm-1)> x 18~ 3

Figure 3.3. Correlation between experimental and

calculated E-values.
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y 20 G (4H)
7 O 8 G (4H)

D
0 o 20 G (4H)
o—7 .4

23 G (5H)
8 G (2H)

cD, <> co, 32 G (4H)

22 G (4H)
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Figure 3.4. Hyperfine in the half-field transitions of

various cyclobutanediyls: a) experimental, b) simulation.



100 G

Ph—~<:>-Ph

Figure 3.5. Hyperfine in the Am =1 transitions of
46—Vin—g§ and -Ph. The transitions at the right are

double-quantum transitions, which also show hyperfine

coupling.



122

are extremely well resolved, indicating that the a-couplings
due to the ortho and para phenyl protons must be very small.
For 46-Vin—g_6 the deuteria and residual vinylic protons (the
vinylic CH2 groups are only 68% deuterated) serve to broaden
the lines. The coupling magnitudes are consistent with the
assignments, as explained below.

Interpretation of the hfc for the remaining biradicals
required spectral simulation. Our program,ll based on the
algorithm of Kottis and Lefebvre,40 produced simulations in
very good agreement with the actual spectra, despite the
approximations of isotropic hfc and equal transition
probabilities. The simulations for the five cyclobutanediyls
are shown in part b of Figure 3.4 for comparison to the
actual spectra in part a. The coupling constants used to
produce the simulations are shown in the same figure. The
B-ring proton coupling constants were determined in each
case and are tabulated in Table 3.2.

The simulations illuminate three sources of complexity
in the hfc. For 46-CD3, the asymmetry in the five-line
pattern cannot arise from either interfering couplings or
anisotropic hfc, since the simulator reproduced the pattern
based on isotropic hfc. Therefore, the complexity must arise
from orientational anisotropy. All of the observed hfc
patterns display this effect to some degree, but it should be
strongest in the case that has the highest D-value, 46-CD3.

Another source of complexity is coupling from other

protons in the molecule. The large number of lines observed



123

Table 3.2 Hyperfine Coupling Constants for
Cyclobutanediyls
ayr ring (G)
Biradical Experimental Calculated

D

c 3

m-—<:>—co
~>~7
Ph—<<>>—9h
/O//
.« o
7 D
D

32 31.3
23 24.8
22 21.0
20 18.4
20
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for 46-Vin is due to two sets of four protons, each set with
different coupling constants. The vinylic CH2 protons
produce an 8 G coupling, which is significantly smaller than

the coupling in allyl radical (14 G).36

However, being an
o-coupling, it may be anisotropic. The hfc was broadened by
this coupling in 46—Vin-g6, mainly due to incomplete
deuteration. The simulation for this biradical is actually a

statistically weighted average over the d, through d

2

compounds and was obtained prior to the experimental

6

spectrum.

A third source of hfc complexity, displayed by 46-EV,
is conformational flexibility. Even though 46-EV has six
B-protons, only six lines are observed in the major coupling.
The hfc was successfully simulated by using five protons with
equal coupling constants. However, due to this ambiguity in
the assignment of 46-EV, its coupling constants are the least
certain of the constants obtained. Presumably, the ethyl CH2
protons cannot effectively couple simultaneously. This
effect is undoubtedly the reason hfc is not resolved in the
protiated dialkylcyclobutanediyls.

The magnitude of the B-ring proton coupling serves as
another gauge of spin density on the ring carbons. As is
apparent from Table 3.2, the coupling constants decrease with
increased delocalization, just as the zfs does. Hfc
constants for pg-protons (aS) in organic radicéls have been

shown to follow the relation,41
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af = oc cosz@, £3.7)

s}

where p is the spin density on the o carbon, C is a constant
that has been empirically assigned the value of 42.5 G, and
P is the angle between the axis of the a carbon radical p
orbital and the g C-H bond. Assuming the ring geometry

(i.e., 0) to be the same for the four cyclobutanediyls in

B
H

through the origin with a slope of CcoszO. Such a plot is

Table 3.2, a plot of a, vs. p should be linear, passing

shown in Figure 3.6, using the same spin densities which were
used in the zfs correlation. The origin was included in the
least-squares analysis due to the small number of points.

The correlation of the plot in Figure 3.6 is relatively
good; the coupling constants implied by the linear corre-
lation are shown in Table 3.2. The largest discrepancy
arises from 46-EV, whose coupling constants were already
described as the least certain. The slope from Figure 3.6
can be set equal to CcoszO, which gives 0 = 31°. This angle
is in good agreement with the optimized structure for 8
(Chapter 2), which gives 0 = 27°.

Our work on cyclobutanediyls has shown that triplet EPR
spectroscopy can provide detailed information about the
electronic structures of biradicals and in particular the
distribution of spin density. Toward this end, both zfs and

hfc measurements serve as sensitive gauges capable of
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Hyperfine Coupling Constants vs. Calculated Spin Densities

Slope = 31.27 Intercept = 8.390 r = 0.9929
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Figure 3.6. Correlation between experimental hfc constants
for the B-ring protons in 46 and spin densities determined

from the corresponding radicals.
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discerning small differences in a series of related

molecules.

Biradical Photochemistry

All of the cyclobutanediyls studied undergo
photochemistry, as demonstrated by decay of the triplet EPR
signal upon photolysis with light of appropriate wavelengths.
This phenomenon, also observed for cyclopentanediyl, 4,7°~
can be conveniently studied by recording photochemical action

42 If the

spectra using the EPR spectrometer as a detector.
photochemistry is wavelength-independent, then the action
spectrum of a biradical should be the same as its absorption
spectrum.

The action spectra of 46-Vin and -EV are identical
within experimental error and closely resemble the

43 In both

literature absorption spectrum of allyl radical.
cases, photochemical decay of the triplet signal is
accompanied with the growth of a doublet signal, suggesting a

hydrogen-abstraction mechanism.
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EXPERIMENTAL SECTION

General. lH NMR spectra were recorded on a Varian
EM-390 spectrometer. Fourier transform NMR spectra (11 and
130) were recorded on a JEOL FX—QOQ, GX-400 or Bruker WM-500
spectrometer. Ultraviolet spectra were recorded on a
Hewlett-Packard 8451A diode array spectrophotometer.
Infrared spectra were recorded using a Shimadzu IR-435 or a
Mattson Instruments Sirius 100 FT-IR spectrometer fitted with
a Starlab minicomputer. Mass spectra were obtained by the
Caltech Analytical Facility and the U.C. Riverside Analytical
Facility. Analytical gas chromatography was performed on a
Hewlett-Packard 5840A chromatograph equipped with a
flame-ionization detector. High pressure liquid
chromatography was performed using a Perkin-Elmer Series 2

liquid chromatograph.

1l,7-Dicarbomethoxy-4-methyl-2,4,6-triazatricyclo-
[5.1.1.02'6]nonane—3,5—dione (15). A methylene chloride
solution of 1,3—dicarbomethoxybicyclobutane44 (3.29 g, 19.4
mmol) and MTAD (2.74 g, 24.3 mmol) was photolyzed with a
Hanovia 450-W medium-pressure, mercury arc lamp and a Pyrex
filter. Filtration and recrystallization from ethyl acetate
afforded 3.28 g (11.6 mmol, 60%) of 15 as a white solid; mp
176.5-177.5 °C; H NMR (CDCl3) & 2.26 (m, 2H), 2.69 (m, 2H),
3.03 (s, 3H), 3.85 (s, 6H); 13c NMR (CDCl3) 8 26.0 (NCHj3),

45.0 (CHp), 53.2 (OCH3), 68.9 (bridgehead), 159.7 (NCO),
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164.4 (0CO); IR (CHCljy) 3037, 2956, 1793, 1750 (sh), 1719,
1442, 1397, 1322, 1237, 1163, 1066 cm™1; UV (CHpCly) Ay 246
nm (€270); mass spectrum (EI) m/e 283, 251, 224, 194, 168,
167 (100), 166, 152, 139, 13S5.

Anal. Calcd. for C;,H 3N304: C, 46.65; H, 4.63; N,
14.84. Found: C, 46.60; H, 4.63; N, 14.87.
1, 7-Bis (hydroxymethyl)-4-methyl-2, 4, 6-triazatricyclo-
[5.1.1.02'6]nonane—3,5-dione (51). Sodium borohydride
(2.85 g, 75.3 mmol) was added carefully to a stirred
suspension of 15 (2.13 g, 7.53 mmol) in 50 mL methanol. The
resulting solution was refluxed under nitrogen for 2 h. After
cooling to room temperature, 3N hydrochloric acid (ca. 20
mL) was added to neutralize the solution. The methanol was
removed by rotary evaporation and the resulting aqueous
solution freeze-dried. Extraction with ethanol and flash
chromatography25 (9:1 methylene chloride, ethanol; Re = 0.35)
gave 1.31 g (5.77 mmol, 77%) of 51 as a colorless oil; H
NMR (CDCljy) 61.92 (m, 4H), 2.98 (s, 3H), 3.72 (t, 2H), 4.03
(d, 4H); 13c NMR (CDCl3) & 26.1 (NCH3), 42.8 (CHp), 60.2
(CH,;0), 73.6 (bridgehead), 160.8 (CO); IR (CDClj3) 3440, 2930,
1760, 1692, 1550, 1265 em™1; mass spectrum (EI) m/e 227, 196,
139, 113, 112 (100), 109, 95, 83, 59; exact mass calcd
227.0906, found 227.0907.
1,7-Bis (pyruvyloxymethyl)-4-methyl-2,4,6-triazatri-
cyclo[5.1.1.02'61nonane—3,5—dione (52). To a solution

of diol 51 (1.54 g, 6.8 mmol) in 10 mL methylene chloride was
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added pyruvic acid (1.74 g, 19.8 mmol) and
4-pyrrolidinopyridine (PPY, 200 mg, 1.3 mmol).
1l,3-Dicyclohexylcarbodiimide (DCC, 4.08 g, 19.8 mmol) was
then added carefully to this solution. The reaction was
stopped after 20 min. Filtration, removal of solvent and
flash chromatography over carefully dried (overnight in oven)
silica (1:1 ethyl acetate, methylene chloride; R¢ = 0.36)
gave 2.44 g (6.6 mmol, 98%) of 52 in the form of a yellow
oil; 1H NMR (cDCl3) & 1.85 (m, 2H), 2.3 (m, 2H), 2.4 (s, 4H),
2.98 (s, 3H), 4.85 (s, 6H); 13c NMR (CDCl3) 826.5 (NCHj3)
33:3 (CH3), 42.7 (CHp) 61.2 (OCH3), 70.3 (bridgehead), 159.6
and 159.8 (CO, and CON), 190.7 (CO).
1l,7-Diethenyl-4-methyl-2,4,6-triazatricyclo-
[5.1.1.02'6]nonane—3,5-dione (48-Vin). A solution of
dipyruvate 52 (100 mg, 0.27 mmol) in 250 mL benzene (freshly
distilled from calcium hydride under nitrogen) was photolyzed
for 3 h with a Hanovia 450-W medium-pressure, mercury arc
lamp and a Pyrex filter.2l The solution was poured into a
500 mL flask and the solvent was removed until only about 40
mL remained. This dialdehyde solution was degassed and used
immediately in the next step.

To a degassed suspension of methyl triphenylphosphonium
bromide (486 mg, 1.36 mmol) in 40 mL benzene (freshly
distilled from calcium hydride under nitrogen) was added a
1.47 M solution of n-butyllithium (0.83 mL, 1.23 mmol), and

the yellow reaction mixture was allowed to stir for 1 h. The
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previously prepared dialdehyde solution was then added to the
stirred ylide solution via cannula. The reaction mixture
turned an orange-rust color. After 20 min, 25 mL of 5%
aqueous hydrochloric acid was added and the color
disappeared. The layers were separated and the aqueous layer
was extracted with diethyl ether (2 x 50 mL). The combined
organic layer was washed with 20 mL each of 5% hydrochloric
acid, a saturated solution of sodium bicarbonate, and water.
This solution was then dried over magnesium sulfate,
filtered, rotovapped and flash chromatographed to obtain 31.2
mg (0.14 mmol, 52%) of the diene as a colorless oil; 1y NMR
(CDCl3) & 2.05 (m, 2H), 2.19 (m 2H), 3.02 (s, 3H), 5.40 (m,
4H), 6.45 (dd, 2H); 13c NMR (CDCl3) § 25.6 (NCH3), 46.4
(CHy), 72.6 (bridgehead), 119.8 (CH,), 130.4 (CH), 159.9
(CO); IR (CDClj) 2940, 1776, 1710, 1446, 1392, 1008 cm_l;
mass spectrum (EI) m/e 219, 218, 178, 161, 134, 133, 105
(100%), 91; exact mass calcd 219.1008, found 219.1007.
1l,7-Bis(cis-2-phenylethenyl)-4-methyl-2,4,5-triaza-
tricyclo[5.1.1.02/6]nonane-3,5-dione (53).

To a degassed solution of benzyl triphenyl phosphonium
chloride (380 mg, 0.98 mmol) in 20 mL THF was added slowly
n-butyllithium (0.64 mL, 1.47 M, 0.94 mmol.) The ylide
solution was allowed to stir at room temperature fo; 1 h.
Dialdehyde 50 (prepared from 156 mg, 0.43 mmol 52 as
described in the procedure for 48-Vin), was added via

cannula. The mixture was stirred for 20 min, then 15 mL of
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5% hydrochloric acid was added. The layers were separated
and the organic layer was washed with saturated sodium
bicarbonate and water. The solution was dried over magnesium
sulfate and purified using flash chromatography (pentane/
ethyl acetate, 2:1) to give 61 mg (38%) of a colorless oil.
1y NMR indicated a 12:1 mixture of 53 and 55. Higher 53:55
ratios were obtained by running the reaction in toluene at
-78 °c. lH NMR (53, CDCl3) & 1.34 (dd, 2H), 1.63 (dd, 2H),
3.00 (s, 3H), 5.91 (d, 2H, lJoy = 12.0 Hz), 6.87 (d, 2H, 1y
= 12.0 Hz), 7.02 (m, 4H), 7.13 (m, 6H); 13¢ MR (CDC13) )
25.9, 48.4, 70.1, 122.8, 127.2, 127.4, 128.1,135,3, 135.7
159.61; IR (CDCly) 2920, 1770, 1610, 1445, 1390, 1180, 1010,
cm™1; mass spectrum (EI) m/e 371, 370, 297, 294, 280, 258,
257, (100), 256, 254, 230, 129; exact mass calcd 371.1634,
found 371.1638.

Photolysis of 53 in the presence of iodine. cis,cis-

Distyryl urazole 53 (27 mg) was dissolved in 0.5 mL carbon
tetrachloride in an NMR tube with a few iodine crystals. The
dark purple solution was photolyzed using a Hanovia 450 W
mercury-arc lamp with Pyrex filter. After 3 h photolysis, 1y
NMR indicated a 1:1 mixture of 53 and 55. IH NMR (55, CCl,)
d 1.82 (dd, 2H), 1.93 (dd, 2H), 2.99 (s, 3H), 6.06 (d, 1H,
12.0 Hz), 6.35 (d; 1H, 16.1 Hz), 6.56 (d, 1H, 16.1 Hz), 6.86
(d, 1H, 12.0 Hz). After 6 h photolysis, a black, intractable
precipitate had formed.

1,7-Bis (hydroxydideuteriomethyl)-4-methyl-2,4, 6-
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triazatricyclo[S.l.1.02°6]nonane-3,5-diope (51-d,) .

Sodium borodeuteride was used in the procédure for the
synthesis of 51 to obtain 51-ds. IH NMR (CDClgy: 8 1.92 (m,
4H) , 2.98 (2, 3H), 3.5% (br 8, 2H), 4.03 (br 5, D0.19H: Bl%
D) .

1,7-Bis (trideuteriocethenyl)-4-methyl-2,4, 6-triazatri-
cyclo[5.1.1.02/6]nonane-3, 5-dione (48-Vin-dg). The
procedure for 52 was followed using 51-d, in order to
prepare 52-d,. The procedure for 48-Vin was then followed,
substituting 52-d, and trideuteriomethyl triphenylphosphonium
iodide. ft-Butyllithium was used in place of n-butyllithium,
and the ylide solution was stirred for 6.5 h. 1y NMR
(CDCl3) & 2.05 (m, 2H), 2.19 (m, 2H), 3.02 (s, 3H), 5.40 (m,
1.28H: 68% D), 6.45 {(br s, 0.18H: 91% D).
1,4-Diethenyl-2,3-diazabicyclo[2.1.1.]hex-2-ene

(47-Vin). Method A. A mixture of potassium hydroxide (258
mg, 86%, 3.96 mmol), in 0.5 mL 2-propanol was thoroughly
degassed by nitrogen bubbling then heated to reflux. A
degassed solution of urazole 48-Vin (107 mg, 0.49 mmol) in 2
mL 2-propanol was added and the resulting mixture refluxed
under nitrogen for 2 h. The solvent was then removed in a
stream of nitrogen. The resulting paste was cooled in ice,
acidified with degassed 3 N hydrochloric acid, and warmed to
40 °C for 10 min. The mixture was cooled in ice and
neutralized with 1 mL degassed 1 N ammonium hydroxide. A

degassed solution of cupric bromide (273 mg, 1.22 mmol) in
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0.5 ml water was added with stirring, followed by 1 mL
degassed 1 N ammonium hydroxide (added slowly, making sure
the solution did not become alkaline). The reddish-brown
precipitate was filtered, washed with water, ethanol, and
ether, and then air-dried. A second crop of precipitate was
collected after adding more ammonium hydroxide to the
filtrate. A total yield of 110 mg copper complex was
obtained and stored in the freezer until needed.

The copper complex (35 mg) was placed in a 2 mL Mixxor®
extractor (Rainin) with 1 mL dichloromethane and cooled to
-50 °C in a dry ice/acetonitrile bath. Cold, concentrated
ammonium hydroxide (1 mL) was added and the layers were
mixed, producing a yellow organic layer and a dark blue
agqueous phase. The aqueous phase was removed and the organic
layer extracted seven more times, or until the aqueous
extracts became colorless. A bath-jacketed fritted funnel
was loaded with layers (8 mm) of magnesium sulfate and grade
V alumina and a pad of glass wool, then flushed with
nitrogen. The funnel and receiving flask were cooled to -78
°C (dry ice/acetone), the absorbents wetted with
dichloromethane, and the product solution was transferred
onto the adsorbents via Teflon cannula. Vacuum was applied
to the receiving flask while excess nitrogen was supplied
above the filter, and the adsorbents were washed with 5 mL
cold dichloromethane. The solvent was removed from the

filtrate at -50 °C on a vacuum line, leaving 40-Vin (8 mg,
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38%, measured by NMR integration vs. t-butyl methyl ether as
an internal standard) as a pale yellow oil.

Method B. A degassed solution of urazole 48-Vin (31
mg, 0.14 mmol) in 2.5 mL 2-propanol was added to potassium
hydroxide (84 mg, 87%, 1.30 mmol) under nitrogen at room
temperature. The mixture was heated to 45 °C with stirring
for 40 min. The heating bath was removed and the solvent was
evaporated in a stream of nitrogen. The resulting paste was
cooled in ice, acidified with degassed 3N hydrochloric acid,
heated to 40 °C for 10 min, cooled again in ice, and made
slightly basic (pH 8) with degassed 1 N ammonium hydroxide.
The aqueous solution was extracted with 8 x 0.5 mL portions
of degassed dichloromethane, passing all extracts through
magnesium sulfate under nitrogen. The solvent was removed in
a stream of nitrogen, giving yellow crystals of 58-Vin. 1y
NMR (CDCl3) 6 1.83 (m, 2H), 1.98 (m, 2H), 2.79 (d, 3H), 5.22
(m, 4H), 6.04 (dd, 1H), 6.59 (br s, 1H), 6.65 (dd, 1lH). The
crystals were redissolved in 2 mL degassed dichloromethane
and cooled to =50 °C. Nickel peroxide (351 mg, 1.40 mmol
active oxidant) was added from a solid-addition ampoule and
the mixture was stirred at -50 °C for 1.5 h. The mixture was
then filtered through Celite at -78 °C and the solvent
removed on a vacuum line at -50 °C. Yield ~15 mg (~80%). 1y
NMR (CDCl3, =60 °C) & 2.09 (m, 2H), 2.53 (m, 2H), 5.4 (m, 4H),
6.59 (dd, 2H); 13c NMR (cDCl3) & 63.7 (lgoy = 147.8 Hz),

88.1, 119.6 (lgoy = 157.0 Hz), 132.0 ( ooy = 157.0 Hz); UV
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(CDCl3) xmax 345 nm.

Decomposition of 58-Vin. The semicarbazide 58-Vin was

found to decompose under several conditions to give two lower
Rf compounds which have been tentatively assigned the
structures of 59 and 60 based on the spectral data below.
Decomposition was faster in acetone than in chloroform or
dichloromethane and the rate was apparently independent of
the amount of oxygen present, even though incorporation of an
oxygen atom was indicated by the mass spectrum of 59. 59:

1y NMR (CDCl;, 500 MHz) & 2.80 (d, 1H, J=18 Hz), 2.88 (d, 3H,
J=5), 2.95 (d4, 1H, J=18), 3.83 (d, 1H, J=13), 3.88 (m, 1H),
5.03 (4, 1H, J=19), 5.21 (d, 1H, J=12), 5.43 (d, 1H, J=19),
5.55 (d, 1H, J=12), 5.67 (br 4, 1H, J=10), 6.03 (dd, 1H,
J=12,19), 6.07 (br s, 1H), 6.52 (dd, 1H, J=12,19); 1H NMR
(CDCl3, D,0 exchange): peaks at 8 5,67, 6.07 disappeared, &
2.88 became singlet, 0 3.88 became doublet (J=13 Hz, AB
pattern with 8 3.83), otherwise identical to above; IR
(CDC1l3) 3420, 3260, 2900, 1710(sh), 1655, 1535, 1430, 1415,
1310 cm™!; mass spectrum (EI) m/e 209, 178, 121(100), 86, 84.
60: lH NMR (CDCly, 500 MHz) & 2.84 (d, 3H, J=5 Hz), 3.00 (d,
1H, J=18), 3.12 (d, 1H, J=18), 4.16 (d, 1H, J=13), 4.57 (d,
1, J=13), 5.15 (d, 1H, J=19), 5.22 (d, 1lH, J=12), 5.43 (d,
1H, J=19), 5.54 (d, 1H, J=12), 6.05 (br s, 2H), 6.30 (dd, 1H,
J=12,19), 6.52 (dd, 1H, J=12,19); 13c NMrR (cDCl3) & 26.6,
43.3, 69.1, 79.8, 114.9, 121.9, 12%.3, 138.0, 151.2, 156.0;

IR (CDCly) 3420, 3180, 2910, 1720, 1660, 1530, 1430, 1415,
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1300 cm™1.
7-Ethenyl-4-methyl-l-oxiranyl-2,4,6-triazatricyclo-
[5.1.1.02'6]nonane—3,5-dione (56). Divinyl urazole

48-Vin (65 mg, 0.30 mmol) was dissolved in 4 mL chloroform
with m-chloroperbenzoic acid (62 mg, 0.36 mmol) and heated to
reflux under nitrogen for 2 h. After washing with saturated
sodium bicarbonate the resulting mixture of 56 and 48-Vin
was separated by using flash chromatography with
pentane/ethyl acetate (5:4) as solvent. The recovered
48-Vin was resubmitted to the epoxidation conditions and
separated, resulting in a combined yield of 22 mg of 56
(0.094 mmol, 52% based on 26 mg recovered 48-Vin) as a
colorless oil. 1H NMR (CDC1l3) 6 1.9 (m, 4H), 2.63 (m, 1H),
2.97 {(m, 1H), 3.03 (8, 3H), 3.68 {(m, 1H}, 5.37 (m, 2H), 6.42
(ad, 1H); 13c NMR (CDC13) 9 25.7, 42.0, 44.8, 45.5, 71.6,
12.8, 120,11, 130,09, 159.1, 160.2.
7-Ethyl-4-methyl-l-oxiranyl-2,4,6-triazatricyclo-
[5.1.1.02'6]nonane—3,5—dione (57). To a stirred

solution of 56 (22 mg, 0.094 mmol) in 4 mL ethyl acetate was
added a small amount of activated palladium on carbon, giving
a grey suspension. The flask was evacuated and filled with
hydrogen at atmospheric pressure for 1 h. The mixture was
again degassed, then filtered through Celite. Rotary
evaportaion gave 51 (21 mg, 0.089 mmol, 95%) as a colorless
oil. lm NMR (CDCl3) & 1.04 (t, 3H), 1.9 (m, 6H), 2.61 (m,

1H), 2.92 (m, 1H), 3.02 (s, 3H), 3.65 (m, 1H); 13c NMR
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(CbCl3) & 9.2, 22.1, 25.6, 40.7, 43.3, 45.5, 47.7, 72.0,
74.5, 159.8.

1-Ethenyl-4-methyl-7-ethyl-2,4, 6-triazatricyclo-
[5.1.1.02'6]nonane—3,5-dione (48-EV). Potassium
selenocyanate (15 mg, 0.10 mmol) was added to a stirred
solution of 57 (21 mg, 0.089 mg) in 3.5 mL methanol/water-
(10:1). The solution was refluxed under nitrogen for 12 h,
then filtered through glass wool, diluted with 10 mL water,
and extracted with ether. The ether solution was dried over
magnesium sulfate and purified by flash chromatography using
pentane/ethyl acetate (7:4). 13 mg 48-EV (66%) was obtained
as a colorless oil. lH NMR (CbCl3) & 1.07 (t, 3H), 1.87 (m,
2H), 2.02 (m, 2H), 2.17 (g, 2H), 3.01 (s; 38H), 5.39 (m, 2H),
6.44 (dd, 1H); 13c NMR (cDCl4) & 9.6, 22.5, 25.8, 45.2, 73.2,
119.4, 130.6; mass spectrum (EI) m/e 221, 220, 194, 193, 192
(100%), 137, 135, 107, 106, 93( 79; exact mass calcd
221.1164, found 221.1168.

Partial hydrogenation of 48-Vin. To a stirred solution

of 48-Vin (80 mg, 0.37 mmol) in 1.5 mL ethyl acetate was
added 5 mg of activated palladium on carbon. The solution
was degassed (using a Firestone valve) and left under vacuum.
Hydrogen gas (8.2 mL, 0.37 mmol) was added via syringe, and
the flask was brought to atmospheric pressure by adding
nitrogen. After 10 min, the solution was degassed and
filtered through Celite. 1y NMR indicated a 1:2:1 mixture of

48-Vin, -EV, and -Et. The mixture was partially purified
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by preparative TLC, eluting 3 times with pentane/ether (2:1)
and collecting the middle 2/3 of the band. The resulting
mixture was further purified by HPLC using a Whatman Partisil
10 ODS-3 column and cyclohexane/isopropanol (99:1) at 10
mL/min. Yield 10 mg of 48-EV (45%, assuming 1:2:1 product
mixture) .

1-Ethenyl-4-ethyl-2,3-diazabicyclo[2.1.1]hex-2-ene

(47-EV) . Both methods described for 47-Vin were used for
the preparation of 47-EV though Method B was found
preferable. IH NMR (CDCl3) & 1.09 (t, 3H), 1.89 (m, 2H), 2.2
(m, 4H), 5.35 (m, 2H), 6.57 (dd, 1H); 13c NMR (cDCl3) & 10.4,
22.5, 62.1, 88.2, 89.0, 119.2, 133.0; UV (CDCl3) Ay, 345

nm.

1,4-Diethenyl-2,3-diazabicyclo[2.1.1]hex-2-ene

N-oxide (65). A stirred solution of urazole 48-Vin (16

mg, 0.073 mmol) in 0.2 mL ethylene glycol and 0.5 mL 30%
hydrogen peroxide was heated to 50 °C. A solution of
potassium hydroxide (295 mg, 87%, 4.6 mmol) in 0.35 ml water
was added over 5 min. An additional 0.1 mL hydrogen peroxide
was added every 30 min. After 3 h, the solution was
extracted with dichloromethane. The extracts were dried over
magnesium sulfate and purified by flash chromatography using
pentane/ethyl acetate (3:1). A colorless oil (6.6 mg, 60%)
was obtained. IH NMR (CDCl3) & 2.75 (m, 2H), 2.96 (m, 2H),
5.45 (m, 4H), 6.26 (m, 2H); 13c NMR (CDCl3) § 61.5, 80.1 (low

S/N), 90.2 (low S/N), 119.4, 122.2, 128.1, 132.1; mass
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spectrum (DCI/NH3), m/e 151, 134, 121 (100%), 120, 105, 93,
81; 78B; 67; 65.

Photolysis Experiments. Photolyses were performed
using an Oriel 1000-W mercury-xenon arc lamp. Direct
photolysis utilized the Schott filter combination
WG-305/KG-5/UG-11 while for sensitized photolyses the
combination WG-360/GG-375 was used.

Photolysis of 46-Vin. Direct photolysis of 46-Vin
was done in deuteriochloroform at -50 °C, 77K, and 4K, and
also in methanol—g4 at -80 °C. 1In all cases, 1 NnMr
indicated that 1,3-divinylbicyclo[l.1.0]butane (63-Vin) was
the sole product. Similarly, thioxanthone-sensitized
photolysis at =50 °C in deuteriochoroform and
benzophenone-sensitized photolysis in deuteriochloroform at 4
K showed only formation of 63-Vin. 1H NMR (CDCl3) & 1.32 (s,
2H); 2.16 (s, 2H), 5.03 (m, 4H) 5.82 (dd, 2H); 13c NMR
(CDC13) & 35.8, 113.4, 133.2.

Photolysis of 46-EV. Direct photolysis of 46-EV was
done in deuteriochloroform at -50 °C and 77 K;
thioxanthone-sensitized photolysis was done in
deuteriochloroform at =50 °C. All experiments gave only
l-ethyl-3-vinylbicyclo[l.1.0]butane (63-EV), as monitored by
'y NMR. 1B NMR (CDC13) 8 0.85 (m, 5H), 1.65 (m, 4H), 4.96 (m,
2H), 6.00 (dd, 1H).

EPR Experiments. A Varian E-Line Century Series

X-band Spectrometer equipped with an Oxford Instruments
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ESR-900 continuous liquid-helium flow cryostat was used to
obtain EPR spectra at low temperature. The temperature was
calibrated using a calibrated carbon-glass thermistor
(Lakeshore Cryotronics) placed inside a sample tube. During
each experiment, the temperature was monitored continuously
using a gold-chromel thermocouple fixed 1 cm below the sample
in the quartz dewar. The temperature was varied using either
the helium flow rate or the automatic DTC2 temperatrure
controller.

An Oriel 1000-W mercury-xenon arc lamp was focussed
into the microwave cavity for photolysis. Various optical
filters (Schott, Corning, Oriel) or a grating monochromator
(Oriel Model 77250) were used to obtain narrow bands of light
in the desired wavelength range.

Samples were prepared from solutions of 1-3 mg of
diazene in 300 UL of solvent. MTHF was freshly
vacuum-transferred from benzophenone-ketyl and other solvents
(except solvent mixtures) were also vacuum transferred. The
solutions were placed in 4 or 4.5 mm o.d. quartz EPR tubes
equipped with high-vacuum stopcocks. The samples were then
degassed (five freeze-pump-thaw cycles), frozen in liquid

nitrogen, and further cooled inside the EPR cavity.
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CHAPTER 4

MATRIX-ISOLATION DECAY KINETICS OF

1,3-DIVINYL- AND 3-ETHYL-1-VINYLCYCLOBUTANEDIYL
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Relatively few thermal reactions have been thoroughly
studied at cryogenic temperatures,l and very few below the
boiling point of liquid nitrogen (77 K).2 Reactions at these
temperatures must be generally studied in the solid phase,
thereby eliminating the majority of bimolecular chemistry,
and must involve highly reactive species in order to proceed
at reasonable rates. A convenient method of generation of
the reactive species from a less reactive precursor is
required, almost necessarily involving photo- or
radiochemistry. 1In addition to these obstacles, one must
deal with the analysis problems commonly encountered for
solid-state kinetics (see below).

All of the cyclobutanediyls described in the previous
chapter undergo thermal decay at cryogenic temperatures.
However, analysis of the decay kinetics proved difficult due
to the nonexponential nature of the decay. In this chapter,
we describe the development of two methods for the analysis
of such rate-dispersive kinetics. These methods have been
applied both separately,and in combination, to the decay
reactions of 1,3-divinylcyclobutanediyl (46-Vin) and
3-ethyl-1-vinylcyclobutanediyl (46-EV). The combined
procedure has been found to be an effective means of

discerning small differences in stability.3

Biradical Decay Process
Prior to investigating the cyclobutanediyl decay

kinetics, we attempted to establish the identity of the decay
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process. The possible involvement of quantum-mechanical
tunneling, as suggested by Closs' results on cyclopentanediyl
(4),4 made knowledge of the decay process even more crucial,
since the rate of a tunneling process depends on the mass of
the tunneling particle.

We considered three possibilities for the decay
process, shown in Figure 4.1. Radical hydrogen-abstraction
from the solvent matrix, by far the most common reaction

observed at cryogenic temperatures,lbrC,Zb

was ruled out by
several lines of evidence. First, the observed decay of the
cyclobutanediyls is much faster than any known abstraction
process. Indeed, hydrogen abstraction by radicals and

1b,c whereas

carbenes is most often studied at 77 K or higher,
we have been unable to observe any of the cyclobutanediyls
above 60 K. Second, decay of the triplet signals
corresponding to 46 is not accompanied by growth of any
doublet signals, which would be expected from the resulting
cyclobutyl (66) and solvent radicals. Finally, comparison of
decay rates in protio vs. deuterio solvents (46-Vin in
pentane vs. pentane—d12 and 46-Me in acetone vs. acetone-de)
shows no difference in rates. Abstraction of deuterium
should be much slower than that of protium, especially if the
process occurs via tunneling.

The other two possible decay processes, closure to give
bicyclobutanes (63) and 1,2-hydrogen shift to give

cyclobutenes (67), will be considered together. Fisher and

Michl5 have observed analogous closure and hydrogen-shift
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processes in the same biradical, a naphthoquinodimethane
(68), under separate conditions. The hydrogen-shift
reaction, producing 69, occurred in a purely exponential
fashion, and activation parameters were obtained for it. 1In
contrast, the closure process, giving 70, was characterized
by nonexponential kinetics attributed to a matrix effect
resulting from a larger geometrical change.5
Cyclobutanediyls 46 display strongly nonexponential decay.
Although this is in part due to lower activation energies
(see below), this behavior is more consistent with the

closure pathway, as shown by Michl's work.

5 &b e

68 69 70

Further evidence comes from product analysis of EPR
samples. NMR analysis of a sample of 47-Vin (in deuterio-
chloroform), which had been photolyzed many times in EPR
experiments, showed no signs of a cyclobutene product. A
similar result was obtained for a sample of 47-Me in

acetone-d, under both NMR and GC analyses.6 In addition,

6
solution-phase thermal chemistry and photochemistry of the

various diazenes have shown no evidence of cyclobutene

6,7

products. While the high sensitivity of EPR makes it

possible that the biradical is formed with a very low guantum
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yield, and hence its decay product is too dilute to detect,
we feel that the available evidence indicates closure as the

cyclobutanediyl decay process.

Decay Kinetics

A major goal of this work was to evaluate the effects
of various substituents on the stability of the triplet
biradicals. These effects might at first seem readily
predictable from the well-known chemistry of free radicals.8
However, the presence of two low-energy states in a
biradical, singlet (S) and triplet (T), results in
complications.

The relative energies of the low-lying singlet and
triplet states is a crucial issue,9 especially since only the
triplet can be detected by EPR. The observation of a triplet
signal at 4 K is a strong indication that the triplet is

indeed the ground state.10

Thermal population of the triplet
from a singlet ground state would require not only an S-T
energy gap of less than 0.1 kcal/mol but also a singlet that
is stable with respect to closure and other spin-allowed
processes. Theoretical calculations indicate that both the
parent and dimethyl cyclobutanediyls have triplet ground
states (see Chapter 2).

If the ground state of the substituted cyclobutanediyls
is the triplet, then three possibilities exist for the

decomposition pathway. The rate-determining step may involve

a reaction on the triplet or singlet surfaces or intersystem
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crossingll from the triplet to the singlet surface.
Consideration of the latter possibility reveals that the S-T
gap may have a strong effect on triplet stability invthe form
of an enthalpic barrier to intersystem crossing (see Figure
4.2a).

What effect, then, should radical-delocalizing substi-
tuents have upon triplet cyclobutanediyl stability? Drawing
upon the analogy to radical chemistry,8 one should expect
a thermodynamic stabilization of both spin states.

However, as the radical electrons are delocalized away from
each other, exchange interactions, which stabilize T relative
to S, would be reduced. Thus, conjugating substituents might
produce a smaller S-T gap, or even a singlet ground state.

The consequences of these two electronic effects can be
predicted by using potential energy diagrams. Figure 4.2,
part a, shows a set of hypothetical potential surfaces for
the closure coordinate of diethylcyclobutanediyl (46-Et).

The presence of a barrier to closure on the singlet surface
is in question (see Chapter 2), but the barrier, if there,
would be small. In part b, the surfaces have been modified
for substitution of delocalizing groups, such as vinyl or
phenyl, according to the previous discussion. Both surfaces
are stabilized, but the energy-lowering is most significant
for the planar biradical, which enjoys the full effect of
delocalization. As the bicyclobutane geometry is approached,

delocalization becomes relatively unimportant, so the
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Figure 4.2. Hypothetical potential energy surfaces for the

closure coordinates of a) 46-Et and b) 46-Vin.
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stabilization is small. A smaller S-T gap is also depicted
in part b.

Figure 4.2 demonstrates that delocalizing substituents
can introduce (or increase) a barrier to closure on the

singlet surface.12

While this exercise is qualitative and
does not require the presence of such a barrier, it does
suggest that a change of mechanism can occur. In Figure
4.2a, the closure process requires only intersystem crossing,
with the geometric distortion at the crossing point providing
a barrier. However, in part b, an additional barrier on the
singlet surface must be overcome. Our kinetic data for
46-Et, -EV, and -Vin suggest that a change in mechanism does
occur for this series, and it is conveniently explained by
Figure 4.2 (see below).

Two other substituent effects concerning stability are
mass and steric effects. Addition of mass can tremendously
retard a tunneling reaction, and this effect has been invoked
to rationalize the stability differences in 8, 46-Me, and

—Et.6

Variations in substituent size may also affect the
decay rate by altering the steric interactions between the
biradical and the solvent matrix. Neither of these effects
should be important for the series 46-Et, -EV and Vin, due to
the mass and size similarity of the ethyl and vinyl groups.
All of the triplet cyclobutanediyls studied decay in

some temperature range between 4 and 55 K. Quantifying the

decay kinetics is quite difficult, however, due to the
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matrix-site effect.13 We have developed and employed two

methods, described below, to analyze the kinetics.

The Matrix-Site Effect and Quantitative Kinetics
Matrix isolation has been an invaluable tool for the

observation of reactive intermediates.14

Reactive species
are stabilized in two ways: isolation in an inert material
inhibits bimolecular reactions, and cryogenic temperatures
retard unimolecular reactions. Also eliminated are processes
such as conformational motions and solvent reorganization,
which normally average instantaneous differences between
molecules. Therefore, compounds in matrix isolation may
display a static distribution ¢f properties. This "matrix-
site effect" manifests itself in the broadening or splitting
of spectroscopic lines and also in the nonexponential
kinetics of first-order unimolecular processes.

Extraction of useful rate information from
matrix-perturbed kinetic traces has proven to be highly
challenging to chemists and physicists, though several

methods have been used with success.3a'l3'15

A common
approach for first-order processes involves the assumption,
implied above, that the observed nonexponential decay arises
from a superposition of exponential decays, each arising from
a different type of matrix site. The matrix reaction is thus
characterized by a probability distribution of first-order

rate constants instead of a single rate constant (i.e., a

delta-function distribution, see Figure 4.3). This type of
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Figure 4.3. Rate-constant distributions and their observed
kinetics: a) delta function, corresponding to exponential
decay, and b) a broad distribution, corresponding to strongly

nonexponential decay.
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kinetic behavior, sometimes called composite first-order, is
usually identified by the observation that the shapes of the
kinetic traces do not depend on the initial concentration of

16

reactant. This distribution model, though intuitive and

simple, has found little experimental verification other than

17

good agreement with kinetic data. An alternative model,

which assumes equivalent, nonfirst-order sites, sometimes
also gives good agreement.l3 However, we have obtained
strong experimental support for the distribution model in the
decay of cyclobutanediyls (see below).

The goal of all methods under the distribution model is
to obtain the initial rate-constant distribution, or at least
its maximum, the most probable rate constant. If we denote
the distribution at a given time as F(k,t), then the kinetic
observable f(t) is related to the initial distribution,

17

F(k,0), by the Laplace transform (eqg. 4.1). This

ktax (4.1)

w =

f(t) = L)F(k,O)e

relationship, illustrated graphically in Figure 4.4, implies
that the desired distribution can be obtained by Laplace
inversion of the kinetics trace, as indicated in equation

4.2. Unfortunately, numerical Laplace inversion is an

F(k,0) = 2%9-1 [£(t) ] (4.2)
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ill-conditioned transformation,18

and though it is possible,
given certain assumptions about the distribution, this method
is generally more difficult than the alternatives discussed
below.

Another approach involves fitting the kinetic data to
an appropriate function whose analytical inverse Laplace

3a,17

transform is known. An example is the "stretched

exponential," which is commonly used to described physical
processes such as dielectric relaxation.19
A third alternative involves assumption of a
distribution shape, then adjustment of the distribution
width and position on the rate axis in order to achieve a
good fit to the kinetic data via the numerical Laplace
transform (which is well-behaved in the forward sense).l3’15
This method offers maximum flexibility both in the sense of
allowing comparison of distribution shapes (and thus
distinguishing between physical interpretations) and in the
sense of adapting to experimental circumstances (see below).
A convenient and common assumption in the distribution
model, and one that we will use, is that the rate dispersion
arises from a distribution of activation energies (Ea),
i.e., that the Arrhenius pre-exponential term (log A) is a
constant. This assumption can be justified in two ways.
First, for the low-temperature processes studied in matrix
isolation, the rate is much more sensitive to small

variations in Ea than in log A. For example, for a process

undergoing reaction at 20 K, a change of 0.1 kcal/mol
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in Ea is equivalent to a change of more than one log A unit.
Therefore, a distribution that covers a small range over
both log A and Ea can usually be approximated by a
distribution over Ea alone. Second, a distribution over Ea

13 For

sometimes has a clearer physical interpretation.
example, a Gaussian Ea distribution might arise from the
static, random variation of a structural parameter upon
which Ea depends. Very recently, Siebrand attributed a
Gaussian Ea distribution for the methyl radical
hydrogen-abstraction from methanol glass to a random

distribution of transfer distances.13

Though the physical
interpretation is less clear for the closure reaction of a
cyclobutanediyl, it seems reasonable that random variations
in one or more structural parameters, such as site size and
shape or biradical conformation, could result in a Gaussian
E distribution.

Before we discuss our results, consideration of
typical kinetic behavior at cryogenic temperatures, with and
without a matrix effect, would be helpful. Presuming, for a
moment, that the reaction under study shows exponential and
Arrhenius (nontunneling) behavior, the temperature range in
which the reaction would occur on a reasonable timescale
would be quite small. For example, Figure 4.5a shows
predicted decay traces for a process with log A = 8 and Ea =
1.5 kcal/mol at 25, 30 and 35 K. Over a range of 10
degrees, the reaction rate varies by nearly four orders of

magnitude. Such a reaction would present severe obstacles to
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anyone attempting to measure its activation parameters,
since temperatures would have to be maintained with high
precision and measured with high accuracy, both difficult
tasks below 77 K.

Suppose next that the reaction has a distribution of
activation energies but still displays Arrhenius behavior.
Simulated decay is shown in Figure 4.5b, assuming the same
activation parameters as in part a and a Gaussian Ea
distribution with a standard deviation of 0.5 kcal/mol. The
temperature range over which decay is observable is clearly
much larger than in part a, even though the most probable
rates are the same at a given temperature. This situation
represents a trade-off for the experimentalist in search of
activation parameters; in return for the expanded
temperature range, the complexity of the problem has
increased tremendously.

An important point illustrated by Figure 4.5 is the
fact that the high- and low-temperature decay traces in a
composite first-order system are very similar in shape,
differing mainly in intensity. This observation can be
explained by dividing the distribution into three components
for any given decay trace, as done for the 20 and 40 K
traces in Figure 4.6. The three components are 1) the "fast
sites," which have rate constants too high to allow
observation at the given temperature, 2) the "slow sites,"
which are completely stable on the time scale of the

experiment, and 3) the "intermediate sites" (shaded in
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Figure 4.6), which account for all of the observed decay.
The intermediate sites for the two temperatures have the
same range of rate constants, which explains the similarity
in the shape of the decay traces. The important feature in
determining shape, then, is simply the ratio of intermediate
sites to slow sites.

Figure 4.6 prompts discussion of an apparent
paradox.20 Though a distribution is usually considered a
form of disorder, it actually imparts a large degree of
order to the kinetics. That is, molecules react in
hierarchical fashion: fast sites, then intermediate sites,
then slow sites. In the absence of a distribution, there is
no such order; molecules react in a purely random fashion.
Thus, along with the increased complexity of distribution
kinetics comes an increase in information content. Solution
of the distribution problem then affords valuable
information about the nature of the reactant-matrix
interaction.

This information inherent in any distribution was
successfully probed by Siebrand and Wildman in the previously-
mentioned methyl radical hydrogen-abstraction from methanol.13
Having related the Gaussian E, distribution to a distribution
of transfer distances, they began a more detailed investiga-
tion of the methyl radical environment. By using known mix-
tures of methanol and deuterium-labeled methanol and observing
changes in the Ea distribution, they obtained not only

the number of neighboring methanol molecules around a given
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radical, but also their relative distances. This work
clearly showed that the complexity of nonexponential decay
can be used to great advantage, once the analysis problem is
solved.

Very recent work has shown that distribution kinetics
may also be observed in solution if the observation
time scale is faster than solvent reorganization. Cruz et
al.,2l investigated the absorption-spectrum recovery of
organic dyes in solution on the 10-100 femtosecond time scale
following photochemical hole-burning by a 10 femtosecond
pulse. They found the recovery to be strongly
nonexponential, suggesting the existence of different
"sites" on this time scale. Thus, information regarding
solute-solvent interactions in solutions might also be

obtainable through distribution-analysis methods.

Collection of Kinetic Data

Decay traces for 46-Vin in MTHF at eight temperatures
are shown in Figure 4.7. The signals were generated by
photolysis of 47-Vin for the durations shown, ranging from 5
to 30 seconds. The signal decays, digitized and stored for
later analysis, were followed for 12 to 25 minutes, even
though at the lower temperatures only a small fraction of
the signal decayed during this interval. Monitoring large
fractions (e.g., 75%) of the signal decay, though desirable
as always in quantitative kinetics, was impractical in our

experiments. In most cases, this would have required



T];”

5 min

s N
L2 Al

20.2, 30.6, 36.7, 42.5 K

5 min
34.5, 39.8, 44.9, 49.2 K

Figure 4.7.

166

20.2 K
20 s hv

30.6 K
30 s hv

~—

34.5 K
20 s hv

5 s hv

Aot

\ad

39.8 K
20 s hv

j\-w

G

aanae e L VI
5 s hv

e
o
Rl

P R oy G
bl N s o

44 .9 K
10 s hv

<

[TUTV SRPVE PRV S OSUN P TPV UPET P WOV -
W v YRRy Sabtan e o

49.2 K
10 s hv

Experimental decay traces for 46-Vin in MTHF.



167
experiments lasting days or weeks. Though experiments on the
order of several hours may have been possible, these would
not have resulted in any significant improvement.

The decay of 46-Vin was studied quantitatively in MTHF
and heptane. The decay traces appeared very similar in
these solvents, and the analysis results verify this
observation. Although not analyzed, decay traces were also
recorded for several other matrices: pentane, pentane—glz,
chloroform—gl, dichloromethane, iodomethane-g3, adamantane,
methanol/ethanol (1:1), and methylcyclohexane/isopentane
(4:1). These matrices all gave very similar behavior.
Adamantane was tried with the idea that a roughly spherical
matrix molecule might provide more uniform sites and hence
more nearly exponential decay, but this was not observed.

Decay kinetics for 46-EV were studied in MTHF.
Qualitatively, the decay traces for this biradical were
comparable to those of 46-Vin, but the photolytic generation
efficiency was much lower. As a result, somewhat longer
photolysis intervals were necessary for this case, ranging
from 10 to 60 seconds. In heptane, 46-EV is somewhat less
stable, making decay kinetics in this solvent impractical,
because of the very long photolysis intervals reguired.

The kinetic experiments were occasionally troubled by
strange behavior, already documented for the dialkyl
cyclobutanediyls,6 though inadequately explained. This
behavior, examples of which are shown in Figure 4.8, is

characterized by increases in signal intensity lasting up to
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15 minutes after the irradiation has ceased. We now believe‘
that this effect can be explained by invoking a saturation

phenomenon known as the phonon bottleneck.22

Normally, the
recovery of a signal from saturation is characterized by the
spin-lattice relaxation time, which relates to the efficiency
of energy transfer from the spin system to the lattice
vibrational modes (phonons). However, if the energy transfer
from the phonons to the cooling bath is substantially slower,
then the phonon bottleneck can occur. The result of the
bottleneck is a relaxation time that is much longer than
either the spin-lattice relaxation time or the phonon-bath
relaxation time. Upon saturation by microwave power or
momentary heating, the signal can take minutes to recover to
its original intensity. If the light energy warms the matrix
during the photolysis interval, then a slow increase in
signal intensity after the photolysis interval might
correspond to such a recovery from saturation.

Although we still cannot account adequately for the
intermittance of the problem with the phonon-bottleneck
explanation, we have eliminated several other possible
explanations. First, we showed that the temperature itself,
though it did increase during photolysis, did not take
minutes to recover. By photolyzing our temperature-sensor
tube, we found that the temperature returned to the lower
value within a few seconds (at most) after phbtolysis was
stopped. Second, we demonstrated that the signal growth was

indeed a saturation effect, not a chemical phenomenon.
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The same slow recovery was observed when the microwave power
was momentarily increased. However, the power increase did
not cause the problem through normal spectroscopic
saturation, since the even power increases at nonresonant
field settings resulted in saturated signals. Absorption of
microwave energy also may have occurred via electric field
interactions. This possibility is supported by our
observation that the problem was much more frequent with
larger tubes, being almost unavoidable with 5 mm o.d. tubes
(at 4 K). The problem was rarely encountered with 4 mm o.d.
tubes. Electric field absorption with large samples is
well-documented, especially for fluid samples.23

In summary, the unusual behavior depicted in Figure 4.8
is thought to be caused by a phonon-bottleneck saturation
aggravated by electric field absorption of microwave energy.
We have not discovered a means of avoiding the problem
completely, but fortunately, it is intermittent. Only data
recorded in its absence were used. |

We have indicated that photolysis of the matrix can
lead to a momentary increase in temperature. This effect, a
further complication to the kinetic analysis, will be

discussed in detail in later sections.

Analysis of Decay Kinetics
Numerical Laplace Inversion
Our initial attempts at obtaining a rate distribution

included numerical Laplace inversion of the decay trace to
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give the distribution directly (eqg. 4.2, rewritten here as

eq. 4.3). This method was appealing since it is the most
F(k,0) =5€'1 [£(t) ] (4.3)

direct method. The major difficulty with the method, and in
fact with any of the procedures for obtaining the
distribution, is that the Laplace inverse is not stable to
small changes.18 In other words, very small changes in f(t)
can result in very large changes in F(k,0).

As a consequence of this instability, no general
procedure is available for numerically inverting the Laplace
transform.18 However, a number of methods have been
developed for specific circumstances, and several
publications are available for help in applying an

18,24

appropriate method to a new problem. We chose to modify

a published procedure based on numerical quadrature and

dynamic programming.18

Without entering into the
mathematics, the procedure first requires the reasonable
assumption that the distribution is a smooth, continuous
curve. A recursive algorithm, based on a matrix-algebra
approximation to equation 4.3, is used to first obtain three
points that approximate the distribution. This three-point
solution is then interpolated to obtain an approximate
four-point solution. Next, the four-point soiution is

refined, and a five-point approximation is obtained. This

process is continued through fifteen points, giving a final
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distribution that is defined by a total of 3+4+45+...+15 =
117 points.

When we applied this method to our decay traces, we
obtained single-maximum rate distributions, which were
well-defined'by the available points. However, converting
the calculated distributions back to the form of decay traces
via the forward Laplace transform, a straightforward
computation, resulted in poor agreement with the actual decay
traces. Although better agreement may have been obtained
through refinement of our procedure or adaptation of other
procedures, we concluded that the less direct methods were

more promising.

Analytical Laplace Solutions

A popular method for obtaining rate distributions
involves fitting decay traces to a function whose analytical
Laplace inverse is known.3 The procedure is quite simple,
once the function has been chosen, involving adjustment of
one or two parameters to produce the best fit, followed by a
simple calculation of the most probable rate. A disadvantage
is that the shape of the distribution, determined by the
function chosen, rarely has any physical significance and is
therefore arbitrary.

In studying the rebinding of carbon monoxide to
2a

myoglobin following photodissociation, Austin, et al.,

found that the kinetic data could be fit to the function,
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£(t) = (1 + t/to)'n, (4.4)

where n and t0 are adjustable parameters. This function

implies a rate-constant distribution with the form,
F(k,0) = n(tOA)n e(—tox)/ RT T(n+l), (4.5)

which has its maximum at k0 = n/to. The most probable rate,
ko’ is thus easily obtained from the best fit to equation
4.4, However, when we attempted to fit decay data for 46-Vin
to this function, we did not achieve acceptable agreement.

The failure of equation 4.4 (and other functions)17 to
fit our data was probably caused, at least in part, by an
inherent assumption of this method that is invalid in our
case. All of the functions describe the decay as starting
from t=0 and ignore the perturbation of a finite generation
time. This approximation presents no difficulty for a
situation in which there are no fast sites, since the decay
can be presumed to start at the end of the photolysis.
However, if an appreciable fraction of the sites decay during
photolysis, which is certainly the case in our higher
temperature traces, then the time t=0 is not well-defined.
In addition, the initial intensity may not be known,
presenting another problem for many of the functions.

In order to use analytical functions to successfully

fit our data, we would need to collect the decay traces in a
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manner that eliminates fast sites, i.e., one that allows
observation of all the sites. The only way to accomplish
this would be to decrease the photolysié time. However, the
photolyses had already been kept only as long as necessary to
generate reasonably intense signals, and intervals several
orders of magnitude shorter would be needed to satisfy this
requirement. Therefore, we abandoned this method of

analysis.

Numerical Fitting Using an Assumed Distribution
The only kinetic analysis method that we have used
successfully is a simple numerical approach based on the

forward Laplace transform.l3'15

The procedure calls for an
initial assumption of distribution shape, then adjustment of
parameters to produce the simulated decay trace that best
fits the actual trace. Typically, distributions have two
adjustable parameters, one relating to width and one relating
to position on the rate axis.

This method has a common disadvantage with the previous
method in that the distribution shape must be chosen g
priori. However, in this case, the shape is not limited to
known Laplace functions, so any appropriate shape (e.g., the
one with the most physical significance) can be selected.
Furthermore, many different shapes can be tried and compared,
if desired.

Studies using this method have been described in the

13y 15

literature, though some of the computational procedures
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suggested diminish the flexibility of the method. These
procedures fit the data in essentially the same manner as the
analytical Laplace functions, thus introducing the same
problem discussed earlier involving fast sites.

We recognized that this method had the potential for
dealing with fast sites, so we developed a straightforward
algorithm to accomplish this. The procedure involves
computing the simulated decay trace point-by-point. in a
chronological sense. The distribution at each point is
calculated from the distribution at the previous point,
accountiﬁg for the decéy occurring over the intervening time
interval. The intensity at each point is simply the area
under the current distribution. With this procedure, the
generation period can be included explicitly, accounting for
both growth and decay during the period.

We have incorporated this algorithm into two programs:
a simulation program, DECAY.BAS (listed in Appendix A), and a
fitting program, FIT.BAS (listed in Appendix B). DECAY.BAS
serves two purposes: (1) simulated growth/decay traces are
produced given log A, the most probable Ea’ the choice of
distribution shape and its width, the temperature, and the
time scale desired for the decay trace; and (2) the Ej
distribution at any point during the growth or decay can be
displayed. (This program was used to produce the simulations
in Figures 4.5 and 4.6.) An option is incluaed which
simulates a specified temperature increase during the

photolysis period, taking into account signal attenuation due
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to both the Curie law (eg. 4.6) and additional decay caused

by the higher temperature.
Intensity « l1/Temperature (4.6)

FIT.BAS produces growth/decay trace simulations in the
same manner as DECAY, but the results are compared to an
experimental trace. The distribution is handled on a
logarithmic rate scale, which is proportional to E + so that
log A input is not necessary. The distribution width and/or
position on the axis can be optimized to produce the best
fit. The rate (position) optimization can be chosen to
achieve either the best overall fit or the best fit at the
end of the decay trace. (Agreement at the end of the trace
is especially important when a large fraction of sites is
still present at the end.)

At this point, the relationship between the Ea and rate
axes should be clarified. First, usihg the Arrhenius

equation (eq. 4.7),

- g i
k = Ae Fa/RT, (4.7)
we can relate the most probable rate constant, ko, to the
most probable Ea’ EO:
kg ae Eo/RT, (4.8)
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Combining equations 4.7 and 4.8 gives:
ln(k/ko) = (AE)/RT, (4.9)

where AE = E, - Ea' Equation 4.9 shows that the ln(k/ko) and
AE scales are directly proportional. Further, whereas AE is
temperature-independent, ln(k/ko) varies inversely with
temperature. The effect of this relationship is that an Ea
distribution remains constant at all temperatures, while the
corresponding ln(k/ko) distribution becomes narrower as the
temperature increases.

In preliminary fitting experiments, we allowed three
degrees of freedom in the fitting procedure: distribution
width and position, and "initial" concentration of biradical.
We did not know the fraction of fast (unobservable) sites, so
rather then fixing the intensity scale arbitrarily, we
decided to scale the data to match the simulated maximum for
each iteration in the optimizations. In this manner, the
best agreement over all three degrees of freedom was
obtained.

Using this technique, we fitted eight decay traces for
46-Vin in heptane recorded at temperatures ranging from 29 K
to 54 K. We used four distribution shapes: Gaussian, box
(rectangular), and right-triangular (left and right facing).
The decay trace fits for the Gaussian distribution are shown

in Figure 4.9; the fits for the other distributions were of

comparable quality. For each distribution, the width
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Heating during photolysis was not accounted for.



179
over ln(k/ko) was optimized for each decay trace. The

average of these values was then used to obtain the most
probable rates. When the most probable rate constants
obtained from the fitting procedure were plotted in an
Arrhenius fashion (1ln k0 vs. 1/T, eq. 4.10), linear graphs

were obtained. The Arrhenius plot corresponding to the

ln k = 1n A - Ea/RT (4.10)

Gaussian distribution is shown in Figure 4.10 along with a
linear least-squares fit (the other distributions showed
similar correlations), and the activation parameters so
obtained are shown for all four distributions in Table 4.1.

A number of comments are necessary concerning these
results. First, the observation of Arrhenius behavior is
remarkable, since we are awafe of no reéctions that obey the

25 but

Arrhenius equation in this temperature range,
especially because the dialkylcyclobutanediyls show strongly
non-Arrhenius behavior.6 The fact that such differently
shaped distributions seemed to explain the data equally well
was disconcerting, but a simple exercise helped to explain
this. Using the Arrhenius equation (eqg. 4.10), the four
distributions were all plotted on the same ln(k/ko) scale at

a given temperature (35 K, see Figure 4.11). The

distributions display a maximum possible overlap, given their



180

Lo A =
Lr k<ad

-8

-

-1@

=14

Divinglcyclobutanediul in Heptane

3.81 E(ad> 1.1&6 r = -@.9€0

2. 6@ 2.89
17T » 18"~ 2

.40

[§]

. &0

Figure 4.10.

Arrhenius plot obtained using the most

probable rate constants obtained from the preliminary

Gaussian fits.




181

Table 4.1 Preliminary Activation Parameters from
Decay Trace Fitting for 46-Vin in Heptane

Log A E_ Distribution
kcal/mol

3.8
Gaussian
4.3 !
1.30
2 ” \
0.75 5 1.85
5.4
2.6
] /
g s
1.0 Right Triangle
3.4
-0.1 1.6
N 7

Right Triangle
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Figure 4.11. Overlapping plot of four distribution shapes
which successfully modeled the decay traces of 46-Vin in

heptane.
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different shapes, and seem to depict, as nearly as possible,

the same distribution. The fact that the results are
insensitive to the shape variations is a consequence of the
Laplace inverse instability: very slight changes in F(t)
correspond to large changes in F(k,O).18

Based upon later experiments, we now believe that the
activation parameters obtained from these preliminary
results (Table 4.1) are erroneous. Our method of freely
scaling the experimental intensities, combined with the
problem alluded to earlier concerning temperature increases
during photolysis, caused a systematic error in the scaling
process. Even though the photolysis intervals are
relatively short, temperature increases of 1-3 degrees
(which is the observed order of magnitude) in the photolysis
interval can significantly increase the number of fast sites
at the expense of intermediate sites. This can dramatically
change the shape of the decay trace, especially near the
beginning. To illustrate this effect, the 35 K simulation
from Figure 4.5 is plotted in Figure 4.12 along with a
simulation in which the temperature is taken as 37 K during
the photolysis interval. The latter simulation shows much
less apparent decay than the former, and the fitting
program, not accounting for such heating, would clearly
scale such a trace incorrectly.

We have attempted through several means to quantify
the temperature increases caused by photolysis. Evidence

that the temperature does increase exists in the decay
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traces, or at least in the lower temperature traces. The
signal growth in these traces extends past the cessation of
photolysis, usually by a second or two, and is presumably
caused by the Curie effect (eqg. 4.6) as the matrix recools.
The effect sometimes disappears at higher temperatures, due
to a much smaller Curie effect and a relatively larger
number of fast sites. The Curie law can theoreticallyvbe
used to calculate the higher temperature as follows:
Intensity (lower T)

T (higher, during photolysis) = T(lower) (4.11)
Intensity (higher T)

However, other factors, such as fast-site decay and the
spectrometer time-constant, interfere with this calculation.

Equation 4.11 still seemed to be a viable means for
quantifying the heating effect, so we sought more favorable
experimental conditions for its use. For example,
photolysis of a large signal composed of only slow sites
should produce an initial siénal drop according to equation
4,11, interfered with by a relatively small amount of signal
growth due to the photolysis.26 However, this method worked
only at very low temperatures where the Curie effect is
large enough to overwhelm the new growth.

We also tried this experiment with signals from other
paramagnetic species in the same solvents, in order to avoid
the interfering signal growth. For example, iodomethane in
MTHF was irradiated with short wavelength light (<300 nm) to

produce a doublet signal. However, the signal was highly
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saturated and therefore much less temperature-sensitive than
a signal which obeys the Curie law. Thus, when this sample
was irradiated with the usual filter combination, no change
in signal intensity was observable.

Direct photolysis of the temperature sensor in
ethylene glycol, an experiment that must be considered
suspect because of the large perturbation, nevertheless
indicated that the photolysis-induced warming was
approximately two degrees, independent of temperature. The
higher temperature was reached within one second and
remained constant until photolysis had ceased, when the
temperature recovered immediately (within 2-3 seconds at
higher temperatures). Similar photolysis of a chromel vs.
gold (0.7% iron) thermocouple in heptane indicated
temperature increases of approximately 0.7 degrees.

Being unable to adequately quantify the photolysis-
heating effect, we needed a method for determining the
experimental intensity scale (i.e., the number of fast
sites). If the signal intensity at any point in the decay
trace could be related to the intensity of an intact
distribution generated with the same amount of photolysis,
the problem would be solved. This might be possible by
using the Curie law to normalize all the decay traces to a
similar photolysis at 3.8 K, where there is no decay.

First, a control experiment was necessary to
demonstrate that the photochemical efficiency of biradical

formation is insensitive to temperature. This was shown by
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comparing the signal intensities measured at 3.8 K following
two different experiments. In the first experiment, the
sample was photolyzed at 3.8 K, warmed to 28 K for one
minute, then recooled to 3.8 K to determine signal
intensity. In the second experiment, the photolysis was
conducted at 28 K. The signal was allowed to decay for one
minute, after which the sample was cooled to 3.8 K for
intensity measurement. These experiments showed that the
photochemical efficiency is not strongly temperature-
sensitive.

In order to use the Curie law, all signals must be
nonsaturated. This is a difficult requirement to meet at
3.8 K, but fortunately, the half-field transitions of both
46-Vin and 46-EV are nonsaturated at microwave powers less

27 At the

than or equal to 0.02 mW in the solvents used.
temperatures of the decay traces, all transitions could be
made nonsaturated.

Several corrections were necessary to normalize the
signal intensities. Aside from temperature, differences in
microwave power and receiver gain had to be accounted for.
A further correction was necessary since decay traces were
monitored using the largest peak, one of the Ams =1
transitions, and at 3.8 K, only the half-field transition
could be measured without saturation. An appropriate

intensity-ratio correction factor was obtained as an average

from several completely nonsaturated spectra.
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By using the Curie law and the method just described,

eight decay traces for 46-Vin in MTHF were obtained and
normalized to analogous traces at 3.8 K. FIT.BAS was then
modified to accept intensity input and scale the data
accordingly. A routine that optimizes the amount of
warming during photolysis (if desired) after the width and
rate optimization was also added. Gaussian-distribution
fits to £he decay data are shown in Figure 4.13. An
Arrhenius plot of the resulting most probable rates is
linear and is shown in Figure 4.14, along with the
activation parameters.

The results in Figure 4.14 are obviously much
different than the preliminary results listed in Table 4.1.
The earlier results depicted a more stable biradical, erring
in the expected direction based on the improper scaling
discussed earlier. This can be illustrated by considering
the 29 K decay trace in Figure 4.9. Since there is little
apparent decay, the best fit was obtained by scaling the
maximum intensity to essentially 100%, ignoring the
photolysis warming effect. However, the corrected results
show that there are a substantial number of fast sites at 29
K, implying a less stable species.

Although this method of intensity scaling is far
superior to the original method, it is not without problems.
Photochemical efficiency appears to be constant for most of
the decay traces, but occasionally a trace was recorded

that was much stronger or weaker than expected. This
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behavior probably represents differences in optical

properties of the matrix, rather than photochemical
efficiency. For example, it was observed in the glassy MTHF
but not in heptane, which is polycrystalline. Traces of this
sort (i.e., the 36.7 K trace in Figure 4.13) were not used
in the analysis.

Another problem is that the large number of
corrections necessary for the intensity normalization cén
lead to substantial errors. One particular consideration is
that changes with temperature in the relative transition
probabilities between the Amg = 1 and 2 peaks might lead to
errors in the relative peak intensity correction. That this
might be the case was suggested by some observed
discrepancies. Therefore, after each decay trace was
completed, the sample was cooled to 3.8 K, and a spectrum was
recorded. This spectrum serves as a double check on the
intensity normalization, since the normalization to this
spectrum should give the same result as the procedure
described above. In most cases, the two normalizations were
similar, but there were some differences.

In order to determine the seriousness of these
discrepancies with respect to the activation parameters, the
fitting procedure was also carried out using the alternative
normalization procedure just described. The resulting decay
trace fits are shown in Figure 4.15 and the Arrhenius plot
with activation parameters, in Figure 4.16. The alternative

procedure leads to some differences in the most probable
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rate constants, most notably for the 20.2 K decay trace.

The activation parameters are similar to those in Figure
4.14, offering encouragement.

One further problem that exists with all of the
normalization procedures is that changes in the distribution
width affect the activation parameters more than the
agreement in the decay-fitting procedure. In other words, a
range of distribution widths gives satisfactory agreement to
the decay data, enlarging the error limits on the
activation parameters.

Before pursuing this type of analysis any further, we
will introduce a different type of kinetic experiment, which
we have developed. After describing some results using the
new method, we will show how the two methods may be combined

to address some of the difficulties discussed above.

Distribution Slicing

In addition to decay-trace fitting, the cyclobutane-
diyls were studied by a new kinetics technique, which we call
"distribution slicing." This procedure is complementary to
decay-trace fitting in the information provided, and it
represents a third method for determining the intensity
scale of the decay traces. Very importantly, the method
provides distribution-shape information and verifies the use
of the distribution model in the first place.

Conceptually and experimentally, the distribution-

slicing method is very simple. The idea is to generate a
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signal that represents an intact E, distribution by

photolysis at a low enough temperature, i.e., 3.8 K for
46-Vin or -EV. Then, by warming the matrix to successively
higher temperatures, fast sites are in effect sliced off the
distribution in layers (see Figure 4.17). By recooling to
3.8 K in-between warming cycles and measuring the signal
intensity, the size of each "slice" (relative to the
complete distribution) can be obtained. Reconstruction of
the distribution from the constituent slices then produces a
crude image of the distribution (Figure 4.17).

An obvious limitation of this method is that the
distribution must be broad relative to the resolution
attainable in the slicing (see Figure 4.18). This
resolution corresponds to an approximate rate ratio of 100,
which is equivalent to an Ea difference of about 0.25
kcal/mol at 30 K, well below the distribution widths
obtained in the previous section. Though this limitation is
easily met in our case, it is undoubtedly part of the reason
this method has not been reported previously.

Consider the single slice shown in Figure 4.18. Our
objective in the experiment is to assign an Ea value to the
slice so that the Ea distribution may be reconstructed
directly. This may be accomplished using the Arrhenius

equation, which has been solved for Ea in equation 4.12:

Ea = -RT 1ln(k/A). (4.12)
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In this equation, T is known from the experiment, k can be

calculated as described below, and we must assume a value
for A. The rate that we desire, k, is the one that
defines the center of slice, corresponding to 50% decay
during the warming interval (éee Figure 4.18). 1In other
words, the warming interval corresponds to exactly one

half-life. Therefore,

warming interval = t = (1ln 2)/k. (4.13)

Substituting into equation 4.12 gives

Ea = -RT 1n((1ln 2)/At). (4.14)

Thus, Ea is easily calculated from the experimental
temperature and warming interval.

Reconstruction of the distribution from the slicing
experiment as shown in Figure 4.17 involves conversion of
the intensity data into areas under the distribution and as
such constitutes a form of numerical differentiation. This
type of process always results in magnification of errors,
and for this reason we will usually present results-in the
integrated (intensity vs. Ea) form. Distribution-shape
information is still available in this format, and Figure
4.19 compares the expected shapes for Gaussian, box, and

right-triangle distributions.
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As an example, data from a distribution-slicing

experiment for 46-Vin in MTHF are listed in Table 4.2. The
raw data include for each cycle the temperature to which the
matrix was warmed, the warming interval, and the intensity
recorded upon recooling. In order to plot the data, the
temperature and time values were first converted to Ea
values by using equation 4.14 and assuming log A = 8. (The
choice of log A affects only the Ea values, not the
distribution shape.) The plot of intensity vs. Ea is shown
in Figure 4.20. This graph, when compared to the curves in
Figure 4.19, clearly agrees best with the Gaussian
distribution curve. Thus, the distribution shape, which
completely eludes all the decay-fitting procedures as noted
in the earlier discussion, is effectively "photographed" by
this comparatively simple procedure!

In addition to providing shape information, this
experiment serves to verify the distribution model itself
through simple, qualitative observations. For example,
whenever consecutive warming cycles involve the same
temperature, the majority of the decay always occurs during
the first cycle. Subsequent cycles show very little decay,
since the fast sites and many of the sites in the
intermediate region have already been depleted. An example
of this behavior is shown in Table 4.2 for the low—Ea region
of the distribution, though similar behavior has been
observed throughout the distribution. Furthermore, any

subsequent warming cycles to lower temperatures show no
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Table 4.2. Distribution-Slicing Data for 46-Vin in MTHF

T (K) t (s) Intensity (%) B (kcal/mol) @
3.8 600 100.0 0.19
10.1 98 99.0 0.47
17.8 135 96.8 0.84
17.8 350P 95.3 0.87
22.7 270 90.1 1.10
27.2 270 80.1 1. 32
34.3 295 53.5 1.67
39.4 190 37.3 1.88
44.5 190 22.4 2.13
50.2 270 9.5 2.43
55.5 270 3.7 2.69

8Calculated using equation 4.14 with log A=8. DPrhe
experimental time interval for this slice was 215 s. The
value shown represents the total time spent at 17.8 K. See

Experimental Section.
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decay at all on a reasonable timescale. As far as we are

aware, these observations constitute the most direct
evidence to date in support of a distribution model.28

If the warming intervals are kept constant throughout
a slicing experiment, then T becomes directly proportional
to Ea (eq. 4.14). Therefore, the intensity data (or
distribution) can be plotted on a temperature scale. This
type of plot illustrates the complementary relationship.
between the decay-trace and distribution-slicing
experiments: the former measures intensity vs. time at
constant temperature, while the latter measures intensity
vs. temperature with a constant time. Thus, if one plots
signal intensity as a two-dimensional surface over time and
temperature, as in Figure 4.21, then the two experiments
represent orthogonal cross sections.

This comparison also serves to illustrate the greater
flexibility of the distribution-slicing experiment. While
the decay-trace experiment must follow a constant-
temperature cross section of the surface in Figure 4.21, the
distribution-slicing experiment can follow virtually any

"all-downhill" path.29

Though a tortuous path would appear
complicated in three dimensions, it can easily be projected
onto a simple two-dimensional plot over Ea. If desired,
distribution slicing can even be used to reproduce a decay
trace.

The experimental procedure used in distribution

slicing has several intrinsic advantages and disadvantages
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Figure 4.21. Three-dimensional representation of
reactivity. Temperature cross sections represent normal
decay traces, while time cross sections may be obtained

through distribution slicing.
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when compared to normal decay kinetics. A significant

advantage is that even though the decay may be probed over a
large temperature range, all intensity measurements are made
at the same temperature. Therefore, there is no need for
intensity normalization of any sort. Furthermore, the
measurement temperature, usually 3.8 K, is the easiest
temperature to attain accurately when using a liquid helium
cryostat. Considering the decay-trace normalization
problems discussed earlier, this automatic normalization is
a very important feature.

A disadvantage of the distribution-slicing method is
that the higher temperatures must be equilibrated quickly

and without overshooting. Low-temperature distribution

kinetics are characterized by a much greater dependence on
temperature than on time, so temperature equilibration is a
crucial issue. Our cryostat typically allowed complete
equilibration after 3-5 minutes, which was also a typical
warming time interval. Therefore, a 1-2 degree range of
temperatures was usually probed instead of a single
temperature. The temperature range during equilibration was
generally greater at higher temperatures. Model
calculations (see Experimental Section) showed that such a
temperature band causes decay that is in general equivalent
to that caused by a single temperature very close to the
maximum of the band. We thus believe that errors incurred

through this slow equilibration are small.
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Another experimental difficulty with the distribution-

slicing procedure is that temperatures must be calibrated
either before or after the entire experiment, so the time
interval between a given warming cycle and its calibration
point(s) may be quite large. A typical experiment with 8-10
cycles may take about two hours to complete. If the cooling
system is subject to any slow drift in calibration, then
this delay might cause significant calibration errors. We
occasionally had to discard results from entire experiments
when such a problem was detected; however, the problems
usually did not occur.

Since our results (such as the example in Figure 4.20)
resembled the Gaussian model so closely, we developed a
program to fit the results to the model. The program,
called DSFIT.BAS and listed in Appendix C, accepts as input
from a data file the raw temperature, time, and intensity
data (e.g. Table 4.2). The only additional input necessary
is log A; the most probable Ea and d;stribution width are
optimized unless fixed values are desired. The fit obtained
for the 46-Vin example is shown in Figure 4.22a using log A
= 8. As is apparent, the agreement is quite good, and the
Ea distribution obtained compares well to the decay-fitting
results (Figures 4.14 and 4.16). The Gaussian-Ea
distribution implied by this fit is shown in Figure 4.22b.

Another program, SLICE.BAS (listed in Appendix D), was
developed to be used in conjunction with DSFIT in order to

test the validity of the distribution-slicing method. Using
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Figure 4.22. Distribution-slicing results for 46-Vim in
MTHF, assuming log A = 8: a) intensity vs. E, fit to a

Gaussian, and b) the optimized Gaussian-E, distribution.
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the same basic algorithm employed in DECAY and FIT, SLICE

simulates distribution slicing data based upon an assumed
Gaussian shape. The simulated data can be fit using DSFIT
in the same manner as experimental data. The fit to a nine-
cycle simulation, with similar log A, E,, and width values

to those in the above example, is shown in Figure 4.23a.

The near-perfect agreement obtained for the
simulation, though indeed welcome, was at first surprising.
A basic approximation in the distribution-slicing'method,
illustrated in Figure 4.24, is that the kinetic resolution
may be assumed to be perfect. In other words, the slices
are assumed to be vertical. 1In reality, this is never the
case: some slower sites decay and some faster sites remain.
However, these perturbations largely cancel each other,
allowing for a much higher apparent resolution.

The reason the simulation in Figure 4.23a fits the
model as well as it does was alluded to earlier: the width
of the distribution is large compared to the kinetic
resolution. To demonstrate this, an identical simulation to
the previous one, except that the width has been reduced to
0.1 kcal/mol, is displayed in Figure 4.23b. The much worse
agreement in this simulation can be identically obtained by
instead increasing the Ea by a factor of 5, to 7.5 kcal/mol.
Recalling the relationship between the Ea and ln(k/ko)
scales (eqg. 4.9) makes apparent the fact that Qggg of the

above operations decrease the distribution width on the
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Figure 4.23. DSFIT.BAS fit to simulated distribution-
slicing data, obtained from SLICE.BAS: a) wide distribution

and b) narrow distribution.
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Figure 4.24. Basic approximation in the
distribution-slicing method. a) Realistic distribution

slice. b) Approximated, vertical slice.
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ln(k/ko) scale, the latter one by increasing the temperature

of the reaction.

The above exercise illustrates the stringent
limitations on the effective application of this method. As
shown by the simulations in Figures 4.23a and b, the total
width of the Ea distribution must be large relative to the
most-probable Ea to insure good resolution. In other words,
the distribution must extend nearly to zero on the Ea axis.
However, if it reaches too close to zero (or past‘zero),
then generation of an intact distribution becomes
impossible, also complicating the analysis.

A further consideration is the range of distribution
widths that might be attainable. Considering the
nonbonding, steric nature of the interactions that
presumably cause the distribution, the observation of Ea
distributions with standard deviations much larger than 0.5
kcal/mol seems unlikely. Therefore, the reactions for which
distribution slicing may be used effectively may be limited

l.30 We are

to those with E in the range 1-5 kcal/mo
apparently fortunate enough to have chosen a reaction whose

Ea falls in the optimum range.

Combination of Methods

The complementary nature of the decay-trace fitting
and distribution-slicing procedures makes combination of the
methods quite advantageous. As indicated previously, the

strength of automatic intensity normalization in
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distribution slicing can be used to solve the normalization

problem of the decay traces. Conversely, the distribution-
slicing weakness of low information density (being a
point-by-point method) can be compensated by the high
information-density (continuous curve) decay traces.

The combined method that we have developed is purely
a merged analysis; no modifications are necessary in the
recording of data. Since the shape of the distribution
is defined through the slicing experiments alone, the
goals of the combined analysis are the determination of log
A, the most-probable Ea (EO), and the distribution width
(o).

In general, the combined procedure consists of the
following steps: (1) intensity normalization of the decay
traces using the distribution-slicing data, (2) fitting of
the distribution-slicing data using DSFIT to provide EO and
o for a given log A, (3) fitting of the normalized decay
traces using FIT and o as the width, and (4) plotting the
resulting most-probable rates on an Arrhenius plot, giving
log A and EO’ which can be compared with the
distribution-slicing results. The choice of log A in step 2
can be guided by any available information, or several
values can be used for comparison.

The first step in the analysis is the normalization of
the decay traces. Two methods are actually available for
this task using the distribution-slicing data. The first

procedure, which we call the direct method, involves scaling
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each decay trace to a corresponding warming cycle, both

involving the same temperature. If exact matches are not
available, the scaling can be done by interpolation (see
Experimental Section).

The second normalization procedure involves prior
fitting of the distribution-slicing data to a Gaussian using
DSFIT. Since each point on a decay trace corresponds to a
particular Ea-value, according to equation 4.14, the decay
trace can be scaled to the distribution-slicing fit using
any point on the trace. This type of normalization was
accomplished using a program called MERGE.BAS, which scales
using the end of each trace and is listed in Appendix E.
This program performs the scaling as described above and
also allows plotting of the decay traces, using the
distribution-slicing format, intensity vs. Ea‘ If desired,
MERGE will create a single graphics file containing all of
the normalized traces. As an example, the eight traces for
46-Vin in MTHF are plotted in Figure 4.25, assuming log A =
8.

The two normalization procedures have an important
difference in that the latter requires assumption of a
log A value, while the former does not. This difference
represents a potential means of determining the actual log A
value. Thus, if the scaling, as performed by MERGE, depends
strongly upon the choice of log A, then the best choice
could be found by comparing the scaling results with those

from the direct method.
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Figure 4.25.

Decay traces for 46-Vin in MTHF plotted in

the intensity vs. E, format of a distribution-slicing

experiment.

The discrepancies near the beginning of each

trace are due to matrix warming during photolysis.
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When applied to the 46-Vin/MTHF data, this dual

normalization procedure did allow a log A determination.
Table 4.3 lists the scaling results from the direct method
and the log A-dependent method for five values of log A.
The scaling results from the latter method do, in general,
show a strong dependence on log A. The log A preference of
each decay trace was thus determined by interpolation, and
these results are also listed in the table. Five of thé
eight traces show a clear preference in the log A range from
6-10, the average being 7.5 *# 0.7 (one standard deviation).
One of the remaining traces (20.2 K) gave a normalization
which was in satisfactory agreement for all log A values in
the range. The two highest temperature traces seemed to
prefer higher log A values. We reasoned that this result
might reflect larger experimental errors (especially in the
distribution-slicing data, see above) at higher
temperatures. We therefore discarded these points, taking
7.5 as the approximate log A.

Qualitative support for a log A in this range can be
obtained through merged decay-trace plots such as the one for
log A = 8 in Figure 4.25. For comparison, merged plots of
the same traces are shown in Figure 4.26 for log A = 5 and
14. The agreement for log A = 5 is much poorer than in
Figure 4.25, suggesting that the actual log A value lies
closer to 8. The minor discrepancies for lcg A = 8 can be

attributed to matrix heating during photolysis, but the



Table 4.3.

216

Log A Determination for 46-Vin via Comparison

of Normalization Results

Decay Trace YMAX(%)3 YMAX(%) from MERGE using log A =

Temp. (K) Direct 6 7 8 9 10 log
20.2 86.8 85. 85, 86. 86. B6.3 =
30.6 66.6 65 66. 67 s 68. 68 .2 i
34.5 57.7 53 . 57 . 58. 60. 60.8 T
36.7 44 .4 42. 44 . 46. 46. 47 ;1 6.
39.8 359.8 33. 37. 39. 40. 41.2 8.
42.5 43.9 39. 43, 44, 45 46.5 e
44.9 33.9 22, 286. 28. 28. 30.4
49.2 27.7 19, 24, 26. 26 28.9

4YMAX is the intensity of the decay trace at the end of the

photolysis interval.
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Figure 4.26.

Merged decay traces for 46-Vin in MTHF

assuming a) log A = 5 and b) log A = 14,
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discrepancies for log A = 14 are in the wrong direction to
be explained in this manner.

Having normalized the decay traces (using the direct
method), we next fitted them to simulated decay
using FIT. Previously, we determined the distribution
widths by optimizing the width and computing the mean. This
procedure was fairly arbitrary due to the
width-insensitivity of the fits and the photolysis-heating
effect, which introduces substantial errors in the optimum
width. Therefore, we used the distribution-slicing data to
obtain the width. Using log A = 7.5, DSFIT gives Ea = 1.665
kcal/mol and o= 0.488 kcal/mol (see Figure 4.27). This
procedure for determining the width has the disadvantage of
indirectly introducing a log A assumption into the fitting,
but having obtained an approximate log A, we did not
consider this to be a large problem.

With both the intensity and the width predetermined,
the decay-trace fitting becomes a one-dimensional
optimization over rate. The decay-trace fits using the
direct normalization scheme are displayed in Figure 4.28, and
the Arrhenius plot using the most probable rates is shown in
Figure 4.29. The activation parameters from the Arrhenius
plot, log A = 7.39 and E0 = 1.67, agree closely with the
distribution-slicing parameters (Figure 4.27); however, this
agreement is somewhat artificial, since the same width was
used for the two analyses. When we repeated the fitting

procedure using widths obtained from different log A
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Figure 4.27. Distribution-slicing intensity vs. Ea plot
for 46-Vin in MTHF, using the approximate log A value of
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Figure 4.29. Arrhenius plot for 46-Vin in MTHF using the

most probable rate contants from Figure 4.28.
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distribution-slicing fits, the parameters more closely
matched the new distribution-slicing parameters. Although
the match cannot be taken as support for the absolute
activation parameters, it does show that the results from
the two experiments are consistent with each other. This
tracking of Arrhenius parameters was more severe for

the log A-dependent normalization scheme, since both the
width and intensities were matched before the decay-trace
fitting. For this reason, we report here only fittings
using the direct normalization.

Heating due to photolysis was optimized in the fitting
after the rate optimization. The value during the rate
optimization was usually taken to be zero, unless the
heating effect was strong enough to influence the optimized
rate, in which case a near-optimum heating amount was used.
The temperature increases during photolysis, shown with the
fits in Figure 4.28, vary randomly from 1.4 to 6.5 K. Given
our earlier estimate of 1-2 K for the heating effect, these
results seem too large. A likely possibility is that errors
from other sources, such as temperature, width, and
intensity normalization, may be funneled into the heating
optimization, since it is the last operation.

Kinetic data were also analyzed for 46-Vin in heptane
in order to help determine the role of the matrix material
in biradical stability. A distribution-slicing fit to a
Gaussian using log A = 7.5 is shown in Figure 4.30. The

agreement is quite good, and the E0 of 1.43 kcal/mol
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suggests that 46-Vin is slightly less stable in heptane

compared to MTHF (1.67 kcal/mol).

Determination of log A via dual normalization was
unsuccessful for the heptane data. The scalings obtained
from MERGE were not strongly dependent upon log A, and they
did not even vary smoothly with log A. The reason behind
this behavior has not been determined, though it may be
related to a stronger photolytic heating in heptane (see
below). The same value as for MTHF, log A = 7.5, was thus
used in the fitting analysis.

The decay-trace fits for 46-Vin in heptane are shown in
Figure 4.31 and the resulting Arrhenius plot in Figure 4.32.

Once again, the activation parameters, log A = 7.30 and EO
= 1.44 kcal/mol, match closely with the distribution-
slicing experiment, log A = 7.50 and Ej = 1.43 kcal/mol.

The photolytic heating effect appears even larger
than in the MTHF data, but whether this represents a true
increase in heating or in errors from other sources remains
unclear. The heating effect at 3.8 K in heptane was
sometimes as large as 5 K (increasing to 9 K, as determined
using eq. 4.11), suggesting that the heating effect in this
solvent might also be stronger at higher temperatures.3l
The combined method was applied also to 46-EV in

MTHF. However, the distribution-slicing fit (Figure 4.33)

was not as good as for the 46-Vin plots, making theverrors
in the dual-normalization log A determination too large to

allow its use. Therefore, log A was taken to be 7.5 for
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Figure 4.32. Arrhenius plot for decay of 46-Vin in
heptane, based on a Gaussian distribution and using direct

normalization.
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these data also. The distribution-slicing experiment
suggests that 46-EV (E0 = 1.35 kcal/mol) is somewhat less

stable than 46-Vin (E, 1.67 kcal/mol).

0

The decay-trace fits are shown in Figure 4.34 and the
Arrhenius plot in Figure 4.35. 1In spite of good fits to
all the traces and low photolytic heating, the Arrhenius
plot shows a relatively poor correlation. This is
apparently due to errors in the normalization, since the
fitting of the traces scaled using MERGE gave a éorrelation
coefficient of -0.9998 for the Arrhenius plot.

Unfortunately, inefficient photochemical generation
prevented the recording of decay traces for 46-EV in
heptane; however, several distribution-slicing experiments
were done. The results, shown in Figure 4.36, imply a much
larger solvent effect than was observed for 46-Vin in MTHF
and heptane. The curve for 46-EV could not be fit with the
assumption of an intact Gaussian distribution at 3.8 K, as
was done for all the previous data. However, very good
agreement was obtained by allowing about 10% decay at the
lowest temperature. The result is E0 = 0.90 kcal/mol (with
log A = 7.5), substantially lower than E0 = 1.35 kcal.mol,
obtained for MTHF.

We also investigated the stability of 46-Vin in
deuteriochloroform, using the distribution-slicing
technique. The results, shown in Figure 4.37, indicate

that the biradical is significantly less stable in this

matrix than in MTHF or heptane, showing Ey = 1.20 for
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Figure 4.35. Arrhenius plot for decay of 46-EV in MTHF,
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Figure 4.36. Distribution-slicing results for 46-EV in

heptane, assuming log A = 7.5.
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= 7.5. The structural reasons behind these differences is

log A = 7.5. The structural reasons behind these differences
is not clear, but variations in matrix-site shape and size

In order to show that the probability distribution
itself can be obtained from these experiments, the
intensity vs. Ea data plotted in Figure 4.37 have been
converted into distribution form, and the result is
displayed in Figure 4.38. This plot accentuates even more

clearly that the distribution is Gaussian in character.

Summary of Results

We have presented a variety of procedures for
studying low-temperature matrix kinetics, and have found a
combination of distribution-slicing and decay-trace fitting
to give the best results. Even though the determination of
activation parameters has not been achieved with high
precision, the combination of methods allowed
discrimination of small reactivity differences between the
different biradicals and solvent matrices.

The results for 46-Vin and -EV are summarized in
Table 4.4. The approximate log A value for 46-Vin in MTHF
is reported as 7.5 * 2. These error limits represent more
than two standard deviations in the dual-normalization
determination of the value, and we believe them to be
conservative. Placing error limits upon the most probable
Ea is difficult, since the value depends upon log A.

However, for a given log A, E0 can be determined easily
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Table 4.4. Summary of Kinetic Results

adad

—~7

Di lic - . Di lic . .

MTHF
log A 7.5 + 22 7.39 7.5P 6.98
Eg 1.665 1.67 1.347 1.28
o 0.488 0.493
RMS 0.042 0.102
r -0.9983 -0« 982
Heptane
log A 7.5P 7.30 7.5b
Eg 1.430 1.44 0.903
o 0.430 0.503
RMS 0.088 0.045
B -0 .. 995
CDC15
log A 7.5P
Ej 1.203
(o] 0.408
RMS 0.069
8approximate value obtained via dual-normalization. bassumed

value.
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within error limits of #0.1 kcal/mol. Assigning error

limits to the assumed log A value for the other results
would be rather meaningless; however, we have no reason to
suspect significantly different log A values for these
reactions.

The approximate log A value is similar to others

32

reported for triplet biradical reactions. Closs reported

4 and

an approximate log A value of 8 for the closure of 4
Fisher and Michl reported a value of 5.1 for the
1,2-hydrogen-shift reaction in 68.° A survey of other
triplet reactions shows that log A usually falls in the range
from 6 to 10.

In order to aid comparisons amongst the results in
Table 3.6, the Gaussian—Ea distributions implied by the
slicing results have all been plotted on a common graph
(Figure 4.39). The first observation is that 46-Vin is
more stable than 46-EV. The difference in Ey values is
small, though significant, cémpared to the magnitude of Ej.
In fact, in the absence of a distribution, the reactivity
of the compounds would be strikingly different, with a
relative rate ratio of 3000 at 20 K, assuming the E0 values

from MTHF (or 6x10°

using the values from heptane). The
distribution effect largely equalizes the decay behavior,
making determination of even the order of reactivity
difficult without analysis of the type described.

An important observation is that the distribution

width is very similar for all the data sets (Figure 4.39),
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Figure 4.39. Area-normalized Gaussian-E, distributions for
46-Vin and -EV in various solvents obtained from
distribution-slicing experiments. Log A = 7.5 for all the

distributions.
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varying only from 0.4 to 0.5 kcal/mol. This is consistent

with an interpretation in which the most probable Ej depends
mainly on the intrinsic reactivity of the biradical, with
the distribution width reflecting interactions between the
biradical and matrix. However, the biradical-matrix
interactions do have some effect on EO’ as shown by the
solvent comparisons.

Comparison with results for the dialkyl cyclobutane-
diyls is also instructive. The main difference between
these results is that tunneling (non-Arrhenius) behavior has
not been observed in the present study. One rational-

ization of this difference is that a lower E, in the dialkyl

0
species allows tunneling to occur in these biradicals.
However, even the fastest sites in 46-Vin and -EV, which
have Ea very near zero, are indefinitely stable at 3.8 K.
Therefore, this explanation can be eliminated.

Since 46-Et, -EV, and -Vin have comparable masses, the
differences in their propensities to undergo tunneling are
most likely due to changes in barrier width. Interestingly,
the hypothetical potential surfaces considered previously
(Figure 4.2, redrawn in Figure 4.40) do portray such a
change. Thus, biradical stabilization due to delocalization
may be expected to increase significantly the barrier width,
causing virtual elimination of the tunneling reaction.

While such an explanation must be considered speculative at

this stage, it is consistent with the kinetic results for

all the cyclobutanediyls.



240

barrier width
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Figure 4.40. Hypothetical potential energy surfaces from

Figure 4.2, expanded to show the region near the biradical.
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Figure 4.40 also implies the possible generation (or

deepening) of a well on the singlet surfaces for 46-Vin and
-EV. If the potential surfaces in Figure 4.40 were
accurate, the singlet biradicals might be expected to exist
in equilibrium with the triplets. This possibility suggests
that the singlet biradicals might be observable under

appropriate conditions.
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EXPERIMENTAL SECTION

General. See Chapter 3 for instruments used.
A. Decay-Trace Fitting.

The sample preparation and EPR instrumentation used for
the decay traces have been described in Chapter 3. Decay
traces were recorded by first equilibrating to the desired
temperature, which was determined by calibration immediately
before and/or after the trace. With the spectrometer on
time-drive and set to the field of the largest transition
(3000 G for 46-Vin; 2840 G for 46-EV), a signal was
generated by photolysis through a combination of three Schott
Filters: WG-305, KG-5, and UG-11l. Photolysis intervals were
controlled by using a Vincent Associates Model SD-10 timed
shutter and kept only as long as necessary to generate a
reasonably sized signal. Baseline measurements at an
off-resonance field were recorded before the generation and
after the decay as part of the trace to allow later
correction for any observed drift. The traces were digitized
and stored on disk as collected using a Compag Plus computer
and a data collection program called EPR.FOR.32 Each data
file contained 1000 intensity measurements and a sample file
is listed in Appendix F. Decay traces were normally recorded
at nonsaturating microwave power, but higher power was
sometimes used to allow shorter photolyses. No difference
was distinguishable between saturated and nonsaturated

traces, and the two types were fitted equally well in the
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analysis.

Before data files could be used with the fitting
program, several modifications were necessary. The point
numbers (1 to 1000) corresponding to six events were inserted
into line 69 of the file. The six values were: IX1l, the
last point of the initial baseline measurement; IX2, the last
point before the start of photolysis; IX3, the last point of
photolysis; IX4, the last point of the decay; IX5, the first
point of the initial baseline (usually O or 1, indicating the
beginning of the file); and IX6, the last point of the final
baseline (usually 0 or 1000, indicating the end of the file).
The temperature of the trace, the photolysis interval (s),
and the scan time (min) were also inserted. In addition, any
obvious noise spikes were removed.

The use of FIT.BAS is described in its documentation
(Appendix B) and in the Chapter Text. 1In general, rate
optimizations were done using fhe option based upon the end
of the decay trace.

Normalization of Decay Traces. The decay traces
were intensity-normalized by using four different methods, as
described in text. The first two schemes involved correction
for experimental variables and were based upon the following
definition:

T'Intensity (Ams=2, peak-peak, mm) - 104

I" = ’ (4.15)
hv interval(s) *Gain- (Power, mW)O'5
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where I" is the normalized intensity. In the first method,
I" for each decay-trace maximum was calculated directly from
equation 4.15. In the second method, I" was calculated for a
spectrum taken at 3.8 K immediately following the trace. I"
at the end of the decay was assumed to be equivalent to this
value, and the entire trace was scaled accordingly. In both
methods, the intensity relative to the intensity of an intact
distribution was calculated by dividing I" by the I" from a
signal generated at 3.8 K. This intensity ratio for IX3,
reported as a percentage, was termed YMAX. YMAX is the
intensity input requested by FIT.BAS.

The third normalization scheme has been termed the
direct method and required a set of distribution-slicing
data. TIf the temperature of a given decay trace matched that
of one of the slices, normalization was performed by scaling
the intensity of the point on the decay trace corresponding
to the warming time interval to match the intensity after the
warming cycle. Whenever a decay trace was directly compared
to a slicing experiment such as this, the time axis of the
trace was redefined so that t=0 corresponded to the midpoint
of the photolysis interval, since the biradical, on average,
was generated at this point.

If no match was available in the distribution-slicing
data, then the two surrounding slices were interpolated to
obtain the desired intensity. In order to interpolate

properly on the temperature axis, however, the warming times
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had to be the same. To achieve this, one of the slices was
scaled so as to match the other's warming interval, using a
decay trace recorded at approximately the same temperature.
Interpolation over temperature then gave an intensity to
which the decay trace was scaled. If the temperature of a
decay trace was outside the range of the distribution-slicing
data, then normalization of that trace was done by using the
next method.

The final scaling procedure was performed by using
MERGE.BAS (Appendix E). The use of this program is described
in the text and in its documentation.

B. Distribution Slicing

Collection of data. A strong triplet signal was
generated at 3.8 K by prolonged photolysis (20 s to 12 min).
The intensity was measured continuously (to best keep track
of the warming intervals) with occasional reference to an
off-resonance baseline. Warming of the matrix was
accomplished either by restricting helium flow or by using
the heater and automatic temperature control.. In either
case, equilibration was completed as quickly as possible
without overshooting the desired temperature. Calibration of
temperature was generally done before and after the
experiment, the experimental temperatures being determined by
interpolation of the available calibration points. The
intensity after each slice was obtained by re-equilibrating

to 3.8 K.



246

Theory. The theory behind the distribution-slicing
method has largely been discussed in text. Here we will
consider the basic approximations of the method and their
implications for experimental design.

The center of a given slice (see Figure 4.18) can be
defined as the point in the distribution that experiences 50%
decay during the warming interval, t, at temperature T.
Assumption of exponential decay for each point in the

distribution implies:

ekt = 0.5, (4.16)
where k is the rate constant corresponding to the center of
the slice. Taking the logarithm of both sides in eq. 4.16
gives:

kt = 1n 2. ' (4.17)

Substitution for k using the Arrhenius equation (eqg. 4.7)

gives:

ate"Ea/RT = 15 2, (4.18)

which can be solved for Ea:

E; = -RT 1n [(1ln 2)/At]. (4.19)
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This equation, identical to equation 4.14, allows direct
calculation of E, from the experimental parameters, assuming
a constant A-value.

Consider the second slice in a distribution slicing
experiment. Since the distribution is not intact at the
beginning of the cycle, rigorous treatment of this slice must

account also for the first slice. By analogy to equation

4.16,

ekt e kot, = 0.5, (4.20)

where k, and k, are defined by equations 4.21 and 4.22.

k, = Ae_Ea/RTl (4.21)

k, = Ae'Ea/RTz (4.22)

The subscripts of 1 and 2 for k,t, and T refer to the first
or second slice. Thus, the center of the second slice is
characterized by a single E, as before; however, two separate
rate contants now describe this point due to the different

temperatures. Proceeding as before, we obtain

k,t, + k,t, = 1n 2, (4.23)

and substitution gives,
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at,e Ea/RT; + at e Ea/RT; = 1n 2. (4.24)

Equation 4.24 is much more complicated than equation 4.18 and
cannot be solved for E, directly. An iterative procedure is
required to obtain E, from the experimental parameters.

We can avoid such complicated calculations if we place a
simple restriction upon the experiment. If T, is
sufficiently large compared to T,, then the first term in
equation 4.24 may be neglected. For example, if the second
slice is centered at E; = 1.5 kcal/mol, with T, = 30 K, T, =
34 K, and t, = t,, then the first term contributes less than
5% of the sum. If this term is neglected, then the equation
reduces to equation 4.18, allowing the use of 4.19 to obtain
E,. For this reason, our slicing data were generally
obtained with intervals of at least four degrees between
slices.

An alternative way to simplify equation 4.24 is to let

T, = T,. In this case, we get:
(t,+t,)2e " Ea/RT; = 1n 2, (4.25)
and solving for E_:
E, = =BT, In{{ln 2)/R(t,+t,) ] | - (4.26)

Thus, consecutive slices to the same temperature allow
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calculation of E; in the normal manner by simply substituting
£, +t, for t,

Another approximation is required by our inability to
instantly equilibrate the matrix at the higher temperature.

A range of temperatures was always encountered, typically 1-2
degrees. This problem is very similar to the one just
described concerning consecutive slices to different
temperatures and can be modeled by equation 4.24. Here we
approximate a continuous warming by two intervals at the end-
point temperatures. Taking T, = 30 K and T, = 32 K, with log
A =8 and t, = t, = 150 seconds, an iterative calculation
gives E; = 1.525. Using equation 4.19, one can easily show
that this E; would also be obtained if the temperature were
constant at 31.34 K. Thus, the effective temperature is
nearer to the maximum temperature of the range.

Our situation is somewhat_better than is indicated by
this model, since in the equilibration more time is spent
near the higher temperature, further weighting the effective
temperature in this direction. In fact, complete
equilibration was attained in many of the slices, which
should bring the effective temperature very near to the
maximum temperature. For this reason, we used the maximum

temperatures in the analysis.
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APPENDIX A

DECAY.BAS
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REM DECAY .EBRAS

REM

REM Frogram to calculate and display growth and decay curves for

REM intermediates whose decay process have a distribution cver

REM activaticn energy. This is one way to simulate the "matrix

REM effect." Thermal heating of the matrix has been mcdeled by

REM allcocwing a higher temperature (described by the heating

REM amocunt, HVD) during the pheotolysis. The distribution at any

REM time during the growth or decay may alsc be plotted.

REM The program is written in compiled BASIC (IEM, version 2.00)

REM using the IEM Flotting System. It shculd be more or less device-
REM independent; an IBM FPC-AT with Enhanced Graphics Adaptor was used.

REM
REM VARIABLES:
REM ADJ Temperature independent width factor.
REM D1(I) Amcunt of decay (at TEMF+HVD) during time DT1.
REM DEa(I) Amcunt of decay (at TEMF) during time DT2.
REM DT1 Time interval between points in the photolysis time.
REM DT Time interval in the decay portion.
REM FCI) Amount of intermediate with rate R(I).
REM G(I) Distributicon cver In(k/k(0).
REM G1(I) Amcunt of increase at rate R(I) during time DT1.
REM HV (kD) Temporary array of decsired heating amounts.
REM HVD (k) Array of desired heating amounts.
REM Photolysis time.
REM Counter cover rate.
REM Counter over time.
REM Counter over temperature/heating amcunt.
REM Rate constant at TEMF.
REM Rate constant at TEMF+HVD.
REM Number of temperature/heating amocunt combinations.
REM Number of distributicns to be plotted.
REM Number cof intervals in the photolysis time.
REM Choice from second menu.
REM Chcice from first menu.
REM Width independent In{k/k{0)) axis,.
REM Ln(k/k(0)) axis for the distribution.
REM Ln(k/k(0)) for the higher temperatuwre.
REM RATE(E) Mast probable rates calculated from E(a) and lcg A.
REM RATEH(E) Mcst probable rates at the higher temperature.
REM RATEHL Natural logarithm of the most probable rate.
REM RATEL Lcgarithm of most prabable rate at higher temperature.
REM RRR Lagarithm of rate at a given point in the distribution.
REM RRRH Same &= RRR, for the higher temperature.
REM SADJ Temperature independent width factor (in kcal/mcl).
REM TEM(K) Tempcocrary array of desired temperatures.
REM TEMF (k) Array of the desired temperatures.
REM TH Factor of thermal heating due toc photolysis.
REM WID Temperature dependent width factor.
REM X<I) The time axis for the growth/decay curves.
REM Y(KsI) Simulated intensity axis.
DEFINT I-N
200 DIM X(S0),Y(10,50),Y1(50),D1(50),6(50),61(30),R(50),F(50,50)

DIM D2(50) s TH(10) ,LABEL$(10)sR1(50),E(52) yRATE(10),F1(52)+HVD(10)
DIM TEMF(10),TEM(10),HV(10),RATEH(10),R2(S0)

210 CLEAR 5000
230 CLS
IREF = O

T¢="Simulated Grawth/Decay Curves"
XA$="TIME (MIN)"

STFLAG=1

STRNG$="DISFPLAY"

STRNG2$="PRINTER"

HVT=5

RG=0.001987

NUME=10
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REM

REM

REM

REM

REM

REM
REM

REM
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Input blcck.

PRINT "CHOOSE A DISTRIEBUTION:"

FRINT "1. GAUSSIAN (DEFAULT)"

FRINT "2. SIEBRAND"

FRINT "3. SLATER"

PRINT "4. DELTA (BOX) FUNCTION"

FRINT "S. TWO DELTA FUNCTIONS"

PRINT "6. TRIANGLE (SLOW)"

PRINT "7. TRIANGLE (FAST)"

INFUT LL

IF LL=0 THEN LL=1

This ON GOSUE taileors the width input toc the chosen distribution
and calculates the distributicn. Continucus distributions are
approximated with 51 delta functicns of appropriate intensities.
SUMG=0

ON LL GOSUE 260.,270,280,290,292:294,296

INFUT "ACTIVATION ENERGY, E(A) (kcal/mcl)"3EOQ

INFUT "LOG A"3ALA

Up toc ten combinaticne of temperature and heating amcunt are allocwed.
INFUT "DESIRED NUMEBER OF TEMPERATURES (1 TO 10)"3NTEMP

IF NTEMF:>10 OR NTEMF<1 GOTO 238

FOR K=1 TO NTEMP

INFUT "TEMFERATURE (KELVIN)"3TEM(K)

NEXT K

IF NTEMF>S THEN NH=1:G0T0 2495

NHM=FIX(10/NTEMF)

FRINT "DESIRED NUMEBER OF HEATING AMOUNTS (1 TO"sNHM;3;")"

INFUT NH .

IF NH:NHM OR NH<1 GOTO 240

FOR k=1 TO NH

INFUT "HEATING DUE TO FHOTOLYSIS (DEGREES K)"j3HV(E)

NEXT K

INPUT "DECAY TIME (MIN)";TIME

Each selected heating amcunt will be used with each temperature.
N=NTEMF*NH

k=0

FOR K1=1 TO NTEMF

FOR K2=1 TO NH

K=k+1

TEMF(K)=TEM(K1)

HVD (k) =HV (K2)

TH(E)=(TEMF (K)+HVD(K) ) /TEMF (K)
NEXT k2

NEXT k1

PRINT:FRINT "Calculating..."

Mcst probable rates are calculated from the E(a), lcg A, and temp. data.

EAR=E0/RG

AVAL=10"ALA

FOR K=1 TO N

RATE (K)=AVAL*EXF(-EAR/TEMF (K))

RATEH (K ) =AVAL*EXF (-EAR/ (TH(K) *TEMF (K)))
NEXT K

The entire growth curve must be displayed.

IF TIME<HVT/60 THEN TIME=HVT/60

This normalizes the growth curve so that if no decay cccurs
during the photolysiss the curve will reach 100%.
PFK=100/HVT

The decay time is divided intc 50 intervals.
NDT=(HVT/(60*TIME) ) *50

IF NDT=0 THEN NDT=1

DT1=HVT/NDT

IF NDT=50 GOTO 300

DT2=((60*TIME)-HVT)/ (S0-NDT)
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REM

REM

REM

REM

REM
REM
REM
REM
REM
REM
REM
REM

REM

REM

REM
REM
REM

REM
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The time scale is calculated (in min.).
FOR J=1 TO NDT

X{J)=J%xDT1/60

NEXT J

FOR J=NDT+1 TO SO0
X(T)=(HVT+(J-NDT)*DT2) /60

NEXT J

This is the main lcops in which the growth/decay curves are computed.
FOR k=1 TO N
LABREL$(K)=STR$(TEMF (K) ) +"="+STRS(TEMF (K)+HVD(K) ) +" s "+STR$ (RATE (K) )
These subrcutines make the necessary width adjustments.

ON LL GOSUB 510,500,520,530,531,531,531

IF RATE(K)=0 THEN RATE(K)=1E-30

RATEL=LOG(RATE(K))

IF RATEH(K)=0 THEN RATEH(K)=1E-30

RATEHL=LOG(RATEH (k) )

FOR I=0 TO S0

RRR=RATEL+R1(I)

RRRH=RATEHL+R2(I)

This statement prevents a possible coverflow (as doces line 3S1).
IF RRRH>S0 THEN G1(I)=0:D1(1)=0:60T0 351

KK#=EXP (RRRH) :

In this statement the decay during photoclysis is calculated explicitly.
fcrr the signal that is generated during the same interval.

The decay of any previcus signal is accounted for in Di.

The condition is necessary to aveid errers arising from division
cf twe very small numbers. The use of double-precision for Kk#
alsc helps eliminate this error. The equation for DD was derived
by sclving an integral from O to DT1 with the following integrand:
EXP(-Kk#%(DT1-t))*dt.

IF RRRH<-12 THEN DD=DT1 ELSE DD=(1-EXP(-KK#%DT1))/Kk#
G1(I)=(G(I)/8SUMGB)*FFK*DD

Nocte that D1 and D2 have the form of exponential decay: EXP(-kt).
D1(I)=EXF (-KE#%DT1)

IF RRR>S0 THEN D2(I1)=0:60T0 352

KKt =EXP (RER)

D2(I)=EXF (-KK!*DT2)

NEXT I

Arrays are cleared.

FOR J=0 TO S0

Y (K, J)=0

FOR I=0 TO S50

F(I,J)=0

NEXT I

NEXT J

The develcping distribution, F(I), and intensity, Y(K,J) are
iteratively calculated. The intensity at a given time is equal
to the sum cover the entire distribution at that time.

FOR J=1 TO NDT

FOR I=0 TO SO

F(I,J)=F(I,J-1)*D1(1)+G1(I)

YK, J)=Y (K J)+F(I,T)

NEXT I

NEXT J

FOR J=NDT+1 TO S50

FOR I=0 TO S0

F(I,J)=F(I,J-1)%#D2(1I)

YK TJ)=Y(K,J)+F(1,7)

NEXT I

NEXT J

The intensity during photolysis is adjusted using the Curie law.
FOR J=1 TO NDT

YK, I)=Y (K, J)/TH(ED)

NEXT J

IF DFLAG=1 GOTO 620

NEXT k.
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400 FRINT:PRINT "HIT F1 TO QUIT"
PRINT " F2 TO PRINT GRAPH"
FRINT * F3 TO CHANGE TEMFERATURES"
PRINT F4 TO CHANGE DECAY TIME"
PRINT " FS TO CHANGE DISTRIBUTION"
PRINT F6 TO CHANGE E(A)"
FRINT * F7 TO CHANGE LOG A"
PRINT " F8 TO CHANGE HEATING AMOUNTS"
PRINT F9 TO SEE SECOND MENU"
PRINT F10 TO REPLOT (DEFAULT)"

IF NIMEB=10 DR NUME<>10 THEN NIME=0:NUME=10:G0TO0 100
IF STFLAG=0 GOTO 410
ST$=8TR$ (HVT)+" SEC hv,"+DIST$+" E(A)="+STR$(EQ)+" LOG A="+STR$ (ALA)

410 IF IREP = 1 THEN CALL PRSDAT(ST%):G0TO 21
GOTO 960
260 REM GAUSSIAN DISTRIBUTION

DIST¢=" GAUSSIAN DIST."
INFUT "STANDARD DEV. OF GAUSSIAN (kcal/mcl)"3SADJ
ADJ = 1.976E-6/(SADI*SADT)
YA+="SIGMA(DIST.) ="+STR$(SADJ)
FOR I=0 TO SO
R(I)=—2.5+1I%0.1
G(I)=EXP(-R(I)*R(I))
SUMG=SUMG+G (1)
NEXT I
RETURN

270 REM SIEERAND DISTRIEUTION
DIST¢=" SIEBRAND DIST."
YA$="INTENSITY"
FOR I=0 TO SO
R1(I)=-2.0+1%.,24
G(I=EXP(RI(I))*(EXF(RI(I)+EXF(-R1(I))=-1))"~(=3/2)
SUMG=SUMG+G(I)
NEXT 1
RETURN

280 REM SLATER DISTRIRUTION
DIST¢=" SLATER DIST."
INFUT "FULL WIDTH AT HALF HEIGHT (kcal/mcl)"3SADJT
ADJ=2.75S5SE-3/SADJ
YA$="FWHM ="+STR$ (SADJ)
FOR I=0 TO SO
R(I)=—4+1I%0,16
G(I)=EXF(-ABS(R(I)))
SUMG=SUMG+G (1)
NEXT I
RETURN

290 REM DELTA (EOX) FUNCTION
INPUT "WIDTH OF BROX (kcal/mcl) L[O for DELTA FUNCTION1"3ADJ
IF ADJ>0 GOTO 291
DIST$=" DELTA FUNCTION"
YAs="INTENSITY"
FOR I=0 TO S50
R1(I)=—2.5+I%.1
G(I)=0
NEXT 1
G(25)=1
SUMG=1
RETURN

291 DIST¢=" BOX FUNCTION"
YA$="WIDTH ="+STR$(ADJ)
FOR I=0 TO SO
R(I)==0.5+1%#0,02
G(I)=1
NEXT 1
SUMG=51
RETURN
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e92 REM TWO DELTA FUNCTIONS
DIST¢=" TWO DELTA FUNCTIONS"
INPUT "DISTANCE BETWEEN DELTA FUNCTIONS (kcal/mcl)"3ADJ
INFUT "RELATIVE HEIGHT (RIGHT/LEFT)"$RELH
YA$="DISTANCE B/W DELTA FUNCTIONS ="+STR$(ADJ)+", REL. HT. ="+STR$(RELH)
FOR I=0 TO 50
R(IN==0.5+I%0,02
G(I)=0
NEXT 1
G(O)=RELH
G(S0)=1
SUMG=RELH+1
RETURN
294 DIST¢=" TRIANGLE (SLOW)"
INFUT "BASE WIDTH (kcal/mcl)"3ADJ
YA$="RASE WIDTH ="+STR$(ADJ)
FOR I=0 TO S0
R(I)=1I%0.02
G(I1)=50-1
NEXT 1
SUMG=1275
RETURN
296 DIST$=" TRIANGLE (FAST)"
INFPUT "BASE WIDTH (kcal/mcl)"3ADJ
YA$="BASE WIDTH ="+STR$(ADJ)
FOR I=0 TO 50
R(I)==1.0+1I%0.02
G(I)=1
NEXT I
SUMG=1275
RETURN

S00 REM No width adjustment for this distributicon.
RETURN

210 REM Gaussian distribution.
WID=ADJI*TEMF (k) *TEMF (k)
WIDH=ADJI*TEMF (F)*TEMF (K) *TH () *TH(K)
FOR I=0 TO SO
R1(I)=R(I)/SAQR(WID)
R2(I)=R(1)/SOR(WIDH)
NEXT I
RETURN

S20 REM Slater distribution.
WID=ADJI*TEMF (k)
WIDH=ADJI*TEMP (k) #*TH (k)
FOR I=0 TO S0
R1(I)=R(I)/WID
R2(I)=R(I1)/WIDH
NEXT I
RETURN

530 REM Delta (Box) function.
IF ADJ<=0 THEN RETURN

S31 REM Box, two deltas, triangles.
WID=ADJ/ (TEMF (K) #RG)
WIDH=ADJ/ (TEMF (k) #TH(K) #RG)
FOR I=0 TO S0
R1(I)=R(I)*WID
R2(I)=R(1)*WIDH
NEXT I
RETURN

960 REM Open the Flotting System.

RO=0.0:R1=100.0:11=1:12=2:18=8:19=9
13=3:14=4:15=5:16=6:17=7:1102=102:1103=103:120=20:1105=105:115=15
wdth=11.0:height=8.5:110=10

YTYP%u=1

CALL POPNPS(ST%)

CALL FSSURF(WDTHsHEIGHT,ST%)

CALL PRSDAT(ST%) '

w
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REM Assign Flotting System ocutput device, display.

10 CALL PPSOT(STRNG$,ST%)
NTOT=51
21 for K=1 to N

FOR J=0 TO S0
Y1(T)=Y(K,T)
NEXT J
REM For logarithmic ploats, the zerco pocint is aveoided.

IF YTYP%=2 THEN Y1(0)=Y1(1)
CALL FPDSXY (K sNTOT,X(0),Y1(Q),ST%)
CALL PDSWID(K,IS,ST%)

e8 CALL PLINE(K,ST%):G0T0 29

29 IC=kK+1
IF IC>7 THEN IC=I1C-7
CALL PDSCLR(KLIC,ST%)
CALL PDSNM(K,LAREL$ (k) ,ST%)
NEXT K

REM Assign titles, axis labels, legend, etc.

40 CALL PTHD(T$,ST%)

CALL FTHFNT(I105,ST%)

CALL PTHHGT(I115,ST%)

CALL PTSUE(ST$,ST%)

CALL PTSFNT(I1105,ST%)

CALL PTSHGT(I10,8ST%)

CALL PTAX(I1,XA%$,ST%) *

CALL FTAX(I2,YA$,ST%)

CALL PLLOC(I1,I1,R1,R1,8T%)

CALL FLALIN(I3,I13,8T%)

CALL PXVFRM(I1,15,5T%)

CALL PAXTYP(I1,YTYF%.8T%)

REM Output the currently defined chart.
CALL FSFORE(16,ST%)
CALL PPLTIT(ST%)

REM Enable the keybcoard.
CALL FFSIN(STRNG$,ST%)
IREF = 1
REM Read the selected cpticon.
100 CALL PROCH(I10,NUME.ST%)
ON NUME GOTO 55,51,105,110,115,120,125,130,135,255

w
o

REM Print the graph.

1 CALL PCLIO(STRNG$,ST%)
Se CALL FFSOT(STRNG2%,S5T%)
53 CALL PFLTIT(ST%)
S4 CALL FCLEAR(ST%)
CALL PCLIO(STRNG2%,ST%)
GOTO 10
REM Quit.
S CALL FPCLIO(STRNG$,ST%)
60 CALL PCLSFS(ST%)
70 GOTO 80
REM Other cpticons.
105 NTM=FIX(10/NH)
106 PRINT "NUMBER OF TEMPERATURES (1 TO"iNTM;")"

INFUT NTEMF
IF NTEMP:>NTM GOTO 106
FOR K=1 TO NTEMP
INFUT "TEMPERATURE (KELVIN)"3TEM(K)
NEXT K
GOTO 132
110 INFUT "ENTER NEW DECAY TIME (MIN.) "3TIME : GOTO 100
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115 PRINT "1. GAUSSIAN (DEFAULT)"
FRINT "2. SIEERAND"
PRINT "3. SLATER"
FRINT "4. DELTA (EBOX) FUNCTION"
FRINT "S. TWO DELTA FUNCTIONS"
FRINT "é. TRIANGLE (SLOW)"
PRINT "7. TRIANGLE (FAST)"
INFUT "ENTER NEW DISTRIBUTION TYPE "jLL
IF LL=0 THEN LL=1

SUMG=0
ON LL GOSUER 260,270,280,290,292,294,296
GOTO 400
120 INFUT "ENTER NEW E(A) (kcal/mcl) "3EQ:BOTO 100
125 INPUT "ENTER NEW LOG A "3ALA:GOTO 100
130 NHM=FIX (10/NTEMF)
131 FPRINT "DESIRED NUMBER OF HEATING AMOUNTS (1 TO"j3NHM3")"
INPUT NH

IF NH*NHM OR NH<1 GOTO 131
FOR K=1 TO NH
INFUT "HEATING AMOUNT (DUE TO PHOTOLYSIS)" iHV(K)
NEXT K
132 N=NTEMF *NH
K=0
FOR Ki1=1 TO NTEMF
FOR K2=1 TO NH

K=k+1
TEMF (KE)=TEM(K1)
HVD (K)=HV (K2)
TH(R)=(TEMP (K)+HVD (K) ) /TEMP (k)
NEXT K2
NEXT k1
GOTO 400
REM Seccnd menu of options.’
135 FRINT:PRINT "HIT F1 TO CHANGE FHOTOLYSIS TIME"
PRINT " F2 TO CHANGE TITLE"
FRINT " F3 7O GET STANDARD TITLE"
FPRINT " F4 TO CHANGE SUEBTITLE"
FRINT " FS TO GET STANDARD SURTITLE"
FPRINT F6 TO PLOT INTENSITY ON A LOG SCALE"
PRINT F7 TO FLOT INTENSITY ON A STANDARD SCALE"
FRINT " F8 TO FLOT DISTRIEUTION"
FPRINT F10 TO RETURN TO FIRST MENU (DEFAULT)"
140 CALL FROCH(I1O,NIME.ST%)
ON NIME GOTO 145,150,155,160,165:170,175,600,400,400
145 INFUT "ENTER NEW PHOTOLYSIS TIME (sec.)"3HVT:G0T0O 140
150 INPUT "ENTER NEW TITLE";T$:G0T0 140
155 FRINT "DEFAULT TITLE":t$="Simulated Growth/Decay Curves":6G0T0O 140
160 INFUT "ENTER NEW SUETITLE"§ST$:STFLAG=0:G0T0 140
165 PRINT "DEFAULT SUETITLE"

ST$=STR$(HVT)+" SEC hv,"+DIST$+" E(A)="+STR$(EO)+" LOG A="+STR%(ALA)
STFLAG=1:G0TO 140

170 FRINT "LOG SCALE":YTYF%=2:6G0T0 140

175 PRINT "STANDARD SCALE":YTYP%=1:G0T0 140

600 REM The following routine generates a distribution plot.
REM DFLAG is a flag that allcws the main program to be used as a subrocutine.
DFLAG=1
CALL PRSDAT(ST%)
NDIS=0
K=1:KD=1:1C=2
NDPT=51:LLI=1
ON LL GOSUE 510,500,520,530,531,531,531
REM The activation energy scale is calculated.
FOR I=1 TO S1
E(I)=EO-RG*TEMF (K)#*R1(I-1)
NEXT 1
INPUT "PLOT INTACT DISTRIERUTION ALSO"j3;YNS$
IF YN$="N" OR YN$="n" GOTO 605
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610
620

640

REM

REM
REM

REM
REM

REM

REM

REM
REM
REM
REM

REM
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The intact distribution is set up.

NDIS=NDIS+1

LAER$="INTACT"

CALL PDSNM(NDIS,LAE$,ST%)

FOR 1I=1 TO 51

F1(I)=100¥G(I-1)/SUMG

NEXT I

ON LL GOSUE 680,680,680,685,:690,695,695

CALL FDSXY(NDIS NDFT,E(LLI),F1(LLI),ST%)

CALL FDSWID(NDIS,IS5,ST%) '

CALL PLINE(NDIS.ST%)

CALL FDSCLR(NDIS,IC,ST%)

PRINT "SELECT TEMF. AND HEATING AMOUNT: 1 YSTEMP(1)s"+"3HVD(1) 3" K"
FOR k=2 TO N

FRINT " YEIKE" (M"STEMR(K) §"+"§HVD(K) 3 "K) "
NEXT K

K=KD

FPRINT "(DEFAULT ="sK3")"

INFUT KD

IF KD=0O THEN KD=K

k=KD

NDIS=NDIS+1

INFUT "TIME AT WHICH DISTRIERUTION IS TDO BE FLOTTED (sec.)"3TD
The time nearest the desired time is selected.

IF TD«<=HVT THEN JD=TD/DT1 ELSE JD=NDT+(TD-HVT)/DT2

The main pragram is used to calculate the distribution. This is
necessary because there is not encugh memory to store the distributicons
for all the temperatures/heating factors simultanecusly."

GOTO 350

LABS=STR&(TEMF (E) )+"K s "+STRE(CINT(10#X(ID)*#60)/10)+" "

CALL FDSNM(NDIS,LAE$,ST%)

FOR I=1 TO Si

F1(I)=F(I-1,3D)

NEXT I

CALL FDSXY(NDIS.NDFT.E(LLI) F1(LLI) ST%)

CALL PDSWID(NDIS.IS,.ST%)

CALL PLINE(NDIS,ST%)

IC=IC+1:1IF IC=8 THEN IC=1

CALL FDSCLR(NDIS,IC,ST%)

INFUT "FLOT ANY OTHER DISTRIRUTIONS ON THE SAME GRAFH'"j;YN$

IF YN$="Y" OR YN$="y" GOTO 605

Labels are assigned.

DD%=DIST%

IF RIGHT#(DD$,5)="DIST." THEN DD$=MID%(DD%,I11,LEN(DD$)-1)+"RIRUTION"
STD$="E(a)="+8TR$(E0)+" LOG A="+STR$(ALA)+" ("+STR$(HVT)+" SEC. HW)"
XD$="ACTIVATION ENERGY (kcal/mcl)"

YD$=YA$

IF YD#$="INTENSITY" THEN YD%="REL. AMOUNT"

CALL FTHD(DD$.,ST%)

CALL FTSUE(STD%,ST%)

CALL FTAX(I1.XD%$,ST%)

CALL PTAX(I2.YD%,S5T%)

CALL PAXTYF(I1,11,ST%)

Flot distribution(s).

CALL PPLTIT(ST%)

DFLAG=0

Fause.

A$=INKEY$®:IF A%="" BGOTO 650
Return tc second menu.

GOTO 135

The following routines provide perfectly vertical lines.
No vertical lines needed for this distributicon.

RETURN

IF ADJ>0 GOTO 695

Delta function.

E(24)=E(25)

E(26)=E(25)

RETURN
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690 REM EBox function.
E(2)=E(1)
E(S0)=E(51)

695 REM Triange functions.
NDFT=53:LLI=0
ECO)=E(1):F1(0)=0
E(S2)=E(51):F1(352)=0
RETURN

80 END
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APPENDIX B

FIT.BAS
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REM FIT.BAS

REM

REM This proagram fits experimental growth/decay curves to simulated
REM curves, optimizing any or all of the following: distribution
REM width, most probable rate, and matrix heating during photolysis.
REM Several different distribution shapes are available as opticns,
REM In additicn, the intensity scale of the trace may be either

REM specified, or allowed toc vary freely, in effect optimizing this
REM parameter. (It is recommended that the intensity scale be

REM ncrmalized by some methods prier toe fitting.) The width and
REM rate parameters are cptimized tocgether, focllowed by the heating
REM coptimizaticon. The rate cptimizaticn may be performed either to
REM produce the best fit at the end of the trace cor the best cverall
REM fit. The width cptimizaticn is based cn the best cverall fit,
REM and the heating cptimization is based on the end of the growth.
REM Output files from EPR.FOR can be used directly as input data files,
REM with the addition of IX1-6, TEMF, HVT, and SCT. Ncise spikes,
REM cften cbserved in the digitized data, are best removed to

REM tc keep them from influencing the cptimizatiens. In particular,
REM any spikes that rise above the growth curve maximum will cause
REM errcrs in the photoalytic heating coptimization. ’

REM

REM VARIABLES:

REM ADJ Temperature independent width factor.

REM D2(I) Amcunt of decay (at TEMP+HVD) during time DT.

REM D3(1I) Amcunt of decay (at TEMF) during time DTS.

REM DT Time interval between pocints in the experimental data.
REM DTP Time interval between start of hv and the 1st data point.
REM DTS Time interval for the simulated decay.

REM F(I) Amocunt of intermediate with rate R(I).

REM G(I) Distributicn cver In(k/k(0).

REM G1(I) Amcunt of increase at rate R(I) during time DTF.

REM Ga(I) Amount of increase at rate R(I) during time DT.

REM HVD(IH) Heating amcunt.

REM HVT Photolysis time (s).

REM I Ccunter cover rate.

REM IH Ccunter for the heating cptimization.

REM ITER Counter for the rate cptimization.

REM IW Counter for the width cptimizaticon.

REM IX1 Last point of the initial baseline (reference field).
REM IX2 Last point of the initial baseline (monitoring field).
REM IX3 Foint corresponding to the end of photolysis.

REM IX4 Last pocint of the decay.

REM IXS First pocint of the initial baseline (ref.; default=1)
REM IX6 Last pocint of the final baseline (ref.; default=1000)
REM J Counter cver time.

REM KK ! Rate constant at TEMF.

REM KE# Rate constant at TEMP+HVD.

REM NDT Number of intervals in the photolysis time.

REM NUME Choice from menu.

REM R(I) Width independent In(k/k(0)) axis.

REM R1(I) Ln(k/k(0Q)) axis for the distributicon.

REM R2(1I) Ln(k/k(Q)) for the higher temperature.

REM RATE(K) Most probable rates calculated from E(a) and lag A.
REM RATEH(K) Mcst probable rates at the higher temperature.

REM RATEHL Natural lcgarithm of the most probable rate.

REM RATEL Logarithm of most probable rate at higher temperature.
REM RMS Rcot-mean—-squared deviation of the fit.

REM RRKR Logarithm of rate at a given point in the distributicn.
REM RRRH Same as RRR, for the higher temperature.

REM SADJ Temperature independent width factor (in kcal/mol).
REM SCT Experimental scan time (min).

REM TEMP Sample temperature (k).

REM TH Factor of thermal heating due tc photolysis.

REM WID Temperature dependent width factor.

REM X(I) The time axis for the growth/decay curves.

REM YE(J) Experimental intensity.

REM Yi(J) Simulated intensity.

REM Ye(J) Experimental intensity (fewer points-to match simulaticn).
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REM
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REM

REM
REM

REM
REM

REM
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DEFINT I-N

DIM X(1001),Y1(201),6(51),61(51),R(51),F(51),RATE(200),DIFA(200)
DIM D2(51).DAT$(68),X1(201),YE(1010),D3(51),62(51),Y2(201),0(200)
DIM WID(200),W(200),A2(200) ,2(200) ,AL(200) 4R1(51) . R2(51), TH(200)
DIM HVD(200)

CLEAR ,,5000

CLS

T$¢="ESR Decay Curve Fitting"

XA$="TIME (MIN)"

YA$="INTENSITY"

STRNG$="DISFLAY"

STRNG2$="FRINTER"

EXL&="EXPTL"

RG=0.001987

NUME=10

FLAG=0

FRINT "PROGRAM TO FIT EPR KINETIC DATA TO SIMULATED DECAY TRACES BASED"
PRINT "ON A DISTRIBRUTION OF FIRST-ORDER RATE CONSTANTS.":PRINT
INPUT "NAME OF DATA FILE"3FIL%

If no file extension is given, .DAT is assumed.
LE=LEN(FILS%)

FOR I=1 TO LE

IF MID$(FIL$,I,1)="." GOTO 233

NEXT I

FIL$=FIL$+" ,DAT"

OPEN "I",#1,FIL$

The file is read in a somewhat awkward manner, but this is unavcidable,
since BASIC dces not have a formatted input statement.
INPUT#1,DUMS

FOR I=1 TO 67

INPUT#1,DAT$(I)

WHILE (LEN(DAT$(I))<60)

DAT$(I1)="0"+DAT+$(1I)

WEND :

NEXT I

K=0

FOR I=1 TO 67

FOR J=1 TO 57 STEF 4

K=F+1

YE(K)=VAL(MID$(DAT$(1),J,4))

NEXT J

NEXT I

This input defines the growth, decay, baselines, temp., etc.
These parameters must be inserted intc the file manually.
INPUT#H#1,IX1,IX2,IX3,IX4,IXS,IX6,TEMPHVT,SCT

IF IXS=0 THEN IXS=1

IF IX6=0 THEN IX6=1000

IF HVT=0 THEN HVT=5:5CT=16

DT=SCT#&60/1000

NDT=FIX(HVT/DT)

NDT1=NDT+1

DTP=(HVT/DT-NDT)#DT

This normalizes the growth curve sc that if no decay cccurs
during the photalysis, the curve will reach 100%.
PFK=100/HVT

The time scale is calculated (in min.).

FOR I=1 TO 1000

X(I)=(DTP+DT#*(I-1))/60

NEXT I

Initial baseline (reference field).
SUMYE=0

FOR I=IXS TO IX1

SUMYE=SUMYE+YE(I)

NEXT 1

AAV=SUMYE/(IX1+1-IX5)
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REM

REM
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REM
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REM

REM
REM
REM
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Initial baseline (mocnitoring field).

SUMYE=0: INB=IX1+10

FOR I=INE TO IX2

SUMYE=SUMYE+YE(I)

NEXT I

BAV=SUMYE/ (1X2+1-INEK)

Final baseline (reference field).

SUMYE=0: INC=I1X4+10

FOR I=INC TO IXé

SUMYE=SUMYE<+YE(I)

NEXT I

CAV=8UMYE/ (IX6+1-INC)

Raseline drift correcticn.

EDC=(AAV-CAV) / ((IX6+INC-IX1-1X5)/2)

FOR I=IX2 TO IX4

YE(I)=YE(I)+EDC*I-EAV

NEXT I

NT=IX4-IX3+NDT1

The baselines are chopped off.

FOR I=1 TO NT

YE(I)=YE(IX3-NDT1+1)

NEXT I

DTS=DT%10

NTS=NDT1+FIX((NT-NDT1)/10)

NTS1=NTS+1

The time axis is calculated again with the larger spacing in the decay.
FOR I=1 TO NDT1

X1(I)=(DTF+DT#(I-1))/60

NEXT I

FOR I=NDT1+1 TO NTS

X1(¢(I)=X1(NDT1)+(I-NDT1)#DTS/60

NEXT I

YMAX is the normalized intensity at the end of the photolysis.
Note that this often does not coincide with the maximum of the
growth curve, presumably because of the photolytic heating effect.
If YMAX is not specified, then the data will be scaled toc match
the simulation at the beginning of the decay for each iteration.
INFUT “"YMAX (ENTER -1 IF NOT DETERMINED)"j;YMAX

IF YMAX=-1 GOTO 23%

SCALE=YMAX/YE(NDT1)

FOR I=1 TO NT

YE(I)=YE(I)*SCALE

NEXT I

Option input black.

NTSF=NTS

NTF=NT

FRINT "CHOOSE A DISTRIEBUTION:"

PRINT "1. GAUSSIAN (DEFAULT)"

FRINT "2. SIERRAND"

PRINT "3. SLATER"

PRINT "4. DELTA (EROX) FUNCTION"

PRINT "S. TWO DELTA FUNCTIONS"

PRINT "6. TRIANGLE (SLOW)

PRINT "7. TRIANGLE (FAST)

INPUT LL

IF LL=0 THEN LL=1

SUMG=0

This ON GOSUER tailcors the width input to the chosen distribution
and calculates the distributicn. Continucus distributions are
appraximated with 51 delta functions of appropriate intensities.
ON LL GOSUE 260,270,280,290,292,274,296

INPUT "WIDTH OFTIMIZATION (Y/N)"3ANS$

IF (ANS$="Y" OR ANS$="y") AND LL=1 THEN FRINT "SORRY, NO WIDTH ADJUSTMEN

T AVAILAEBLE FOR THIS DISTRIERUTION."

242

INPUT "STARTING GUESS FOR K(0) IN 1/SEC"3RATE(1)

PRINT "RATE OPTIMIZATION USING END (1) OR ENTIRE CURVE (2)"
INPUT "(ENTER O FOR NO RATE OPTIMIZATION)";IQ

IF (I0<1 DR I@>2) THEN IQ=3
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INFUT "HEATING DUE TO PHOTOLYSIS (DEGREES K)"j3HVD(1)

TH(1)=(TEMP+HVD (1)) /TEMP

INPUT "OPTIMIZE HEATING (AFTER WIDTH, RATE OFT.)"j;Hs$

IF H$="N" OR H$="n" THEN HOFT=1 ELSE HOPT=0

REM Lcg A is needed for the heating cptimization.

IF HVD(1)<>0 DR HOPT=0 THEN INPUT "APFROX. LOG A (FOR HEATING OFT.)"3;ALA
ELSE ALA=8

AVAL=10"ALA

258 WOPT=0: IW=0:WFAC=0:WFO=2: IH=1
REM Width cptimization loop.
259 WHILE WOPT=0
IW=IW+1

IF IW>1 THEN RATE(1)=RATE(ITER)
IF ANS$<>"Y" AND ANS$<>"y" THEN WOFPT=1
ON LL GOSUE 610,600,620,630,631,631,631
IF 1@=3 GOTO 309
PRINT:IF I0=1 THEN PRINT "ITER.","K(O)","DIF" ELSE PRINT "ITER.","K(O)",
"% CHANGE","RMS"
309 KOFT=0: ITER=0:FAC=0:F0=2
REM Rate optimization lcop.
WHILE KOPT=0
ITER=ITER+1
310 SUMX=0:SUMY=0:SUMXY=0:SUMX2=0
311 RATEL=LOG(RATE(ITER))
RATEHL=2.303%ALA+LOG(RATE(ITER) /AVAL) /TH(IH)
FOR I=0 TO S0
RRRH=RATEHL+R2(1I)
REM This statement prevents a possible cverflow.
IF RRRH>S0 THEN G1(I1)=0:62(1)=0:D2(1)=0:60T0 351
KK #=EXF (RRRH)
IF RRRH«<—-12 THEN DD1=DTF:DD2=DT:G0TO 349
REM In these statements, decay during photolysis is calculated explicitly
REM for the signal that is generated during the same interval.
REM The decay of any previcus signal is accounted for in D2.
REM The condition above is necessary to avoid errore arising from division
REM of two very small numbers. The use of double-precision for Kk#
REM alsc helps eliminate this error. These equaticns were derived
REM by sclving an integral from O to DT with the focllowing integrand:
REM EXP(—Kk#%(DT-t))*dt.
DD1=(1-EXP(-KK#%DTF)) /KK#
DDE=(1-EXP(-KK#%#DT) ) /KK#
REM The growth/decay aliquocts for DTP and DT are computed. Note
REM that the groawth terms (G1 and G2) include a factor for decay
REM during the photolysis interval.
349 G1(I)=(G(I)/8UMG)*FFK*DD1
G2(1)=(G(1)/SUMG)*FFK*DD2
REM Ncte that D2 and D3 have the form of exponential decay: EXF(-kt).
D2(I)=EXP(-KK#*DT)
351 RRR=RATEL+R1(1)
REM This statement prevents a poassible overflow.
IF RRR>30 THEN D3(I1)=0:G0T0 352
KK =EXF (RRRK)
D3(I)=EXP(-KK!%*DTS)
REM Arrays are cleared.
352 F(I)=0
NEXT I
FOR J=1 TO NTS
Y1(J)=0
NEXT J
REM The developing distribution, F(I), and intensity, Y1(J) are
REM iteratively calculated. The intensity at a given time is equal
REM tco the sum over the entire distribution at that time.
FOR I=1 TO S0
F(I)=F(I)+B1(1I)
Y1(1)=Y1(1)+F(I)
NEXT 1



FOR J=2 TO NDT1
FOR I=0 TO S0
F(I)=F(I1)#D2(1)+62(1I)
Y1(J)=Y1(TI)+F(I)
NEXT I
NEXT J
FOR J=NDT1+41 TO NTS
FOR I=0 7O SO
F(I)=F(I)%*D3(I)
Y1(I)=Y1(J)+F (1)
NEXT 1
NEXT J

REM The intensity during phcotolysis is adjusted using the Curie law.
FOR J=1 TO NDT
Y1(J)=Y1(T)/TH(IH)
NEXT J

IF YMAX<>-1 THEN IF Y2(NDT1)=0 GOTO 320 ELSE GOTO 322
REM This segment (until 320) is used only if YMAX was not specified.
REM The experimental curve is scaled tc match the simulaticn at the
REM end cof the growth curve.
YMX=YE(1)
FOR I=2 TO NTF
IF YE(I)>YMX THEN YMX=YE(I)
NEXT I
SCALE=Y1(NDT1)/YMX
FOR I=1 TO NTF
YE(I)=YE(I)*SCALE
NEXT I
320 FOR I=1 TO NTS
IF (I<=NDT1) THEN J=1 ELSE J=NDT1+(I-NDT1)#10
Y2(I)=YE(J)
NEXT 1
REM FLAG=1 if the heating is currently being cptimized. In this
REM case,; the abave sequence is used as a subroutine.
322 IF FLAG=1 THEN RETURN
ON I0 GOSUER 340,370,391
WEND

390 REM The rate cptimizaticn is complete.
GOSUE S00
PRINT:PRINT "OFTIMIZED RATE= ",RATE(ITER)
PRINT "RMS DEVIATION= ",RMS

IF WOFT<>0 GOTO 331
W(IW)=RMS
IF IW<3 GOTO 329
REM The next width is calculated from the previcus three using a
REM quadratic fit of the rms deviatiocn cver width. Cramer’s rule is used.
Li=IW-2:L2=IW-1:L3=1IW
FOR I=L1 TO L3
AL(I)=LOG(WID(I))
A2(I)=AL(I)*AL(I)
NEXT 1
DN=AL (L1)# (A2(L3)-A2(L2) )+AL(L2)*# (A2(L1)-A2(L3))+AL(L3) % (A2(L2)-A2(L1))
IF DN=0 GOTO 329
AN=(AL(L1)# (WL3)-WL2))+AL(L2)* (W(L1)-W(L3))+AL(L3)*(W(L2)-W(L1)))/DN
IF AN<=0 GOTO 329
EBN=W(L1)#(A2(L3)-A2(L2))+W(L2) % (A2(L1)-A2(L3))+W(L3)* (A2(L2)-A2(L1))
EN=EN/DN
WID(IW+1)=EXF(-EBN/ (2%AN)")
WFAC=0
GOTO 330
REM If less than 3 poaints are available, cr if the guadratic methcd
REM failed, the next width is calculated in a cruder manner. The
REM direction of errcr is determined and an arbitrary step is taken
REM in that directicn. To aveid stepping back and forth between two
REM values, the step size is reduced if the directicn changes.
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OWFAC=WFAC

IF Y2(FIX(NTS/4))>YI(FIX(NTS/4)) THEN WFAC=WFO ELSE WFAC=1/WFO
IF (LL>S AND LL<10) THEN WFAC=1/WFAC

IF ABS(DWFAC#WFAC-1)<0.01 THEN WFAC=SOR(WFAC) :WFO=SRR(WFO)
WID(IW+1)=WID(IW)*WFAC

CR=(WID(IW+1)-WID(IW))/WID(IW)

PRINT:FRINT "WIDTH ITERATION: "3IW:PRINT SADJ,CR,W(IW)

If the step size is small encugh, convergence is declared.
IF ABS(CR)<0.01 THEN WOPT=1

WEND

FLAG=1

IF HOPT=1 GOTO 337

The end of the growth curve is found.
YMX=YE(1)

FOR I=2 TO NTF

IF YE(I)>YMX THEN YMX=YE(I)

NEXT 1

FRINT:FRINT "ITER.","DEG","DIF","RMS"
TO=2:IH=0:TRM=100

Heating cptimization loop. Heating is coptimized by using & least-
squares methcd, which minimizes the difference between the
experimental and simulated intensities at the end of the growth curve.
WHILE HOFT=0

IH=IH+1

SUMX=0:SUMY=0:8UMXY=0:SUMX2=0

IF IH=1 GOTO 333

ON LL GOSUER 610,600,620,630,631,631,631
GOSUER 311

GOSUE S00

YM1=Y1(NDT1)

IF Y1(NDTi+1)>YM1 THEN YM1=Y1(NDT1+1)
DIFACIH)=(YMX-YM1)#100/YM1

PRINT IH,HVD(IH),DIFA(IH),RMS

Convergence test.

IF AEBS(DIFA(IH))<0.1 THEN HOFT=1:60T0 337
IF IH=1 GOTO 33%

If no progress has been made, more drastic measures are called for.
IF DIFA(IH)=DIFA(IH-1) GOTO 335
IT=IH-3:1IF IT<1 THEN IT=1

ITN=IH-IT+1

FOR I=IT TO IH

SUMX=SUMX+HVD(I)

SUMY=SUMY+DIFA(I)
SUMXY=SUMXY+HVD(I)*DIFA(I)
SUMX2=SUMX2+HVD(I)*HVD(I)

NEXT I

P=1TN#SUMXY-SUMX*SUMY
XM=ITN#SUMX2-SUMX*SUMX

HVD ( IH+1)=(P*SUMX-XM#SUMY) / ( ITN*F )
TRM=100

GOTO 336

If this is the first iteration, or if the least-squares method
faileds a cruder methocd is used.

OTRM=TRM

IF DIFA(IH)>0 THEN TRM=-T0O ELSE TRM=TO

IF OTRM+TRM=0 THEN TRM=TRM/2:T0=T0/2
HVYD(IH+1)=HVD(IH)+TRM
TH(IH+1)=(TEMP+HVD(IH+1))/TEMP

WEND

Heating cptimization is complete.

IF HVD(IH)>=0 GOTO 338

Cccling during photolysis is not allowed.
HVD(IH)=0:TH(IH)=1

ON LL GOSUE 610,600,620,630,631,631,631
GOSUE 311

GOSUER S00

PRINT:PRINT " ",HVD(IH)," ",RMS
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338 HVD$=STR$(FIX(HVD(IH)*100)/100)
STé=" "+STR$(HVT)+" SEC hv,"+DISTe¢+" "+FIL$+" "+STRS(TEMF)I+"K (+"+HVD$+
" during hv)"
NOTE$="WIDTH ="+STR$(WID(IW))+" RMS DEV.="+STR$(RMS)
YA$=Y$+STR% (SADT)

REM Option menu. Many of the copticons do not work properly for us
REM because of memcry limitations. They have been left in place for
REM thcose who have more available memory.

400 PRINT:PRINT "HIT F1 TO QUIT"
FRINT " F2 TO PRINT GRAFH"
PRINT " F3 TO FIT DIFFERENT DATA"
FRINT F4 TO CHANGE RATE OFTIMIZATION (DEFAULT)"
PRINT " FS TO CHANGE DISTRIBUTION (WIDTH)"
PRINT " F6 TO CHANGE DECAY TIME"
PRINT * F7 TO PLOT INTENSITY ON LDG SCALE"
PRINT " F8 TO FLOT INTENSITY ON STANDARD SCALE"
PRINT " F? TO REMOVE GRID"
FRINT " F10 TO REFIT"
IF NUME<>10 THEN NUME=10:G0TO SO
GOTO 960

REM The chosen distribution shape is calculated. Initial width
REM calculations are alsc done by these routines.
260 DIST$=" GAUSSIAN DIST."
INPUT "STANDARD DEV. OF GAUSSIAN (kcal/mcol)"3SADJ
ADJ=1.976E-&6/(SADJ*#SADJ)
WID(1)=ADI*TEMF*TEMF
Y$="SIGMA(DIST.) ="
FOR I=0 TO 50
R(I)=-2.5+I%0.1
G(I)=EXP(-R(I)*R(I))
SUMG=SUMG+G(I)
NEXT I
RETURN
270 DIST¢=" SIEBRAND DIST."
WOFT=1
FOR I=0 TO S50
R1(I)=-2.0+I%.1
R2(I)=R1(I)
G(I)=(EXP(R1I(I)+EXP(-R1(I))=-1))"(=-3/2)
SUMG=SUMG+G(1)
NEXT I
RETURN
280 DIST¢=" SLATER DIST."
INPUT "FULL WIDTH AT HALF HEIGHT (kcal/mcl)"3;SADJ
ADJ=2.755E-3/SADJ
WID(1)=ADI*TEMF
Y$="FWHM ="
FOR I=0 TO S0
R(I)=—4+1I%0.16
G(I)=EXF(-ABS(R(I1)))
SUMG=SUMG+G(1)

NEXT I
RETURN
290 INFUT "WIDTH OF EBOX (kcal/mcl) [O for DELTA FUNCTIONI'";ADJ
IF ADJ>0 GOTO 291
DIST#=" DELTA FUNCTION"
WOFT=1

FOR I=0 TO SO
R1(I)=—-2.5+I%.1
R2(I)=R1(I)
G(I)=0

NEXT I

G(a2t)=1

SUMG=1

RETURN
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291 DIST$=" ROX FUNCTION"
WID(1)=ADJ/ (TEMF*RG)
Y$="WIDTH ="+5TR%(ADJ)
FOR I=0 TO S0
R(I)=-0.5+1I%0.02
G(I)=1
NEXT 1
SUMG=51
RETURN
292 DIST¢=" TWO DELTAS"
INFUT "DISTANCE B/W DELTA FUNCTIONS (kcal/mcl)"3ADJ
INFPUT "RELATIVE HEIGHT (RIGHT/LEFT)"3RELH
WID(1)=ADJ/ (TEMF*RG)
Y¢="Distance ="+STR$(ADJ)+", Rel. Ht. ="+STR$(RELH)
FOR I=0 TO S0
R(I)==0.5+1I%0,02
G(I)=0
NEXT I
G(0)=RELH
G(S0)=1
SUMG=RELH+1
RETURN
294 DIST$=" TRIANGLE (SLOW)"
INFUT "RASE WIDTH (kcal/mcl)"“3ADJ
WID(1)=ADJ/(TEMP*RG)
Y$="RASE WIDTH ="+STR$(ADJ)
FOR I=0 TO S0
R(I)=1I%0,02
G(I)=50~-1
NEXT 1
SUMG=1275
RETURN
296 DIST#=" TRIANGLE (FAST)"
INFUT "BASE WIDTH (kcal/mcl)"3ADJ
WID(1)=ADJ/ (TEMP*RG)
Y$="BASE WIDTH ="+STR%(ADJ)
FOR I=0 TO S0
R(I)==1+1I%0,02
G(I)=1
NEXT I
SUMG=127%5
RETURN

REM Rate optimization (fitting the end of the curve). A least-squares
REM methcod is used.
340 IEND=NTS-4

SUM1=0:8UM2=0
FOR I=IEND TO NTS
SUM1=SUM1+Y1(I)
SUM2=8UM2+Y2(1)
NEXT I
AVE1=8SUM1/3S
AVE2=SUM2/5
DIFA(ITER)=(AVE2-AVE1)#100/Y1(NDT1)
PRINT ITER,RATE(ITER),DIFA(ITER)

REM Convergence test.
IF ABS(DIFA(ITER))<0.1 THEN KOPT=1:G0T0 360
IF ITER=1 GOTO 350
IF DIFA(ITER)=DIFA(ITER-1) GOTO 350
IT=1ITER-3:1IF IT<1 THEN IT=1
ITN=ITER-IT+1
FOR I=1T 70 ITER
SUMX=SUMX+RATE(I)
SUMY=SUMY+DIFA(I)
SUMXY=SUMXY+RATE(I)*DIFA(I)
SUMX2=SUMX2+RATE (1) *RATE(I)
NEXT I
P=ITN#SUMXY-SUMX #*SUMY
XM=ITN#SUMX2-SUMX*#SUMX
RATE(ITER+1)=(P#SUMX-XM*SUMY )/ (ITN*F)
IF RATE(ITER+1)>0 GOTO 360
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IF DIFA(ITER) >0 THEN FAC=0.5 ELSE FAC=2
RATE(ITER+1)=RATE(ITER) *FAC

RETURN

Rate cptimization (fitting the entire curve). A guadratic fit,
similar tco the width optimization (above), is used.

GOSUE S00

Q(ITER)=RMS

IF ITER<3 GOTO 380

L1=1ITER-2:L2=1TER-1:L3=ITER

FOR I=L1 TO L3

Z(I)=RATE(I)*RATE(I)

NEXT I
DN=RATE(L1)*(Z(L3)-Z(L2))+RATE(L2)*(Z2(L1)-2Z(L3))+RATE(L3)*(Z(L2)-2(L1))
IF DN=0 GOTO 380
AN=(RATE(L1)*(O(L3)-Q(L2))+RATE(L2)*(Q(L1)-0(L3))+RATE(L3)*(Q(L2)-D(L1))

IF AN<=0 GDOTO 380
EN=(Q(L1)*(Z(L3)-2(L2))+Q(L2)*(Z2(L1)-Z(L3))+Q(L3)*(Z2(L2)-Z2(L1)))/DN
IF EN>=0 GOTO 380

RATE(ITER+1)=-EN/(2%AN)

FAC=0

GOTO 385

OFAC=FAC

IF Y2(NTS)>Y1(NTS) THEN FAC=1/F0 ELSE FAC=FO0

IF ABS(OFAC*FAC-1)<0.01 THEN FAC=S@R(FAC) :FO=SRQR(FQ)
RATE(ITER+1)=RATE(ITER) *¥FAC
CR=(RATE(ITER+1)-RATE(ITER) ) /RATE(ITER)

FRINT ITER,RATE(ITER):CR,O(ITER)

IF ABRS(CR)<0.01 THEN KOPT=1

RETURN

Nce rate cptimization.
KOFT=1
RETURN

RMS calculation.

SUMSE=0

FOR I=1 TO NTS

DIF=Y2(I)-Y1(I)
SUMSE=SUMSQ+DIF*DIF

NEXT I

RMS=80R (SUMSQ/NTS1)#100/Y1 (NDT1)
RETURN

The 1In(k/k(0)) width during photolysis is calculated for the
appropriate distributicon. The actual values of locg(k/k(0)) are
alsc calculated.

Nc width adjustment for this distribution.

RETURN

Gaussian distribution.

WIDH=WID(IW)#TH(IH)*TH(IH)

FOR I=0 TO S0

R1(I)=R(I)/SOR(WID(IW))

R2(1)=R(I)/SGR(WIDH)

NEXT I

The standard deviation for the current width is calculated.
SADI=SOR(1.976E-6/(WID(IW)/(TEMF*TEMP)))

RETURN

Slater distributiaon.

WIDH=WID(IW)*TH(IH)

FOR I=0 TO S0

R1(I)=R(I)/WID(IW)

R2(I1)=R(I)/WIDH

NEXT I

RETURN

Delta (bcx) function.

IF ADJ<=0 THEN RETURN
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631 REM Box, twc deltas, triangles.
WIDH=WID(IW)/TH(IH)
FOR I=0 TO SO
R1(I)=R(I)*WID(IW)
R2(I)=R(I)*WIDH
NEXT 1
RETURN

960 REM Open the Plotting System.
I11=1:12=2:10=0:R0=0.0:R100=100.0:WDTH=11.0:HEIGHT=8B.5
13=3:14=4:15=5:16=6:17=7:1102=102:1103=103:R2=50.0:R3=3.0
YTYP%=1:16GRID=1
CALL POPNPS(ST%)
CALL PSSURF(WDTH,HEIGHT,ST%)
10 CALL PPSOT(STRNG$,ST%)
20 YE1=YE(1):Y10=Y1(0):Y11=Y1(1)
IF YTYP%=2 THEN YE(1)=YE(2):Y1(0)=Y1(2):Y1(1)=Y1(2)
REM Define the experimental curve.
CALL PDSXY(I1sNT,X(1),YE(1),STATUS%)
CALL PLINE(I1,STATUS%)
CALL FDSCLR(I1,I2.STATUS%)
CALL FDSNM(I1,EXL$,STATUS%)
REM Define the simulated curve.
CALL FDSXY(I2sNTS1,%1(0),y1(0),STATUSA)
YE(1)=YE1:Y1(O)=Y10:Y1(1)=Y11
28 CALL pline(I2,STATUSY)
29 CALL PDSCLR(I12,I1S,8TATUS%)
CALL PDSWID(I2,I15,8TATUS%)
CALL PDSNM(I2,STR$(RATE(ITER)),STATUS%)
40 CALL PTHD(T$,STATUS%)
CALL PTHFNT(I102,STATUS%)
CALL PTHHGT(I4,STATUS%)
CALL PTSUER(ST$,STATUS%)
CALL PTSFNT(I103,STATUS%)
CALL PTSHGT(I2.STATUS%)
CALL PTAX(I1,XA%$,STATUSA)
CALL PTAX(IZ2,YA$,STATUSA)
CALL PTAHGT(I1,I2,8STATUSY)
CALL FPTAHGT(12,12,STATUS%)
CALL FLLOC(I1,I1,R100,R100,8TATUS%)
CALL PLALIN(I3,I3,STATUS%)
CALL FXGRID(IGRID,I2,IGRID,I2,STATUS%)
CALL FXVFRM(I1.IS,.STATUS%)
CALL PSFORE(I6,STATUS%)
CALL FAXTYP(I1,YTYFA.ST%)

w

REM Output the currently defined chart.
CALL PPLTIT(STATUS%)
49 CALL FSNHGT(I2,STATUS%)
CALL PSNCLR(I3,STATUS%)
CALL FNOTE(I2,R3:R3,NOTE$,STATUS%)

CALL FFSIN(STRNG$,STATUS%)
REM Opticns.

S0 CALL PROCH(I4,NUME,STATUS%)
ON NUME GOTO 78,51,78,54:56,58,:60,62,64,78
51 CALL FCLIO(STRNG$,STATUS%)

CALL FCLIO(STRNG$.,STATUS%)
CALL PFPSOT(STRNG2%,STATUS%)
CALL FFLTIT(STATUS%)
CALL PSNHGT(I1,STATUS%)
CALL FNOTE(I2,R3,R3,NOTE$,STATUS%)
CALL PCLEAR(STATUS%)
CALL PCLID(STRNG2%,STATUS%)
GOTO 10
o4 INFUT "STARTING GUESS FOR K(0) IN 1/SEC"3RATE(1)
PRINT "RATE OPTIMIZATION USING END (1) OR ENTIRE CURVE (2)"
INFUT "(ENTER O FOR NO RATE OFTIMIZATION)"31IQ
IF (IP<1 OR 10@>»2) THEN IQ@=3
GOTO 400
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PRINT "CHOOSE A DISTRIBUTION:"

PRINT "1. GAUSSIAN (DEFAULT)"

PRINT "2. SIEBRAND"

PRINT "3. SLATER"

PRINT "4. DELTA (BOX) FUNCTION"

FRINT "S5. TWO DELTA FUNCTIONS"

PRINT "&. TRIANGLE (SLOW)

PRINT "7. TRIANGLE (FAST)

INPUT LL

IF LL=0 THEN LL=1

SUMG=0

ON LL GOSUR 260,270,280,290,292,294,296
INPUT "WIDTH OPTIMIZATION (Y/N)"3ANSS
GOTO 400

INFUT "NEW DECAY TIME TO BE FITTED (min)"3TDEC

IF TDEC<HVT/60 THEN TDEC=HVT/60

IF TDEC>X1(NTSP) THEN TDEC=X1(NTSP)
NTS=(TDEC*#60-HVT) /DTS+NDT1
NTS1=NTS+1

NT=10%(NTS-NDT1)+NDT1

GOTO0 S0

PRINT "LOG SCALE"

YTYP%=2

GOTO 78

PRINT "STANDARD SCALE"

YTYF%=1

GOTO 78

IGRID=0

CALL FCLID(STRNG®,STATUS%)

CALL PCLSPS(STATUS%)

ON NUMEB GOTO 8¢0,80,210,80,80,80,5,5,5,258
END
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APPENDIX C

DSFIT.BAS
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REM
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REM
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DSFIT.BRAS
This program reads distributicn-slicing data (temperatures,

times, and intensities), calculates activation energies using an
input log A values then fits the resulting intensity vs. E(a)
data toc an integrated Gaussian distribution. EBEoth the width
(standard deviaticn) and most probable E(a) may be coptimized.
The intensity vs. E(a) data and simulatiocn may be ocutput tcoc a
file in a format readable by GR.BAS.
Variables:

ALA Leg A value.

AVAL A value.

DEV(I) Deviation of each pocint from the Gaussian curve.

EACI) Activation energies for the data points.

EAG(I) Activation energies for the Baussian curve.

EAOD Activation energy optimization switch.

EOPT Activation energy coptimizaticn flag.

EQ(IE) Mocst probable activation energy.

G(I) Gaussian distributicn cver In(k/k(0)).

G1¢(I) Noermalized Gaussian distribution over In(k/k(0)).

IE Counter for activation erergy optimization.

IS Counter for standard deviaticn cptimization.

N(I) Number of data points in a given set.

NL Number of data sets.

NT Tctal number of data points.

R(I) Width independent In(k/k(0)) axis.

RATE Rate corresponding to & given data point (=1n(2)/TIME).

RE Spacing between EAG(I) points.

RMS(IS) Root-mean-square deviation for & given SD iteration.

RMSE(IE) Optimum RMS for a given EO.

SD(IS) Standard deviation.

SDO Standard deviation cptimization switch.

SOFT Standard deviation cptimization flag.

TCI) Temperature for each data pocint.

TIME(I) Warming time interval for each data point.

YLD Signal intensity for each data point.

YG(I) Intensities for the Gaussian curve.

YMX Intact distributiocn intensity for a given data set.
DEFINT I-N
DIM T(100),Y(100),TIMECI10Q0),EA(100),N(100),8SD(200),E0(100)
DIM RMS(200) ,RMSE(100) sR(S0) ,6(50) ,G1(50),¥YG(S0),DEV(100)
DIM EAG(SQ) ,Z(200)
CLEAR 45000
CLS
RG=0.001987
FRINT "FROGRAM TO FIT DISTRIRUTION SLICING DATA TO A GAUSSIAN"
PRINT
INFUT "NAME OF DISTRIBUTION SLICING FILE";FIL®
If no extension is supplieds .DAT is assumed.

LE=LEN(FILS)

FOR I

=1 TO LE

IF MID$(FIL$,I,1)="." GOTO 233

NEXT

I

FIL$¢=FIL$+".DAT"

Input
OFEN
INFUT
INFUT
NT=0
FOR 1
INPUT
NT=NT
NEXT

blcchk.
"I"s1,FILS
#1,T$
#1,NL

=1 TO NL
#1,N(I)
+N(I)

I
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k=0

FOR I=1 TO NL

INFUT#1, YMX

FOR J=1 TO N(I)

K=k+1

INFUT#H#1, TR, TIME (KD 5 Y (K)

Y(K)=100%Y (K) /YMX

NEXT J

NEXT I

INFUT "LOG A"3ALA

EAD=0:5D0=0

INFUT "OFPTIMIZE E(a)"3EA$

IF EA$="N" OR EA$="n" THEN EAO=1:INFUT "E(a)"3EQ(1)
INFUT "OPTIMIZE WIDTH";SD%

IF SD#="N" OR SD$="n" THEN SDO=1:INPUT "Std. dev."35D(1)

REM Activaticn energies are calculated for each data pocint.
AVAL=10"ALA
FOR I=1 TO NT
RATE=LOG(2.0)/TIME(I)
EA(I)=-RG*T(1)*LOG(RATE/AVAL)
NEXT 1

REM The Gaussian distribution is calculated.
SUMG=0
FOR I=0 TO S0
R(I)=2.5-1%0.1
G(I)=EXF(-R(I)*R(I))
SUMG=SUMG+G (1)
NEXT I
REM The distributicn is normalized and integrated.
G1(Q0)=(G(0)/SUMB) *¥100
YE(O)=100-GB1(0) /2
FOR I=1 TO S0
G1(I)=(G(I)/SUMB)*100
YG(I)=YG(I-1)-(B1(I-1)+G1(I))/2
NEXT 1

18=1

REM The initial guess for the standard deviaticn is calculated.
IF SDO=0 THEN SD(IS)=(EA(NT)-EAR(1))/4

REM The approxximate center of the esperimental distribution is fcocund.
I=1
WHILE Y(I)>80
I=1+1
WEND
I1S0=1
IF EAD=1 GOTO 300

REM The initial guess for most probable E(a) is calculated.
EO(1)=EA(I-1)+(EAR(I)-EA(I-1))*#(Y(I-1)-50)/(Y(I-1)=-Y(I))
TO=EO(1)/10 :

300 FRINT "E(a)","% change","Std. dev.","% change","RMS"

REM The E(0) optimizaticn constitutes the cuter lcop.
EOFT=0:TERM=100:IE=0
WHILE EOFT=0
IE=1E+1

REM The cptimized width from the last iteration becomes the initial guess.
SD(1)=8D(18)
IF EAD=1 THEN EOFT=1

REM The width cptimizaticon is the inner lcop.
SOFT=0:15=0:PCS=0:F0=2:FAC=0:CC=0
WHILE SOFT=0
1S=18+1
FREM The goodness of fit is evaluated.
GOSUE 1000
IF 18=200 GOTO 1200
IF SDO=1 THEN SOPT=1:G0TO0 455
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Every fifth width iteraticn is reported.
CC=CC+1

IF CC=1 THEN PRINT " "," ",8D(IS),PCS,RMS(IS)
IF CC=5 THEN CC=0

IF I8<{3 GOTO 400

The next width is calculated from the previcus three using a

quadratic fit of the roct-mean-squared deviation cover standard

deviation. Cramer’s Rule is used. This methcd gives best

results on data which has little scatter. Frcblems scometimes

arise with poorer data sets, because the rms deviation doces not

vary smccothly with width or E(O), For cases such as these, a

grid-type cptimizaticns in which many values of SD and EO are

used and the best fit then selected, may work better.

L1=15-2:L2=15-1:L3=18

FOR I=L1 TO L3

Z(I)=8SD(I)%*SD(I)

NEXT 1 2

DN=SD(L1)#(Z(L3)-2(L2))+8SD(L2)#(Z2(L1)-2(L3))+8D(L3)*(Z(L2)-Z(L1))

IF DN=0 GOTO 400

AN=(SD(L1)*(RMS(L3)-RMS(L2))+SD(L2)%(RMS(L1)-RMS(L3))+SD(L3)*(RMS(L2)-
RMS(L1)))/DN

IF AN«<=0 GOTO 400

BN=RMS(L1)#*(Z2(L3)-Z(L2))+RMS(L2)*(Z(L1)-Z(L3))+RMS(L3)*(Z(L2)-2(L1))

EN=EN/DN

IF EBN:>=0 GOTO 400

SD(IS+1)=-EN/(2%AN)

FAC=0

GOTO 450

If lese than 3 points are available, or if the guadratic methcod
failed, the next width is calculated in a cruder manner. The
directicon of error is determined and an arbitrary step is taken
in that direction. To avocid stepping back and forth between two
values, the step size is reduced if the direction changes.
SUMDEV=0: 0FAC=FAC

FOR I=1 TO NT

IF I<I30 THEN DEV(I)=-DEV(I)

SUMDEV=SUMDEV+DEV (1)

NEXT I

IF SUMDEV:>0O THEN FAC=F0O ELSE FAC=1/F0

IF AES(OFAC*¥FAC-1)<0.01 THEN FAC=SOR(FAC):FO=SAR(FO0)
SD(IS+1)=8D(IS)*FAC

If the step size is small encugh, convergence is declared.
FCS=(8D(I5+1)-8D(IS))/8D(IS)

IF ARS(FCS)<0.001 THEN SOFPT=1

WEND

RMSE(IE)=RMS(IS)

IF IE=100 THEN GOSUE 1100
IF EOFT=1 GOTO SSS

IF IE<3 GOTO S00

The next EO is calculated using the same methcd as for SD.

Li=IE-2:L2=IE-1:L3=IE

FOR I=L1 TO L3

Z(I)=EO(I)*EQ(I)

NEXT I

DN=EO(L1)#(Z(L3)-Z(L2))+EO(L2)# (Z(L1)=-Z(L3))+EQ(L3)*(Z(L2)-Z(L1))

IF DN=0 GOTO S00

AN=(EO(L1)*(RMSE(L3)-ERMSE(L2))+EO(L2)*(RMSE(L1)~-RMSE(L3))+EQ(L3) %
(RMSE(L2)-RMSE(L1)))/DN

IF AN<=0 GOTO S00

EN=(RMSE(L1) % (Z(L3)-Z(L2))+RMSE(L2)*(Z(L1)-Z(L3))+RMSE(L3)#*
(Z(L2)-2(L1)))/DN

IF ENx=0 GOTO S00

EO(IE+1)=-BN/(2%AN)

TERM=100

GOTO S50
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The backup methcd for cbtaining the next EO is the same as for

SD,; except that here the technique is additive instead of
multiplicative.

DTERM=TERM: SUMDEV=0

GOSUE 1000

FOR I=1 TO NT

SUMDEV=SUMDEV+DEV(I)

NEXT I

IF SUMDEV:>0 THEN TERM=TQ ELSE TERM=-TO

IF OTERM+TERM=0 THEN TERM=TERM/2:T0=T0/2
EQ(IE+1)=EO(IE)+TERM

FCE=(EQ(IE+1)-EOQ(IE))/EQ(IE)

FRINT EO(IE),PCE,8D(IS),FCS,RMSE(IE)
IF ABS(FCE)<0.001 THEN EOFT=1

WEND

This is a convenient way to calculate the spacing on the E(a)

scale. The standard Gaussian calculated abocve has SD=SCR(0.5),

st the next statement gives a scaling factor.
RE=SD(15)/S0OR(.5)

The E(a) scale is calculated for the simulaticon.
FOR I=0 TO S0

EAG(I)=EQ(IE)-R(1)#*RE

NEXT I

The results are repcorted.

PRINT:PRINT "GIVEN LOG A ="3ALA

FRINT " THEN E(a) ="3EQ(IE)
PRINT " Std. dev. =";SD(IS)
PRINT RMS ="3RMSE(IE)

INPUT "OUTFUT FILE (RETURN FOR NO FILE)"S3FILOUTS

IF FILOUT$="" GOTO 2000

The data and simulation are cutput in GR.BAS format.

OFEN "0",2.FILOUTS

FRINTH#2,T$

PRINT#2,USING"Lcg A =###.8## E(a) =##.#4## Std. dev. =##. 844

"SALASEOQ(CIE)$SD(IS) sRMSE(IE)

FRINT#2,"ACTIVATION ENERGY (kcal/mcl)"
PRINT#2,"INTENSITY"
FRINTH#2,NL+1
PRINT#2,"S51"

FOR I=1 TO NL
PRINTH2,N(I)

NEXT I

FOR I=0 TO S0
PRINTH#2,EAG(I),YG(I)
NEXT 1

FOR I=1 TO NT
FRINTH2.EA(I) Y(I)
NEXT 1

GOTO 2000

RMS =##.4#4#
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Goodness of fit calculation

The E(a) scaling factor for the current width is calculated
DE=0.1%SD(IS)/SOR(.5)

SUMSR=0

FOR I=1 TO NT

F is the position of a given point in the BGaussian distribution.

P=(EA(I)-EOQ(IE))/DE+2S

IF F<O THEN YF=100:G0TO 1010

IF P>=80 THEN YF=0:60T0 1010

I1 is the nearest E(a) index for a given point.

II=CINT(F) -

YF is the interpclated value of the BGaussian at the current
point’s E(a).

YF=YG(II)—(P-I1)#G1(I1I)

The deviation of the point from the Gaussian is calculated,

first

vertically, then at a perpendicular toc the Gaussian. If the

vertical deviation is used in the cptimization, points near
decay are weighted toc heavily.
DEV(I)=Y(I)~-YF

IF P-II<0 THEN II=I11I-1
DY=YG(II)-YG(II+1)
HYF=SOR(DE*DE+DY*DY)
DEV(I)=DEV(I)*DE/HYF
SUMSO=SUMSO+DEV(1)#DEV(I)

NEXT I

RMS(1S)=8SQR(SUMS0/NT)

RETURN

Eail cut of EO cptimization.

S0%

FRINT:PRINT "100 E(a)’S HAVE BEEN CONSIDERED WITHOUT CONVERGENCE."

INFUT "DO YOU WISH TO CONTINUE (1) OR TAKE THE BEST OF 100
IF ANS5=1 GOTO 1110

RMIN=RMSE (1) :IE=1

FOR I=2 70O 100

IF RMSE(I)<RMIN THEN IE=I

NEXT I

EOFT=1

RETURN

The arrays are reset to continue the cptimization.
EOQ(1)=EQ(98) :EQ0(2)=EQ0(99):EQ(3)=E0(100)

RMSE (1)=RMSE (98) : RMSE (2)=RMSE (99) : RMSE (3)=RMSE(100)
1E=3

RETURN

Eail cut of width cptimization

PRINT:PRINT "TAKING THE BEST OF 200 WIDTHS"
RMIN=RMS(1):15=1

FOR I=2 TO 200

IF RMS(I)<RMIN THEN IS=I

NEXT I

SOFT=1

GOTO 455

END

(2)"3ANS
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APPENDIX D

SLICE.BAS



10

100

REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
FEM
REM
REM
REM
REM
REM
REM

REM

REM
REM

REM

REM

REM

This p
using the b
simulated i
warming int
by calculat
is cutput 1

Variables:
ADJ
ALA
AVAL
D
EA(CI)
EQ
F
G(I)
NT
R(I)
RATLOG
RHALF
RE
RR
RRR
SD
TEMF(I)
THALF
WID
Y(I)
YMX

DEFINT I-N
DIM R(S0),06
RG=0.001987
CLS

FRINT "FROG
PRINT

Input block
INFUT "LOG

INPUT "ACTI
INPUT "STAN
INFUT "WARM
INFUT "NUME
The number

because of

ISTEF=FIX(S
NT=50/ISTEFP
FRINT "WILL

Preliminary
AVAL=10"ALA
EAR=EQ/RG
RHALF=LOG(2
RR=L0OG (RHAL
SUMG=0
ADJ=1.976E-
RE=FRG/SQR (A
The Gaussia
FOR I=0 TO
R(I)=2.5-1%
G(I)=EXP(-R
SUMG=SUMG+G
EA(I)=EQ-R(
TEMF{I)=-EA

283

SLICE.BAS

regram generates simulated distribution-slicing data
asic algocrithm of DECAY.BAS. The experiment is

n & chroncleogical sense. The distribution after each
erval is calculated from that after the previous cycle
ing the decay cver the interval. The simulated data

n a format readable by DSFIT.EAS.

Temperature independent width.

Lcg A value. '

A value.

Fraction of decay for a given rate cocnstant, TIME, and
Activaticn energies for the data points.

Mcst probable activation energy.

Distributicon component.

BGaussian distributicon over In(k/k(0)).

Tatal number of data points.

Width independent In(k/k(0)) axis.

Natural locgarithm of the mocst probable rate contant.
Rate corresponding to a given data point (=1n(2)/TIME).
Ln(k/k(0)) scaling factor.

Temperature/Ea conversion factor.

Natural lcgarithm of a given rate constant.

Standard deviaticon.

Temperature for each data pocint.

Warming time interval.

Temperature dependent width.

Signal intensity for each data point.

Intact distribution intensity far a given data set.

(S0) .Y (S0) ,EA(S0) s TEMF(S0)

RAM FOR SIMULATION OF DISTRIBUTION SLICING (GAUSSIAN)"

A"IALA

VATION ENERGY (kcal/mcl)"3EQ

DARD DEVIATION (kcal/mcl)" 38D

ING TIME (sec)"3;THALF

ER OF SLICES (2 TO S1)"3iNT

of slices may not be exactly the same as requested
round-cff error.

O/(NT-1))

+1

USE"3NT3;"SLICES"

calculations.

L0)/THALF
F/AVAL ) *RG

&/ (SD*SD)

DJ)

n distribution is calculated, along with Ea and TEMF sc
50

0.1

(I)*R(I))

(1)

1)*RE

(I)/RR

Negative temperatures are noct allowed.

IF TEMF(I)<
NEXT I

=0 THEN TEMF(I)=1E-6

TEMP.

ales.
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The main loop.

FOR K=0 TO 50 STEF ISTEF
RATLOG=2.303*ALA-EAR/TEMF (K)
WID=ADJI*TEMF (K ) #TEMF (K)
Y(E)=0

FOR I=0 TO S0
R1=R(I)/SQR(WID)
RRR=RATLOG+R1

This statement avcocids a possible overflow.
IF RRR>S0 THEN D=0:G0T0 200
D=EXP(-EXP(RRR)*THALF)
F=D*G(1)/SUMG
Y(K)=Y(K)+F#100

NEXT I

NEXT K

Output blcock.

OFEN "O",.#1,"SLICE.DAT"
PRINT#1,"Simulated Distribution Slicing”
FRINT#H#1,"1"

FRINT#1,NT

FRINT#1,Y(0)

FOR k=0 TO S50 STEP ISTEF
FRINT#1 . TEMF (K) , THALF , Y (K)

NEXT K

FRINT:FRINT "OUTFUT IN SLICE.DAT"
END
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APPENDIX E

MERGE.BAS



REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM

REM

REM

REM
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MERGE . BAS

This proagram reads in activation parameters (lcg A, most
probable E(a), and standard deviation of the Gaussian E(a)
distributicn) and integrates toc give an intensity vs. E(a) curve.
Decay-trace data files are then read in and nocrmalized to the
Baussian curve by using the end of each trace. VYMAX, a parameter
needed tc use FIT.BAS, is cutput. If desired, the entire set
of decay traces are cutput in the form of a merged intensity vs.
E(a) plot, along with the idealized Gaussian curve. This cutput
file can be read and plotted by using GR.EAS.

Variables:

ALA Log A value.
AVAL A value.
DTL Logarithmic spacing between cutput decay trace pocints.
EACI) Activaticon energies for the data points.
EAEND Activation energy at the end of a decay trace.
EAG(I) Activaticn energies for the Gaussian curve.
EQ Mcst probable activation energy.
G(I) Gaussian distribution over In(k/k(Q)).
G1(I) Normalized Gaussian distribution ever In(k/k(Q)).
NF Number of data files.
NT Tetal number of data points.
NTL Number of points in an cutput decay trace.
R(I) Width—-independent In(k/k(0)) axis.
RATE Rate corresponding to a given data point (=1n(2)/TIME).
RE Spacing between EAG(I) points.
SD Standard deviation.
TEMP Temperature for a given decay trace.
X(I) Time axis for a given decay trace.
YE(I) Intensity scale for a given decay trace.
YG(I) Intensities for the Gaussian curve.
YMAX Intensity at the end of pheotolysis.
DEFINT I-N

DIM YE(1005),YG(S0),R(50),6(50),61(50),EAG(S0),EA(S0),X(1000)
DIM DAT$(67)

CLEAR ,,S000

CLS

RG=0.001987

FRINT "PROGRAM TO MERGE DECAY TRACES INTO A SINGLE PLOT OF"
FRINT "INTENSITY V5. E(a). ALS0O PROVIDES YMAX FOR DECAY FITTING."
PRINT

Input blcocck.

INFUT "LOG A"3ALA

INPUT "ACTIVATION ENERGY (kcal/mcl)"3EOQ

INPUT "STANDARD DEVIATION OF DIST. (kcal/mcl)"3;SD
INPUT "NUMEER OF DECAY TRACES TO BE READ"jiNF
INFUT "DO YOU WANT A MERGED OUTPUT FILE"3;MOF$

IF MOF$="Y" OR MOF$="y" THEN MOF=1 ELSE MOF=0

AVAL=10"ALA
ADJ=1.976E-6/(SD*5SD)
RE=RG/SQR(ADJ)

SUMG=0

The Gaussian distributicn is calculated.
FOR I=0 TO S0

R(I)=2.5-1%0.1
G(I)=EXF(-R(I)#R(I))
SUMG=SUMG+G (1)
EAG(I)=EO0-R(I)*RE

NEXT 1

The distributicn is normalized.
YG(0)=100%(1-(G(0)/SUMG)/2)

FOR I=1 TO SO
G1(I)=(G(1)/SUMG)*100
YG(I)=YG(I-1)=-(B1(I-1)+G1(I1))/2
NEXT 1
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REM Freliminary cutput toc the merged file.

REM

IF MOF=0 GOTO 100

INFUT "NAME OF OUTFUT FILE";O0FILS$

OPEN "O",#2,0FILS

INPUT "TITLE";:T$

PRINT#2,T$

PRINT#2,USING"Lcg A =###. .44 E(a) =##. 843
PRINT#2,"Activation Energy (kcal/mcl)"
FRINT#2,"Intensity"

PRINT#2,NF+1

PRINT#2,"51"

FOR I=1 TO NF

PRINT#2,"50"

NEXT I

FOR I=0 TO S0

PRINT#2,EAG(I),YG(I)

NEXT I

FOR L=1 TO NF
FRINT:FRINT "NAME OF DATA FILE NUMEER"jL
INFUT FILS

Std.

If nc extension is supplied, .DAT is assumed.

LE=LEN(FILS)

FOR I=1 TO LE

IF MID$(FIL%,I,1)="." GOTO 150
NEXT I

FIL$=FIL$+" .DAT"

dev.

=H#.%

"$ALASECO;SD

The focllowing is the input/baseline correction routine from FIT.BAS.

OFEN "I",#1,FIL%
INFUT#1,DUMS

FOR I=1 TO &7
INFUT#1,DAT$(I)

WHILE (LEN(DAT$(I))<60)
DAT$(I)="0"+DAT$(I)
WEND

NEXT I

k=0

FOR I=1 TO &7

FOR J=1 TO 57 STEF 4
K=K+1

YE(K)=VAL (MID$(DAT$(I),JT54))
NEXT J

NEXT I

INPUTH1,IX1,IX2:IX3,IX4,IXS,IX6TEMFHVT,SCT

CLOSE #1

IF IXS=0 THEN IXS=1
IF IX6=0 THEN IX6=1000
DT=SCT#60/1000

FOR I=1 TO 1000
X(I)=DT*(I-1)

NEXT I

SUMYE=0

FOR I=IXS TO IX1
SUMYE=SUMYE+YE(I)
NEXT 1

AAV=SUMYE/ (IX1+1-1X5)
SUMYE=0: INE=IX1+10
FOR I=INE TO IX2
SUMYE=SUMYE+YE(I)
NEXT I

BAV=SUMYE/ (I1X2+1-INR)
SUMYE=0:INC=1X4+10
FOR I=INC TO IXé6
SUMYE=SUMYE+YE(I)
NEXT 1

CAV=SUMYE/ (I1X6+1-INC)
EDC=(AAV-CAV)/ ( (IX6+INC-IX1-IXS)/2)
FOR I=IX2 TO IX4
YE(I)=YE(I)+EDC*I-BAV
NEXT I
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NT=IX4-IX3+1

FOR I=1 TO NT
YE(I)=YE(IX3+I-1)
NEXT I

The intensity at the end of the trace is determined. An average
of 15 values is used to avoid errors due to noise.

SUMEND=0

FOR I=NT-14 TO NT

SUMEND=SUMEND+YE (1)

NEXT I

YEND=SUMEND/15
EAEND=-RG*TEMP*LOG(LOG(2.0)/ (AVAL* (X (NT=7)+HVT/2)))

YMAX is calculated by locating EAEND in the Gaussian and interpclating.
P=(EAEND-EQ) /(0. 1#RE)+25

IF FP<O THEN YMAX=100:G0T0 250

IF P>=5Q0 THEN YMAX=0:G0TO 250

II=CINT(F)

YMAX=(YG(II)—(FP-I1)#G1(I1))*YE(1)/YEND

YMAX is cutput tc the screen.

FRINT USING"YMAX FOR & =###.8#8"3FIL%$;YMAX

IF NT<=50 THEN NTL=NT:G0T0 300

NTL=850

The decay-trace pcocints to be cutput are assigned. A logarithmic
time scale is used toc give an even Ea spacing.
DTL=LOG(X(NT))/NTL

JL=0

FOR I=1 TO NTL

The next four lines assure that points are not repeated near the
beginning of the trace.

TL=DTL*(I-1)

J=(EXF(TL)-1)/DT+1

IF J«<=JL THEN J=JL+1

JL=3J

YECI)=YE(T)

X(I)=X(J)

NEXT 1

The time axis i1s adjusted tc reflect the fact that on average,
species are generated halfway through the photolysis.

FOR I=1 TO NTL

X(I)=X(I)+HVT/2

NEXT I

The decay-trace intensities are scaled according to YMAX.
SCALE=YMAX/YE(1)

FOR I=1 TO NTL

YE(I)=YE(I)*SCALE

Activation energies are calculated for each data pocint.
EA{I)=-RG*TEMF*LOG(LOG(2.0)/ (AVAL%X(I1)))

NEXT I

IF MOF=0 GOTO 350

The decay trace is output tc the merged file.

FOR I=1 TO NTL

PRINT#2,EA(I),YE(I)

NEXT I

IF NTL=50 GOTO 3S0

Shoart traces are padded to give S0 points.

FOR I=NTL+1 TO SO

PRINTH#2,EA(NTL) , YE(NTL)

NEXT I

NEXT L

END
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APPENDIX F

FIT.BAS DATA FILE FORMAT
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FILE # 24MES4 10/25/86 FROM EFR DATA
604 574 611 SB3 579 624 543 591 608 S42 572 604 600 583 608
S72 624 60B 600 591 624 609 640 591 TB3 611 624 608 5§74 600
SB83 608 611 606 640 627 S5 606 591 SB3 593 S83 585 608 591
604 609 592 579 573 600 609 583 572 T43 SB3 572 608 569 572
579 S11 560 579 583 SS56 543 547 S5S1 579 569 600 568 577 543
577 S72 579 SB82 S61 542 642 S72 579 542 577 574 S61 582 572
572 ©77 593 §76 577 S72 579 559 S42 608 568 576 582 S42 5§77
S42 S42 S51 577 577 S576 543 503 561 §79 611 728 99012401484
1719195221282297250326732B4629593009297429512936295629102915

£287829122883288528472831284828812846280728302840281 128302818

280028192779276727712784275028162759275527442745275227552718

273627182736272727032736271626B12699271227022716269126842694

268426952693267326632663269227022672263926222656267226592656

263926222652262226542623265726312620263726382627263126302616

262226572625262725752625262425992599260425922616259325882616

258326242624259325752567255925532527257825432549258825882576

25432551260825612543253125472547257425352568B2576254525522535

253525442511254225472545251125442531252725262560254425262531

253125292519253625362524252225442535256025312520252025032495

250325642529251125102504249424992502249525602494249924922492

249B2497248B8246224292496249924632497246224472463250224882447

24B8BR462R4632499247124552447247124B1249724672465249724962463
2447248B2462246224622478250124632465249724292496248024622444
24462446R243124972646024462465244B2447246024352439242824292464

242824392465242824322435243924482446249724352428242424332433

2398243824 19243924462424243B24382417241724172421241724172424

2399243524192419243224162424243B2428243324382396240724242416

24242428242423932409239523982438242524032401241 6236723962398

239624162416238024332400238323832432241623832416243423832424

240023642367240424162432240623832375237524162367237523832366

238323642375238224012388238024342375236123642400237524002400

240023712360237024012401240023642350235823712367233322992371

236924322369236823192343237523752371236023712371233223532369

236023362370236423602364233423322352233523602334236B23682319

233523642369233523712353235223602360236024322368234323552337

£33323602339234323602360233423602319235223192353235223602352

£32723342334236023692368235023352360235223112368233923432319

233223192319233223192367229723182336233223182318232823392319

232722899231923032311231823122=2912369230723182291230023182319

£31923322332230023112319231623112337231023112299231 122972332

230723522300231923182368231123112307231822952271232022952297

23282e972310231622912297233223162289231622712318231 123282328

231622912316232022972311227923102289232023102310227522892275

232822752279229122962279231 123082316227922872312229622942300

227522962296227923042308231223062305231623162275228923082271

229622882273227523162275227923082312229622632316226322702279

229622472247227523042291227522642R275227522552279230022552316

230822922289228822682308225522652236227522842312226822752275

227522552296228922552255227522752273228822882247228822732255

227022882254225422732273227322892272223622882268227322732256

226422642259227022732254226222472265227322882243224722472273

230422882238227322682247223922572238225722392288226822722236

2288224122722254225523082207224 12241228822382238225422412241

227322552e73225722472247224722542243224322362236223822072207

225222722273224122472232225622432247224722322247224322332236

224122412207223622412232220622472272223622322273224722412273

227222072243224322322241227322572238223322472236224322432234

223222292232224722322238220722382223227322382206230822722232

223222352227230822362215224122362233220721752240224322062240

2223222322432232224122472236222522062207222522722233224 02244

22072240222422272215219122252232220722232206224 1220722432239

22432206220722402232223222242241221522072243224 3224022042224

224122252215222422432224220722412209220422062240222422242208

220522412206224022472228B223622041164 606 606 608 574 608 583
600 574 S0 609 624 575 624 595 598 591 S83 579 644 S74 S90
S68 608 624 S91 SB83 S11 574 575 624 S75 S83 S72 609 608 574
600 579 608 S75 S75 §72 591 608 642 604 (¢] (¢] (¢] o [¢]

S8 115 126 953 <] 0 34.5 20 30 O [e] (4] (¢] (¢] [¢]
3.0000000E+03 1.0000000E+00 1.0000000E+00 3.0000000E+01 1.0000000E+01
1.0000000E-01 3.0000000E+01 9.2S10000E+00 . 0000000E+00 . 000000O0E+00

LO000000E+00 . 0000000E+00 1.5000000E+01 2.4000000E+01 1.0000000E+00

L 0000000E+00 2,0000000E+04 1.,0000000E+02 1.0000000E+00 1.0000000E+03
1.0000000E+00 2.8700000E+02 3.0020000E+03

MBS 10/25/86 MEBS4 657

DIVINYL AZ0 IN MTHF (MS-I1-201A)

KINETICS UPDON 20 SEC HV (WG-30S5, KG6-5, UG-11)





