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ABSTRACT

Nanoelectromechanical systems (NEMS) resonators operating in the quantum regime
provide a powerful platform for investigating mechanical motion at its most funda-
mental level. Their intrinsic ability to couple to environmental degrees of freedom,
along with the long coherence times of their mechanical excitations (phonons),
makes them particularly promising for quantum information and sensing applica-
tions. However, in this regime, the performance of NEMS resonators are predom-
inantly affected by intrinsic material defects, acting as two-level systems (TLS).
These quantum defects, ubiquitous in solid-state quantum devices at low temper-
atures, can exchange energy with their host field, causing dissipation and noise.
Despite these dominant effects, the microscopic origin of such quantum defects is

still unknown, and their interactions with phononic devices have been elusive.

Here, we present a detailed investigation into these interactions between quantum
defects and phonons within piezoelectric lithium niobate NEMS resonator shielded
by phononic crystals. We identify TLS defects as the primary source of excess noise
at millikelvin temperatures, limiting their performance and sensitivity. By con-
trolling the TLS frequency in situ with the application of electric field—and strain
field due to piezoelectricity—we demonstrate strong resonant coupling between a
mechanical mode of our NEMS resonator and a single, intrinsic TLS. Varying the
resonant drive and/or temperature allows controlled ascent of the nonequidistant
energy ladder and reveals the dressed states of the hybridized system. Fluctuations
of the TLS on and off resonance with the mode induces switching between dressed
and bare states; this elucidates the complex quantum nature of TLS-like defects in
mesoscopic systems. We demonstrate that individual TLS defects can be precisely
controlled and manipulated, transforming them from detrimental dissipation and
noise sources into valuable quantum resources. The ability to harness this intrin-
sic nonlinearity of a nanomechanical resonator with quantum defects offers new

directions towards quantum sensing and information.
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Chapter 1

INTRODUCTION

The work presented in this thesis investigates the fundamental physics and behavior
of nanomechanical resonators operating at low temperatures where the mechanical
vibrational energy consists of only a few phonons. Central to this study is a detailed
exploration of intrinsic energy dissipation and frequency noise mechanisms, which
currently limit the performance of these devices in quantum regime. At cryogenic
temperatures, atomic-scale defects within solid-state materials emerge as the pri-
mary contributors to this dissipation and noise. By examining the interactions of
these defects with the mechanical vibrations of a nanomechanical resonator, we aim
to gain a deeper insight into the microscopic nature of these defects within phononic
devices. The most direct approach to study these interactions is through the strong
coupling of mechanical modes to individual defects—a key achievement of this
work. Although typically viewed as sources of noise and loss, the intrinsic nonlin-
earity of these defects, once understood and controlled, offers promising avenues

for novel quantum-limited sensing and quantum information applications.

As the experimental methods advanced to achieve cryogenic temperatures over the
past century, there was a curiosity-driven race to explore and understand the physics
of solid-state materials within the scientific community. These efforts have led to
many breakthrough phenomenons, such as superconductivity, quantum Hall-effect,
Josephson effect, etc. One of the anomalous behavior, which is very much related
to this work, observed not long ago in 1970s was with heat capacity of amorphous
glasses, as they universally vary linearly with temperature below 1 K compared to
cubic dependence of crystal solids predicted by Debye theory [1]. The theoretical
explanation for this behavior was given with the tunneling systems model, which
suggests that the disordered atoms or group of atoms within the amorphous material
can find themselves in two potentials that are both energetically favorable with a
small difference and therefore can be modeled as two-level systems (TLS) [2, 3].
This model has worked very well to explain this behavior of the amorphous materials
and still remains the dominant framework to describe the atomic ’defects’ within
the solids. Such states are abundant in amorphous solids whereas crystalline solids

exhibit sparse density of tunneling sites [4].
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The emergence and advancements in nanofabrication techniques have profoundly
transformed low-temperature solid-state studies. These capabilities enable the fabri-
cation of engineered devices with low dissipation in quite small volumes, containing
a limited number of atoms, and consequently, a significantly reduced number of such
defects compared to big bulk materials. This development has prepared the basis
to allow the investigations of fundamental properties at the small ensemble and

single-defect level.

Initial observations of the direct impact of these tunneling states demonstrated
within the electromagnetic domain of circuit quantum electrodynamics (cQED)
with superconducting microwave circuits. The studies done with Josephson junc-
tions demonstrated that these microscopic TLS residing within the tunnel barrier
cause decoherence and can strongly couple to qubits, leading to observable level
splittings [5, 6]. In superconducting microwave resonators, experimental evidences
showed that TLS residing at surfaces and interfaces of microwave resonators dictate
the characteristic power and temperature dependence of resonator loss due to TLS in-
teractions [7]. Later, superconducting qubits coupled to microwave resonators were
employed as sensitive probes to individually study these intrinsic defects, allow-
ing for characterization of their frequency distribution and quantum dynamics [8].
Strong coupling between an individual TLS defect and a microwave resonator, ob-
served as a Rabi splitting, firmly established that TLS quantum impurities capable

of coherently exchanging excitations with a microwave resonance mode.

Similar clear observations of individual TLS defect effects in phononic devices, such
as nanomechanical resonators, presented greater experimental challenges. Further
advancements were necessary, particularly in achieving higher mechanical frequen-
cies to facilitate ground state cooling, higher quality factors, and developing more
sensitive measurement techniques to detect the subtle interactions with individual
defects. Advancements in nanofabrication eventually led to the miniaturization
of mechanical resonators to the nanoscale, and with the emergence of advanced

transduction schemes gave rise to nanoelectromechanical systems (NEMS) [9].

NEMS have emerged as a major type of dynamical mesoscopic system [10]. Be-
yond their fundamental appeal—given their compact size, long coherence time, and
ability to sensitively detect force and motion—they provide a platform to study fun-
damental physics in solid-state materials and can be used for various applications
in quantum technology [11-14]. Significant progress includes achieving quantum

control of mechanical resonators at the single-phonon level [15] and demonstrating
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quantum coherence and entanglement in mechanical systems [16—-19]. The ability
of mechanical resonators to interact with other quantum devices, such as qubits or
superconducting microwave resonators, has important practical applications in quan-
tum information and metrology, serving as quantum sensors [20], memories [21],
or transducers [22] for interfacing different types of quantum systems. The develop-
ment of phononic crystal (PnC) resonators has further enhanced quantum acoustics
by increasing phonon lifetimes [12] and enabling single-quantum exchanges be-
tween qubits and mechanical oscillators [13]. As the NEMS devices have started
to operate in low phonon number with the advancements in the field, the analogous
TLS effects observed in cQED with microwave photons have also started to emerge
in mechanical devices. The similar TLS induces dissipation and the resonance fre-
quency shift below 1 K due to these interactions were experimentally demonstrated

more recently [23].

In this thesis, we delve into exploring of these interactions of intrinsic TLS de-
fects with mechanical vibrations of our NEMS PnC resonators in the means of
understanding the fundamentals of TLS-phonon interactions. We develop an in-situ
control of energy levels of TLS defects by strain tuning and use this method to bring
individual TLS onto resonance with the mechanical mode. This gives us a very
useful tool to use the mechanical mode as a probe for the TLS defects. We reveal
that this strong coupling to intrinsic TLSs can be very strong and stable and therefore
can have important applications for quantum information and sensing. As the TLS
induces a nonlinearity, the TLS-mechanical mode system is analogous to hybrid
microwave qubit-mechanical mode systems. We analyze this intrinsically available
TLS induced nonlinearity in details and discuss its applications. Besides the strong
coupling, we also observe telegraph noise at low temperatures due to these defect

interactions. Our analysis brings new insights to the physics of such defects.

Besides the strong coupling and the work done with individual TLS, our work also
focuses on characterization of frequency fluctuations in our NEMS resonator at low
temperatures. We study the increasing noise behavior observed below 1 K with
careful power and temperature sweep analysis and find the evidences of telegraph
switching behavior due to individual TLS. We study the spectral diffusion of the

frequency response of the mechanical mode due to these defects.

At the core of it, the work done in this thesis aims to increase our knowledge
in understanding material defects in solids and their interactions with mechanical

vibrations. Although these TLS defects have a bad reputation in modern quantum
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devices as they are known to be a source of noise and dissipation, having control over
them individually and harnessing their intrinsic nonlinearity, as demonstrated in this
work, can have important applications in future devices. Most of the effort today
has been focused on mitigating these defects by trying to perfect the fabrication and
having perfect crystal structures, but we argue that a foundational understanding of
these material defects must come first—guided by the famous saying “know your
enemy.” When we look at the literature, it is clear that phononic systems are coming
from behind compared to photonic devices in cQED in terms of understanding
the phonon-TLS interactions. This work also aims to close this knowledge gap in

phononic devices.

The outline of the thesis follows this sequence. We start with introducing the
fundamental concepts that are key to understanding the main results in the second
and third chapter. In the fourth chapter, we go over the experimental setup and
instrumentation used for the low temperature measurements performed with our
NEMS devices. Fifth chapter covers the strong coupling experiments and results in
details, and the sixth chapter focuses on the frequency fluctuations analysis. The
last chapter briefly explains the efforts for NEMS mass sensing in quantum regime

and conclude with some future motives and directions.



Chapter 2

NANOELECTROMECHANICAL SYSTEMS

This introductory chapter aims to provide the background in nanoelectromechanical
systems (NEMS) that is essential for understanding the experiments and analyses
presented in the chapters that follow. It begins with a brief review of NEMS and
its development over the last 30+ years. Following this, we focus on one of the
most prominent applications of NEMS in mass sensing. The focus then shifts from
the classical to the quantum as we delve into the behavior of NEMS devices in
the quantum regime. We briefly discuss the quantization of mechanical motion
into phonons and their promising applications in quantum science and technology.
Finally, we discuss the vision of having NEMS devices for sensing in quantum

regime.

2.1 Brief Introduction to NEMS Resonators

Advancements in nanofabrication, the enhancements in the ability to shape, develop,
construct the solid-state materials with nano-scale precision, have led to the minia-
turization of mechanical resonators, giving rise to nanomechanical systems. One
of the first examples of NEMS resonators were made in 1991 in Bell Labs by using
GaAs with dimensions of 4 ym doubly-clamped beam [24]. This pioneering devel-
opment highlighted the profound insight that confining mechanical motion within
exceptionally small volumes, typically on the order of a few cubic micrometers
(um?), could lead to the study of fundamental physics related to mechanical motion
(phonons) in solid-state materials, such as heat transport, energy dissipation mecha-
nisms, etc. Furthermore, it has promised to enable numerous practical applications

due to the unprecedented sensitivity achievable at these scales.

The initial key challenge involved how to readout and how to excite the mechanical
vibrations above the thermal excitations. One of the first method employed was
magnetomotive [25] detection. Over the years, there have been many actuation
and detection methods developed [26], such as optical [27, 28], piezoelectric [29,
30], piezoresistive [31], electrothermal [32], and capacitive [33] schemes. The
successful integration of these actuation and sensitive detection methods marked
the establishment of Nano-electro-mechanical systems (NEMS) [9].
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Each transduction method ultimately serve to convert small mechanical vibrations
into an electrical signal (voltage or current) for readout, or vice versa for actuation,
which is demonstrated in Fig. 2.1. For example, piezoresistive detection measures
the small resistance changes due to geometrical changes at the strain gauges with
the mechanical motion, optical methods typically analyze the reflected or scattered
light from the NEMS resonator’s surface, often utilizing principles like the Doppler
effect or interferometry, to precisely quantify its mechanical displacement or veloc-
ity, and piezoelectric methods directly harness the piezoelectric effect, converting
mechanical strain within the material into an electrical charge or voltage. Each
transduction approach possesses its own set of advantages and disadvantages, and

can be more suitable for specific applications and operational environments.

Understanding the various noise processes in these devices is a critical aspect of
NEMS design, as noise ultimately limits the minimum detectable motion. As it
is depicted in Fig. 2.1, beyond intrinsic noise of the nanomechanical resonator,
additional noise is introduced at every practical stage of operation. These different
types of noises include, starting with the source noise from the actuation signal,
transduction noise, thermomechanical noise, readout amplifier noise are the most
known and studied sources of noises. Therefore, mitigating these combined noise

sources has long been a primary objective for advancing NEMS technology.

NEMS

mechanical mechanical
force displacement

+ noise + noise
readout
transducer |
A signal

noise

nanomechanical

e
resonator

R
noise

force signal—> ERIEIgkle[I[el=1g

+ source noise o
noise

Figure 2.1: NEMS Transduction. A block diagram illustrating the fundamental
operation of a NEMS device. An input transducer converts an external force sig-
nal into a mechanical force that excites the nanomechanical resonator. A second
transducer detects the resulting mechanical displacement and converts it back into
an electrical readout signal. Different noise processes take place at each stage.

The small size of NEMS resonators gives rise to high natural frequencies and low
dissipation rates. In the field, there has been active research to increase the operation
frequencies while also lowering the dissipation rates, as the combination of those two
leads to more sensitive NEMS devices that can also achieve ground state cooling.

This pursuit has led to significant advances in both the NEMS technology and also
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in material science as different materials were tested to achieve this purpose. While
foundational work relied heavily on silicon, the field has expanded to a diverse
palette of materials, including silicon nitride, graphene and piezoelectric materials

like aluminum nitride, quartz, and lithium niobate.

Early progress involved simply scaling down conventional structures like nanobeams.
However, this approach has its limits, as beams become smaller and stiffer, it gets
progressively harder to actuate and detect their motion due to increases in clamp-
ing effects. To overcome these scaling challenges, researchers also developed non-
suspended designs like surface and bulk acoustic wave resonators which can achieve
very high frequencies with relatively simple fabrication, but they often come with

the trade-off of higher dissipation through acoustic radiation into the substrate.

More recently, drawing inspiration from photonic crystals (PnC) in optics, a NEMS
resonator has emerged equipped with the phononic crystal shields and supercon-
ducting transducers. Combined with the strong piezoelectricity of lithium niobate
and implementation of piezoelectric transduction, this device dramatically boosts
the quality factor, while achieving GHz frequencies. The device at the heart of this
work, fabricated from lithium niobate by the group led by Amir Safavi-Naeini at
Stanford University, sits at this technological frontier and allowed us to perform the

measurements presented in this thesis.

PnC NEMS resonators have emerged as a distinct class of nanomechanical devices
that are engineered to control how the acoustic waves propogate. Analogous to
photonic crystals that control light propagation by creating bandgaps for photons,
PnCs are patterned periodic structures designed to manipulate mechanical vibra-
tions (phonons) by introducing phononic bandgaps where phonon propagation is
forbidden [34-36]. The primary advantage of PnC structures lies in their ability
to effectively confine mechanical energy. By creating a defect or cavity within the
periodic phononic lattice, phonons can be localized to the defect region, while prop-
agation into the supporting anchors is suppressed due to the acoustic bandgap [37].
This leads to a boost in quality factor, as the clamping losses are eliminated by the
PnC.

In Fig. 2.2, we demonstrate an example PnC structure which consists of repeating
periodic array of a unit cell consisting of a large structure with higher mass, and the
connector, narrow tether, with smaller mass. The bandgap arises from the presence
of modes of oscillation with widely differing frequencies within the periodic lattice.

Specifically, traveling phonon modes where the larger masses are predominantly
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Figure 2.2: Phononic Crystal Resonators. A schematic of the PnC device ar-
chitecture. A central defect region is designed to act as the resonator, while the
surrounding periodic structures serve as PnC shields. A finite-element method
(FEM) simulation at the center showing the fundamental shear mode shape. The
vibrational energy is spatially confined within the defect region. The calculated
phononic band structure for the periodic PnC shield material [23]. The shaded
area indicates the phononic bandgap. The resonator’s mode is engineered to have a
frequency that falls within this bandgap.

excited result in low-frequency and these are distinctly split in frequency from
modes where the tethers are predominantly excited, leading to high-frequency. The
frequency bandgap, representing the range of forbidden vibrations between these low
and high-frequency modes, becomes more pronounced with increasing difference

in the effective masses within the unit cell.

PnC structures have became popular choice for high-Q optomechanical crystals,
where carefully designed PnC cavities co-localize optical and mechanical modes
to enable strong photon—phonon coupling, ground-state cooling, and coherent state
transfer [12, 38, 39]. More recently, PnC strategy has been adopted in piezoelec-
tric [37, 40] and electrostatic [ 14] NEMS resonators. As we shall see in the following
chapters, these PnC NEMS resonators have become an essential tool for exploring

mesoscopic physics, particularly in the quantum regime.



2.2 NEMS Mass Sensing Applications

Due to their small footprint, high frequency, low dissipation rates, and the imple-
mentation of effective actuation/detection methods, NEMS resonators have emerged
as a great tool for mass sensing [41]. The fundamental principle relies on the re-
lationship between the resonators mass and its resonant frequency. In classical
regime, NEMS resonator can be modeled as a simple mass-spring-damper model

with its resonance frequency wq can be expressed as

keﬁ‘
Meft

wo = 2.1)
where k. is the effective spring constant (stiffness) of the mechanical resonator and
megr 1s the effective mass. Any additional mass dm absorbed onto the resonator’s
surface causes a change in its effective mass, therefore shifting its frequency. This

frequency shift Aw is proportional to added mass, given by

wo om
Aw ~ ——
2 meff

=omR (2.2)

where R is the mass responsivity (Hz/kg) of the NEMS resonator. This simple
equation driven with a very simple idea highlights that NEMS resonators can detect
minute mass changes thanks to their high resonant frequency wg and a small effective
mass meg. The mass sensitivity of NEMS resonators improved significantly over the
years [42, 43] and this remarkable capability has enabled NEMS-Mass Spectrometry
(NEMS-MS) applications such as the detection of individual nanoparticles [44],
single proteins [45]. Beyond merely measuring mass, NEMS-MS technology has
advanced to enable inertial imaging by utilizing frequency shifts from multiple
vibrational modes [46]. This technology has proven itself to work even in nonlinear
regime [47], and atmospheric pressure [48]. While the NEMS-MS platform relied on
well-known mode shapes of the resonator to extract the mass of the adsorbed analyte,
finger-printing method has been recently demonstrated which is more suitable to use
with multi-mode 2D PnC resonators [49].

While these achievements demonstrate the powerful capabilities of NEMS mass
sensors in classical regime, their ultimate sensitivity is fundamentally limited by the
noise processes since it determines the minimum detectable shift in the resonance
frequency. There has been many experiments and studies performed to understand

these noise processes in NEMS resonators. We can consider two class of noise
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Figure 2.3: NEMS Mass Sensing. The basic principle of NEMS mass sensing
is sketched. The adsorption of an analyte onto a NEMS resonator (left) increases
its effective mass. This added mass results in a measurable downward shift in the
resonance frequency from its initial value, fj, to a new value, f (right), allowing for
the quantification of the analyte’s mass.

processes: intrinsic noise, which is fundamental to the resonator’s mechanical
properties (e.g., thermomechanical noise, surface diffusion noise, and two-level
system (TLS) noise), and extrinsic noise, which originates from the transducer and
readout circuitry. Most of the modern NEMS resonators have been limited by
external effects, and there has been an effort to understand the intrinsic limitations,

particularly thermomechanical noise, of these mesoscopic systems [41, 50].

Thermomechanical noise arises from the thermally driven random motion of the
mechanical device, that can be quantitatively understood through the fluctuation-
dissipation theorem [51]. Using our one dimensional harmonic oscillator model for
NEMS resonator with effective mass meg and effective spring constant kg = meffa%,
the mean square displacement fluctuation (xg) due to thermal energy of the bath

can be written by

1 1
Emeﬂwg@fh) = k8T (2.3)

where kp is the Boltzmann’s constant. Following the derivation from [41], for a
mechanical resonator with a readout by phase-locked loop that keeps the resonant

amplitude fixed at x., the mass sensitivity can be expressed as
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M ~ 2M. g 5 ( ) (2.4)
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This formulation indicates that, for a nanomechanical resonator primarily limited
by thermomechanical noise, the mass sensitivity can be significantly enhanced by
a higher quality factor Q, a larger characteristic amplitude (x.) or dynamic range,
a higher resonant frequency (wp), and lower effective mass (m.g). Therefore, this
provides a strong motivation for the fabrication of lower mass NEMS resonators op-
erating at high frequencies and low temperatures. Combined with superconducting
transduction methods, which inherently increases the quality factor, low tempera-
ture NEMS operations might in fact considered appealing. However, as we shall
see in the following chapters, this is not the case and this idealized scenario is often
complicated by other dominant noise mechanisms, particularly those arising from
two-level tunneling systems (TLS) in material defects. Before delving into these
complexities, it is essential to first establish a foundational understanding of NEMS

in the quantum regime.

2.3 NEMS in Quantum Regime

NEMS devices have long been envisioned as crucial platforms for investigating the
fundamental principles of condensed matter physics and quantum mechanics [11],
ever since their emergence. Realizing this potential, however, critically depends
on operating these macroscopic mechanical systems within the quantum regime.
This regime is achieved when the thermal energy (kpT) is lower or comparable
to single quanta of mechanical vibrational energy (fiwg), so that NEMS can only
have few phonons. While having a high frequency NEMS device and lowering the
bath temperature in a cryogenic setup seems as a straightforward solution, having
an efficient mechanical to electrical domain transduction which will be capable of
measuring single phonon excitation while not increasing the temperature of the

device has also been a critical challenge.

A pivotal advancement in addressing this challenge has been the successful ground-
state cooling of NEMS device, achieved by coupling the resonator to a supercon-
ducting qubit. In this approach, the qubit is driven to preferentially absorb energy
from the resonator, and can cool the mechanical resonator by extracting phonons.
Ground state cooling of a NEMS resonator was achieved with various methods, by
coupling to a optical cavity [52], phonon cavity electromechanics [53], squeezing

mechanical motion [54], and coupling to superconducting qubits [16, 18]. Most
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recently, the nonlinearity from transmon qubits has been exploited to directly resolve
the energy levels of a PnC NEMS resonator [13].

NEMS devices are exceptionally well-suited for this type of quantum coupling
due to several inherent advantages. Their nanoscale dimensions, high mechanical
quality factors, and high resonant frequencies make them an attractive platform for
strong motional coupling to other quantum systems, such as superconducting qubits
and microwave or optical resonators. These features have significantly attracted
researchers from the quantum information field, leading to the exploration of NEMS
devices as potential quantum memories [55] and as transducers [56] for efficient

conversion between microwave and optical photons.

While the operation of NEMS devices in the quantum regime has been gaining
popularity for quantum information processing applications, they have also proven
invaluable platforms for studying the fundamentals of quantum mechanics itself.
As in any solid-state material, the performance of NEMS resonators in the quantum
regime is significantly affected by energy exchange with two-level system (TLS)
defects inherent within their materials. A clear evidence of this interaction was ex-
plored in studies investigating the loss channels in piezoelectric PnC resonators [23]
and the increased loss and frequency red-shift observed below 1K is contributed to
TLS interactions. Consequently, NEMS resonators operating in the quantum regime
serve as ideal platforms to investigate complex phonon physics and the nature of

TLS interactions, topics we will delve into in greater detail in the following chapters.

2.4 Quantum Sensing with NEMS

As NEMS technology continues to develop within the quantum regime, it holds
great potential for the ultrasensitive detection and characterization of individual
small particles, particularly proteins, extending beyond mass sensing [57]. This
capability can open new opportunities for a deeper understanding of proteomics [58].
From a physics perspective, proteins can be modeled as intricate, nature-made
nano structures, comprised of various combinations of carbon, hydrogen, oxygen,
nitrogen, and sulfur atoms, along with specific functional groups (e.g., amino,
carboxyl) depending on the protein type. Some proteins even contain single heavy
metal atoms (e.g., an iron atom in hemoglobin), effectively acting as a nature-
made atomic-scale trap. These complex, solid-state protein structures possess their
own intrinsic vibrational modes and structural resonances. In the quantum regime,

where thermal noise is minimized and quantum interactions become dominant,
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the subtle energy exchange and coherent coupling between NEMS resonators and
these molecular structures can become significantly more apparent and measurable.
Therefore, this rapidly developing technology presents a transformative potential
for advancing proteomics, enabling characterization at an unprecedented single-

molecule level.

While the sensing and characterization of proteins with NEMS in the quantum
regime represents the ultimate goal of our group’s vision, achieving this demanding
level of performance first requires a deeper understanding of NEMS devices oper-
ating in this regime. This critical understanding can only be attained by studying
the interactions between the NEMS device and TLS defects, as these are currently
recognized as the dominant source of energy dissipation and decoherence in such
systems. In the following chapter, we will therefore cover the TLS model of these

material defects, before delving into their interactions with our NEMS resonators.
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Chapter 3

TUNNELING SYSTEMS IN SOLIDS AT LOW TEMPERATURES

In the early 1970s, the physics community was puzzled with the anomalous prop-
erties of amorphous solids at low temperatures. The experiments performed with
different glasses at liquid helium temperatures demonstrated that the specific heat
of amorphous solids universally varies nearly linearly (7) with temperature below
1 K [1]. The Debye model which sufficiently explains the temperature dependence
of specific heat of crystalline materials (T°) was not adequate for this observed
behavior in disordered solids. Within few years, the “tunneling model” was sug-
gested [2, 3] and proven to be a useful model to describe the properties at low
temperatures. After many years of research and experiments, it has been known
that the low-temperature properties of solids largely influenced by the contribution

or interaction with tunneling systems [4].

dangling
bonds hydrogen

collective )
_ motion " i
tunneling
atoms
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Figure 3.1: TLS Defects Models from Literature. Depicted here are several
atomic-level models for the formation of TLS defects within a solid. Examples in-
clude individual atoms or group of atoms undergoing quantum tunneling, exhibiting
collective motion, and the influence of structural imperfections such as dangling
bonds and hydrogen defects [59].

The microscopic nature of these tunneling systems remains one of the important
open questions in condensed matter physics to date. The standard tunneling model

(STM) predicts that atoms, a group of them, or more complicated atomic structures
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can have two nearly degenerate configurations energy states separated by a barrier,
modeled as a particle in double-well potential [60] and simply defined as a two-level
system (TLS). While amorphous materials host an abundant number of TLSs, sim-
ilar tunneling states can also manifest from atomic-scale defects within crystalline
materials, on surfaces, and at material interfaces [61-63]. Some of the example
mechanism is demonstrated in Fig. 3.1. The properties of these TLS defects are
influenced by their local environment in the disordered atomic lattice. Due to a
wide-range of local environment, their potential barrier varies and, therefore, their
energies and relaxation times. The standard tunneling model assumes very broad

intrinsic parameters of the TLS’s.

TLS defects have been observed and studied in various quantum devices, includ-
ing circuit QED systems, microwave resonators, optical cavities, superconducting
qubits, and nanomechanical resonators. As a TLS behaves like a nonlinear quantum
object, its interaction with bosonic fields is of particular interest for applications in
quantum sensing and information processing. However, in many applications, TLS-
induced defects are a significant source of noise and decoherence and are avoided.
Nevertheless, these interactions are unavoidable with the current technology and a
thorough understanding of their behavior is essential. This work aims to characterize
and understand TLS interactions within the mechanical domain using our NEMS
resonators. In this chapter, we will quantitatively analyze how a TLS couples to a

phononic field.

3.1 Two-Level System Model

According to the standard tunneling model, a TLS is represented by a double-well
potential demonstrated in Fig.3.1. Key parameters defining this system are the
tunneling energy between two wells, denoted as Ag, and an asymmetry energy
g, which represents the energy difference between the two minima of the wells.
The tunneling rate A represents the coupling between the two states, and using

Wentzel-Kramers-Brillouin (WKB) approximation, it is expressed as

Ao = fiwge™ (3.1)

where A is the tunneling parameter. A can be written in terms of the double-well

potential parameters as

2mV
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Figure 3.2: Double-well Potential Model for a TLS. The double-well potential
energy landscape for a TLS. A particle can reside in two minima separated by an
energy barrier. The energy difference between the two-wells is the asymmetry en-
ergy € and quantum tunneling between these wells is characterized by the tunneling
energy Ag. The energy eigenstates, |[¢,) and | _), are formed by superpositions of
the localized states, with an energy separation given by hiwrrs.

Here, m denotes the mass of the particle, V is the barrier height relative to the energy
minima, and d is the separation between the two minima along the configurational
coordinate. These tunneling states arise from various local atomic configurations
and structural rearrangements which leads to a wide spectrum of parameters of Ag

and €.

According to this framework, the asymmetry energy is assumed to have a uniform
distribution which suggests that any two local configurations are equally likely
within a certain range [4, 59]. On the other hand, the exponential dependence on
the tunneling parameter A means that Ay can span many orders of magnitude even
for small variations in barrier height or width. Therefore, it is generally assumed
that Ag is logarithmically distributed. A key assumption of the tunneling model is
that [2, 3] the density of states P(&,Ag) for the TLS should be a constant in terms

of the parameters € and A:

P(&,d)dedd = PydedA (3.3)
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where Py is the constant density. It is convenient to use as independent variables
Ao and &: p
iKSJ&QdedAO::ZQdedAO. (3.4)
0

We can define a convenient basis for this system: |L) and |R), which represent the
particle localized in the left and right potential well, respectively. Hamiltonian of

such a system is

| =

Hris =

tgAﬂ. (3.5)
A() £

By using the Pauli operators

F j F 0)
Oy = and o, = (3.6)
1 0 0 -1

we can write the standard compact form of the TLS Hamiltonian:

& A()
HTLS = —EO'Z + 70}. (37)

Solving for the eigenvalues of this Hamiltonian, we find the energy levels of

1
E, = 151/82 + A2 (3.8)

and the energy difference between these two states, referred as energy splitting, is

denoted by

Q = hwrs = /2 +A] (3.9)

and this definition allows us to write the energy eigenvalues as E. = +Q/2. The

TLS Hamiltonian takes a diagonal form with these eigenvalues on its diagonal:

1
HrLs = EthLSO'z~ (3.10)

The true eigenstates of the Hamiltonian can be written as superpositions of the local

eigenstates |R) and |L) as;
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l¥_) = |g) = cos(a)|L) —sin(a)|R) (3.11)

|4y = |e) =sin(a@)|L) + cos(a)|R) (3.12)

where the mixing angle 2« is defined by the ratio of the tunneling energy to the

asymmetry:

A
tan(2a) = —. (3.13)
&
Therefore, angle « characterizes how the original localized states are mixed to form

the true energy eigenstates of the TLS.

This basic formulation provides the fundamental structure of the TLS model. By
leveraging the derived density of states, one can show that materials containing TLS
defects exhibit a specific heat Cy o T at low temperatures, a deviation from the
Debye model’s T3 dependence. While this chapter focused solely on the intrinsic
properties of TLS, our primary interest lies in their interactions with the environment

and phonons, which will be explored in detail in the following section.

3.2 TLS Interactions

In amorphous materials, the ensemble of TLS defects interacts with oscillating
fields, such as the electric field in a microwave resonator or the strain field in a
mechanical resonator. This interaction is the microscopic origin of both energy
dissipation and a temperature-dependent shift in the device’s resonance frequency
at low temperatures. The nature of this interaction can be separated into two distinct
types: a resonant (on-resonance) process that governs energy loss, and a dispersive

(far-from-resonance) process that governs frequency shifts.

The primary mechanism for energy loss at low temperatures and low powers is the
resonant absorption of energy quanta by TLS. This occurs when the energy of TLS
is in close proximity of the resonance frequency (w,). A TLS in its ground state
can absorb energy (a phonon) and transition to its excited state, effectively removing
energy from the resonator field. This dissipative process is described by the TLS-
induced loss tangent, dr1s. The loss tangent depends on both temperature (7)) and

the average number of photons in the resonator (n), as described by Eq. (3.14):
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0 fiw,
o7, 5 tanh (ZkBT)
orrs(n,T) = (3.14)
V1 +n/n,
where 63” is the intrinsic loss tangent, the term in the numerator reflects the

population difference between the ground and excited states of the resonant TLS, as
dictated by Boltzmann statistics, and term in the denominator describes the power

dependence where n, is the critical photon number.

The quality factor limited by TLS interactions, shown in Eq. (3.15), is given by [23]:

1 V1 +n/n.

o n,T - 0 fiw, \
ris(n. ) o7, g tanh (Zka;T)

Orrs(n,T) =

(3.15)

This equation clearly shows that the Q-factor increases (loss decreases) with both
increasing temperature and increasing drive power, which are hallmark signatures

of TLS-dominated loss in resonant devices.

While resonant TLS cause dissipation, the vast majority of TLS are off-resonant
(wrrs # wy). These TLS cannot easily absorb energy from the field directly.
Instead, they undergo a dispersive interaction, where they are virtually excited and
de-excited by the driving field. This collective interaction of the entire off-resonant
TLS ensemble alters the effective dielectric constant or elastic modulus of the
host material. Since the resonance frequency of a device depends on its material
properties, this change manifests as a temperature-dependent shift in the resonance

frequency, w;-.

This fractional frequency shift is described by Eq. (3.16):

Aw(T) 69, 1w, hw, \|7
_ Re (W (= - . 3.16
o @) x|\ \2 T Zmikgr )] T x|, (3.16)

This relation tells us that the magnitude of the frequency shift is proportional to the
same intrinsic loss tangent, 62 1.5 that governs the resonant loss. This is expected be-
cause they are two consequences of the same underlying TLS defect population, just
at different frequencies. The complex expression involving the Digamma function
(W) and the logarithm arises from integrating the dispersive response over the entire
energy distribution of the off-resonant TLS. This mathematical form accurately pre-

dicts the characteristic logarithmic temperature dependence of the frequency shift
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observed at low temperatures, which transitions to a different behavior at higher

temperatures (kT > hw,).

In summary, the resonant interaction with a small fraction of TLS leads to energy
loss (1/Q), while the collective dispersive interaction with the entire population
of off-resonant TLS leads to a temperature-dependent resonance frequency. We

observe these affects in our experiments discussed in next chapters.

3.3 Strong Coupling Model
Here, we will quantitatively study when a single TLS strongly interacts with a

phononic mode of a nanomechanical resonator.

In the linear regime, each mechanical vibration mode of the NEMS resonator can
be modeled as a quantum harmonic oscillator with a vibrational frequency w,,. The

Hamiltonian for this single mechanical mode is then written as

H,, = hwma'a (3.17)

where w,, /27 is the frequency of the mechanical mode, and a (a") are the annihi-
lation (creation) operators. The Hamiltonian is proportional to the number operator
N = a’a and its eigenstates (|n)) known as Fock states (or number states) |n) corre-
sponds to an energy E, = iiw,n yielding an equally spaced ladder of energy levels.
The difference between consecutive levels is (fw,,), representing the energy of a
single phonon. At a cryogenic stage temperature of roughly 10 mK, the unperturbed
mechanical mode primarily remains in its ground state (|0)). Occasional phonon
excitations may arise through thermal processes, and can also be actively driven by

an external field.

We revisit the TLS Hamiltonian we derived in Eq.3.10 and introduce TLS raising

(lowering) operators:

o+ = |e)(gland o = [g)(e]| (3.18)

which represents the excitation from |g) to |e) and the relaxation from |e) to |g),
respectively. For convenience when modeling energy exchange with the resonator,
we shift the energy scale to set the ground state |g) to zero energy, resulting in the

Hamiltonian:
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HTLS = h(,t)TL50'+O'_. (319)

TLS can couple to the mechanical motion of the resonator through the local strain
field. As the resonator vibrates, it creates an oscillating strain, S, which in turn can
modulate the energy levels of the TLS. The magnitude of the strain is proportional
to the resonator’s displacement, which is described in the quantum picture by the
operator x = Xpf(a + aT), where x,,f is the zero-point fluctuation amplitude of the

mechanical mode.

The interaction between the TLS and the strain field can be described by an in-
teraction Hamiltonian, Hjy. In the most general case, the strain can both shift the
energy splitting of the TLS and induce transitions between its ground and excited
states. These two effects are known as longitudinal (o, and transverse (o) coupling,

respectively.

The transverse coupling is essential for the coherent exchange of energy and can be
expressed using the raising and lowering operators as oy = 0 + o—. The transverse

interaction Hamiltonian is therefore:

Hingx = higx (o + o) (a+a). (3.20)

Here, g, is the transverse coupling rate. This is the term that enables the resonant
exchange of a single phonon from the resonator for a single excitation of the TLS,

and vice versa. There is also longitudinal coupling:

Hin, = hg:0(a+a') (3.21)

which modulates the TLS frequency. As we are interested in on-resonance condi-
tions (wrLs ® w;;), we can omit this term as it is more dominant and related to
dispersive coupling. Combining the individual Hamiltonians for the mechanical
mode, the TLS , and the transverse interaction, the total Hamiltonian for the coupled

system is:

H = hwpya'a + hot sowo + hge(oy+o-)(a+ aT). (3.22)

This Hamiltonian is often simplified by moving into an interaction picture and apply-

ing the Rotating Wave Approximation (RWA). The RWA is valid when the coupling
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strength is much smaller than the resonator and TLS frequencies (g, < wy,, WTLS)
and when the two are nearly resonant (w,, ® wtrs). In this approximation, we
neglect the rapidly oscillating terms that do not conserve energy on average. These
are the "counter-rotating” terms, namely oa' (simultaneous creation of a phonon

and a TLS excitation) and o_a (simultaneous annihilation of both).

Under the RWA, the transverse interaction term simplifies significantly, and the total
Hamiltonian takes the form of the Jaynes-Cummings model, adapted for a quantum

acoustic system:

Hic = hwya'a + kot so.o— + hg(o.a+ O'_CIT) (3.23)

where g is the effective coupling rate (related to g,). This Hamiltonian is the
cornerstone of cavity quantum electrodynamics and its solid-state analogues. The
first two terms describe the free evolution of the mechanical mode and the TLS,
respectively. The third term is the crucial interaction term, describing the coherent
exchange of a single quantum of energy between the two systems. It is this term
that gives rise to the hybridization of the mechanical and TLS states, leading to
the formation of new eigenstates, often called dressed states, and the characteristic
vacuum Rabi splitting that is the hallmark of the strong coupling regime, which we

will experimentally study in the following chapters.

In the experiments, the mechanical motion is excited by an applied electrical field
through piezoelectric effect via the microwave signal input. For the quantitative
formulation, we can consider that the resonator is coupled to the continuum of
electromagnetic modes in the input transmission line. The interaction at the input
port allows the resonator mode a to exchange energy with the field modes b (w) in
the line. The input field for a monochromatic drive at frequency wy can be written

as:

(bin(1)) = @ine ™" (3.24)

where aj, is the amplitude of the input field. The average photon flux of the input
signal is |ain|%, wWhich is proportional to the input power P via P = fiwg|ain|>. This
input field drives the resonator mode via the piezoelectric coupling. The effective

Hamiltonian describing this drive process is given by:
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Hgeive = ik (a(b] (1)) = a™(bin(1))) (3.25)

where «, is the coupling rate between the resonator and the transmission line, which
quantifies the efficiency of energy conversion between the electrical and mechanical

domains. Inserting the expression for the classical field amplitude, we obtain:

Hgrive = ih@(aafneiwdt — a'ajpe™ ). (3.26)

By choosing the phase of the input drive such that aj, is real and positive, and
factoring out common terms, we rearrange this to obtain the final form of the drive

Hamiltonian:

Hgrive = ih\/K_ea'in(aeiwdl - aTe_iwdt). (327)

Together with the Jaynes-Cummings Hamiltonian Hjc (from Eq. 3.23), the full
system is now defined by the full Hamiltonian:

Hian /1 = wmaTa+wTL50'+o'_+g(a0'++aT0'_)+i\/K_eain(aei“’dt—aTe_[“"‘t). (3.28)

We then move to the rotating frame at the drive frequency w, by the unitary

transformation with:

U(t) =exp [iwdt(aTa + 0'+0'_)] . (3.29)

The Hamiltonian in this new rotating frame, H’, is given by the relation H" =
UHq U + ih(8,U)U". Applying this transformation makes the drive term time-
independent and shifts the energies of the resonator and the TLS. The resulting

Hamiltonian is:

H' [l = (wm—-wa)a’ a+(wris—wq)ovo—+g(aoi+a’ o) +ikeain(a—a'). (3.30)

We can simplify this expression by defining the detuning frequencies relative to the
external drive A, = w,;;, —wy and Atrs = wTLs — Wy, and the final time-independent

Hamiltonian in the rotating frame can be written as:
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H .
ey =Ama'a + ArLsoio_ + ¢ (a0'+ + a'O'_) + ivVKe@in (a - aT) . (3.31)

This is the primary theoretical tool for describing our system’s behavior under an

external drive.

3.3.1 Equation of Motion

The Hamiltonian derived in Eq. 3.31 describes the coherent, internal dynamics of
the coupled resonator-TLS system under an external drive. However, in any real
experiment, the system is not perfectly isolated. It inevitably interacts with its
surrounding environment, leading to irreversible processes like energy decay and
decoherence. To provide a realistic description, we must treat our system as an open

quantum system.

The evolution of the system’s density matrix, p, is described by the Lindblad master
equation [64]. It is important to note that this formalism relies on the Born-Markov
approximation. This approximation assumes the coupling between the system and
its environment (bath) is weak, so the state of the bath is not significantly altered [65,
66]. Moreover, it assumes that the bath has no memory of the system’s past; its
correlation time is much shorter than the characteristic timescales of the system’s
evolution. In this memoryless limit, the system’s future evolution depends only on
its present state. For most solid-state quantum devices at cryogenic temperatures,
where the environmental fluctuations are very fast, these approximations are well-
justified [67].

The general form of the Lindblad master equation is:

p=—lH.pl+ Z/] DIL;1p (3.32)

where the L are the Lindblad operators or jump operators, each describing a specific
channel of interaction with the environment. The Lindblad superoperator, D[L]p,

is defined as:

1
D[L]p = LpL" - E(LTL,o +pL7L). (3.33)

Our system has two primary components that couple to the environment: the me-

chanical resonator and the TLS. The mechanical mode has an intrinsic energy loss
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rate, x; and we can model this as coupling to a thermal bath at temperature 7', which

fiom/ksT _ 1)=1. This opens two dissi-

has an average phonon occupancy ng, = (e
pation channels: loss of a phonon to the environment, with operator \/ma
and absorption of a thermal phonon, with operator \/Maf. The resonator is also
coupled to the external waveguide at a rate k.. This waveguide can function as
a thermal bath at temperature T, therefore, it is a good practice to use total decay
rate k = k; + K, instead of «;, but for our system the dominant term is found to be
k;. These terms also can be considered as spontaneous emission and absorption of

phonon due to thermal bath interactions.

Similarly, the TLS interacts with its environment at a rate ytrs. Assuming the same

thermal bath, decay from |e) to |g), with operator v/yrrs(nn + 1)o— and thermal
excitation from |g) to |e), with operator \/yTLsnn0+.

Combining the unitary evolution from H’ with all four dissipative channels, we

arrive at the complete master equation for the system’s density matrix p.

i i
p==2IH pl +Ki(nn+ 1)Dlalp + kinnDla'lp

+y1Ls(nn + D) D[o-]p + yrLsnn Do+ ]p (3.34)

This equation provides a complete description of the system’s dynamics and is the
foundation for simulating experimental observables. Solving the master equation
for the density matrix p allows us to predict the outcome of any measurement on
the system. One can typically solve for the steady-state density matrix (o = 0) for
continuous-wave experiments, or integrate the master equation over time for pulsed

experiments. For our experiments, we are mostly interested in steady-state solution.

The average number of phonons in the resonator, (n), is the expectation value of the

number operator N = a'a:
(ny =(a"a) =Tr(a"ap). (3.35)

Plotting (n) versus drive frequency reveals the system’s resonance spectrum. Coher-
ences are captured by the off-diagonal elements of the density matrix. The complex

amplitude of the resonator’s motion is given by:

(a) =Tr(ap) (3.36)
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which directly relates to the measurable output field of the device. We can use
this to simulate the reflection coefficient of the coupled system. The complex value
of (a)ss quantifies the coherent state amplitude of the mechanical resonator mode.
We can relate this internal mode amplitude to the external field which is actually
measured. Using the input-output theory for one port system, the operator for the
output field, aqy, is related to the input field, a;,, and the internal system operator,
a, by the following relation [68]:

Qout = Qin + VKed. (3.37)

Note here that the sign of this can change depending on the choice of the drive
term in the Hamiltonian. The reflection coefficient S;; is defined as the ratio of the
complex amplitude of the output field to that of the input field. Using our notation

where the input drive amplitude is aj,, we have:

Qout

St1(wa) = =, (338)

m

By numerically solving for {a)ss at each drive frequency w, across a desired range,
we can fully reconstruct the reflection spectrum, |S1;(wy)|, and its phase, which, as
we will see, is directly compared to the data measured experimentally. But first, we
shall explain the experimental methods used for these quantum measurements in the

next chapter.
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Chapter 4

EXPERIMENTAL METHODS AT CRYOGENIC
TEMPERATURES

[Door meten tot weten] By measurement to knowledge...

H. K. Onnes

Experimental physics has been an essential instrument for physicists to test their hy-
potheses and explore the laws of nature. This is particularly true for low temperature
physics, where the exploration of a new phenomena at cryogenic temperatures has
consistently pushed the boundaries of our knowledge. At the core of these explo-
ration lie a well-engineered experimental setups for the measurements to take place
in an environment that is vastly different from our own. Therefore, it is important

to review the cryogenic methods used in this work.

The foundations of low temperature physics were laid in 1880s, where there was
a great effort on liquefying of common gasses. The most common method used
for the liquefaction was to use pressure cycles and cool down the liquid until its
boiling temperature. By using this method, oxygen (1877, 90 K), nitrogen (1883,
77 K), hydrogen (1898, 20 K), and lastly helium (1908, 4K) was liquefied (Fig. 4.1.
The significant time gaps between these milestones underscore that advancing cryo-
genic methods was a slow process, demanding years of dedicated engineering and
development. After the liquefaction of helium, entirely new experimental methods
were necessary to achieve even lower temperatures. Decades later, the idea of using
the enthalpy of mixing between isotopes of helium (*He and “He) was proposed to
break the 1 K barrier. After years of dedicated development, this was successfully
demonstrated in 1964, marking the age of millikelvin (mK) temperatures. Today,
this dilution method is the cornerstone of modern commercial refrigerators that
systematically provide the ultra-low temperature environments required for a vast

range of quantum physics experiments.

Each time a new record low temperature was reached, it emerged naturally for
physicists to ask how the fundamental properties of matter would behave. Although
low temperature physics and quantum mechanics initially grew as separate disci-

plines, this motivation turned the cryogenic laboratory into the ideal playground for
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Figure 4.1: Advancements in Low Temperature Physics. Evolution of the record
lowest temperatures achieved in cryogenic systems over the years with key milestones
indicated. Lower temperatures have been reached through successive innovations
in local cooling techniques; however, dilution refrigerators remain the most widely
used cryogenic platform for condensed-matter physics experiments.

quantum exploration and enabled landmark discoveries like superconductivity. For
our experiments with NEMS devices at low temperatures, our motivation is not so
different as we are interested to know how the mechanical motion of solids behaves
and interact with its environment in quantum regime. Exploring and studying this
behavior demands systematic measurements and through analysis. And every good

measurement starts with a good experimental setup.

From a practical perspective, building a cryogenic setup might be considered anal-
ogous to preparing a space mission; the entire experiment is assembled at room
temperature and must be engineered to function after cooling. This requires careful
consideration of different effects, including the thermal and electrical effects. Con-
sequently, the material selection is critical to ensure proper thermalization, electrical
conduction, or insulation as desired. The complexity is further exemplified by the
wiring for microwave measurements, which demands specialized techniques and
different considerations for actuation versus detection lines to manage heat loads

and signal integrity. Given the brief introduction to experimental methods for low
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temperature physics here, in the following sections of this chapter, we will cover
the details of cryogenic experimental setups that was used in this work for the mea-
surements of NEMS resonators. I had the fun and privilege of developing multiple
cryogenic setups in the lab, and I wish the methods and knowledge gained from

rigorous work, trial-error methods explained here will be useful to some in the field.

4.1 Cryogenic Coolers

There are two types of cryogenic setups used during this work; dilution refrigerator
where most of the measurements in quantum regime performed (Chapter 5 and
6), and the hybrid platform consists of continuous flow cryostat and the mass
spectrometry where NEMS-mass spectroscopy experiments (covered in Chapter 7)
took place. The characterization of NEMS devices in quantum regime was done in
a dilution refrigerator which can achieve millikelvin temperatures. In this section,

the details of the both setups are discussed.

4.1.1 Continuous Flow Cryostat

The continuous flow cryostats are one of the earliest methods for cooling the solid-
state materials to the temperatures of the boiling point of the cryogen. Here, we will
mainly focus on the operation of Lakeshore Super Tran-300 continuous flow cycle
cooler. The operating principle of the cryostat derives directly from the evaporative
cooling. The liquid cryogen is stored in a vacuum insulated container, which is
called dewar and no different than thermally insulated thermoses everybody use,
and transffered to the surface where the heat exchange will take place. The flow
of liquid cryogen can be achieved by taking advantage of the vapor pressure inside
the dewar, which is similar to water jugs with a water pump dispenser on the top
found in many homes. As the cryogen vapor pressure inside the dewar builds up,
this forces the liquid through a transfer line that extends to the base of the dewar.
The transfer line is usually a vacuum insulated metal bellow to preserve the cryogen
in its liquid state throughout the transfer line. The flow of the cryogen is controlled
by a manual needle control valve. Upon exiting the transfer line, the liquid cryogen
contacts with the cold finger which is thermally conductive, usually made out of
copper for high conductivity. As the liquid cryogen evaporates upon contact, it takes

up some energy from the environment by

0 =nL 4.1)
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where Q is the cooling power (W), 7 is the mass flow rate (kg/s) across the liquid-
vapor boundary, and L is the latent evaporation heat per particle (J/kg). Mass flow

rate is proportional to the vapor pressure

1 oc Py (T) 4.2)

which has a e~/ dependency. Therefore, the cooling power decreases rapidly as

temperature decreases.

After this energy exchange gas leaves from the exhaust to the ambient pressure.
Continuous replenishment of cryogen liquid can achieve evaporative cooling close
to boiling point of the liquid. Final temperature is reached when there is a balance
between the cooling power and heat sources such as heat from transfer line (Oline)
and external heat from experiments (Qey). At the steady state, cooling power and

these heat sources will balance

Qcooling = Qline + Qext (43)

and the final temperature achieved will be dependent on these external factors [69].
Therefore, to reduce these heating factors, cryogenic systems require engineering
for good isolation and efficient cooling. The schematic of such evaporative cooling

operation is demonstrated in Fig.4.2.

Although the working principle is straightforward, handling cryogens require extra
attention for safety and the continuity of the operation. The cryostat is made of all
passive components, there are no active components that flows the liquid into the
transfer lines, only the vapor pressure inside the dewar. Therefore, the challenge
lies in maintaining the flow of the cryogen for longer hours. This control is adjusted
only by the flow regulator valve. If higher flow rate is needed, an external pump can
be connected from the exhaust port of the cryostat. The key to find the right balance
is to observe the amount of vapor that comes out of the exhaust of the cryostat and
the pressure inside the dewar. If the regulator valve is open more than it needs to be,
then the flow in the beginning will be so high and you will observe liquid coming
out from the exhaust. Eventually the dewar pressure will go down, and then the flow
will be intermittent and not continuous. The cryogen liquid will be consumed in
couple hours (depending on the size of the dewar) without making sufficient use of

it. In an ideal setting, opening the valve only slightly would give sufficient cooling
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Figure 4.2: Continuous Flow Cooling. Schematic of a continuous flow cryostat.
Vapor pressure in the dewar drives liquid cryogen through a vacuum-insulated
transfer line to a heat exchanger which is the contact surface that is connected to
the device under test inside the vacuum. The cryogen evaporates as it absorbs heat,
cooling the surface, and the resulting gas is vented through the exhaust.

to maintain the minimum temperature reached, observed by stable dewar pressure
and the stable exhaust in gas form. In the initial cooldown, valve can be opened up
further to decrease the cooldown time as the evaporation will also be faster initially,
however, if the liquid is coming from the exhaust that means the flow is so faster

than it should be, thereby the cryogen is basically wasted.

During the start of the operation, the dewar must be filled close to full, to build up the
vapor pressure faster, otherwise, the pressure necessary for the liquid flow will take a
while to build up. Note that the fluctuations in the dewar pressure at the initial stage
is expected and this behavior is caused by the shape of the dewar. The dewar’s body

has a cylindrical shape which turns into a cone shape and then a smaller diameter
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cylinder until the mouth. Therefore, as the liquid level reduces inside the dewar,
vapor volume increases nonlinearly until the liquid level reaches the cylindrical main
body of the dewar. Once it reaches, then the pressure stability holds till the cryogen
finishes. Therefore, it is worth to observe the initial temperature drop and the dewar

pressure.

In the most recent years, this kind of cryostats have been mostly replaced by the
closed cycle coolers. One of the main reasons is that in continuous flow cryostats,
cryogen liquid is consumed and boil-off gas upon contact with the cold finger is
usually exhausted to atmosphere. Therefore, cryogen liquid has to be resupplied for
each cooldown and extended operation time at the low temperatures. This reduces
the efficiency of the method, whereas in closed-cycle coolers there is no waste of
cryogen. This becomes more critical subject especially when an expensive cryogen
is used. Nevertheless, continuous flow cycle coolers retain some advantages, for
example, they are more compact and do not have any active components, such as
pumps, compressors, or pulse tubes. Therefore, there is less vibration which can be
very important depending on the application. Moreover, these cooling method often
reaches to the base temperature faster than closed cycles. In conclusion, continuous
flow cryostats can be a good choice depending on application. In our system, we

use such cooling in our NEMS mass sensing experimental setup.

The minimum temperature achieved in this type of cooling is determined by the
boiling temperature of the cryogen at the ambient pressure. There are two commonly
used cryogens for this kind of cooling; nitrogen and helium. Although the cryostat
and the working principle remains the same, cooling procedures vary by the type of

the cryogen which we will discuss in the following subsections.

4.1.1.1 Liquid Nitrogen Cooling

Liquid nitrogen (LN2) is the most convenient cryogen for an easy and cheap operation
that can reach to temperatures around ~ 77 K. The safety protocols should be
followed carefully while transferring the LN2 to the dewar. While putting the tip of
the transfer line into the dewar, one needs to make sure that the dewar leg is clean
and warmed up from the previous cooldown. If the inlet holes at the tip of the dewar
leg stays cold from the previous cooldown, the moisture in the air will freeze on
the surface and block the intake valve with ice and there will be no cryogen intake.
After carefully installing the dewar leg, the other end of the transfer line (cryostat

leg) can be installed to the cryostat and then cooling can be started.
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It is completely safe to leave the exhaust open to air while working with LN2. In
time, ice will build up around the exhaust due to freezing of moisture in the air. It
shouldn’t build up so much if the flow is maintained at optimum level, but if it builds
up so much it might lead to blocking of the exhaust line. Therefore, the best action

is to connect the exhaust port to a pipe.

Once all of the LN2 in the dewar is consumed, one can quickly tap the dewar without
warming up the whole system, but should follow the procedure to make sure no clog

in the transfer line.

4.1.1.2 Liquid Helium Cooling

Liquid Helium (LHe) can reach to temperatures around ~ 4 K, however, we could
achieve slightly higher temperatures than that due to the heat loads in the system.
Working with LHe is more challenging than handling LN2. One reason is that
helium has lower latent heat so it will evaporate much faster than nitrogen gas, if
handled wrong, pressures can increase drastically with the evaporation of LHe and
cause damage to the cryostat. Also, LHe is much more expensive than LN2, and
this is the reason why LHe is not popularly used in continuous flow coolers due to
the waste nature of the method. Therefore, there must be some extra steps taken

when operating with LHe.

Since LHe is expensive, one can choose to use LN2 for initial cooling and then switch
to LHe. However, this method should be done very carefully. Before transfering the
LHe through transfer leg, the line has to be under vacuum, because if the line has
some trace gasses such as nitrogen, oxygen, LHe temperatures will freeze them to
solid and clog the transfer line which will lead to rapid pressure build-up. Once this
happens, there is no way back but to remove the transfer leg and warm it up until

the line is clear again.

The safe operation of LHe is achieved with the implementation of rough pump
from the exhaust port of the cryostat. The transfer line is vacuumed with initial
pumping and then the regulator valve is opened to let LHe flow. During initial
cooldown, the valve should be opened and closed with increasing periods of time
for approximately 5 minutes to make sure the helium is able to flow without problem
in the line. This can be observed with a pressure gauge connected to the outlet of
the rough pump, pressure oscillations must be observed correlated with the valve

opening and closing. After this initial gusting, pump could be turned off, otherwise
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it will consume the LHe very rapidly, and LHe will keep flowing with its vapor

pressure just like in LN2 case.

After the operation, LHe flow can be stopped with the valve, and it is recommended
to start the pump again to prevent build-up solids inside the exhaust line and the

transfer leg.

4.1.2 Dilution Refrigerator

The closed cycle coolers are the most effective way of cooling as the cryogen liquid
is conserved during operation and the low temperatures can be attained continuously
without interruption. The most famous example of this type of cooler is the dilution
refrigerator which have gained popularity with the recent advancements in quantum
research. The working principle of a dilution refrigerator is an fascinating subject
that involves admirable engineering and knowledge of quantum physics. One can
learn how to operate a dilution refrigerator just by following the steps in the manual,
however, becoming a master of it requires understanding the fundamental principles

that are used in the cooling process and gaining an intuition from it.

A dilution refrigerator has two main cooling mechanisms. The first is the two-staged
pulse-tube (PT) cooler, which provides the initial cooling of the dilution unit from
room temperature down to ~ 4 K. The first stage of the PT is connected to 50 K
plate and provides 50 W cooling power, whereas the second stage is at the base
temperature of 4K with 1-2 W cooling power and can be connected to other plates
thermally with heat switches. The working principle of the PT unit is very similar
to any refrigeration cycle, which relies on cyclic compression and expansion of the
working gas, which in this case is helium. With this method, stable temperature
around 4 K in the unit is achieved. Moreover, the PT coolers are designed to have
no moving parts at the cold head to prevent any mechanical vibrations that could

interrupt the measurements.

Dilution unit use the heat of mixing of the two helium isotopes to obtain low
temperatures and allow continuous operation at the base temperature. These isotopes
are *He, which is the most common helium, and *He which is very expensive and
acquired as a byproduct of a nuclear reaction or sparsely found in natural resources.
“He obeys Boson statistics and has a superfluid transition temperature of 2.17 K,
whereas missing a single neutron *He has a spin 1/2 and therefore obeys Fermi
statistics and has a transition temperature much lower than “He. The transition

temperature of the mixture depends on the concentration of *He and the phase
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Figure 4.3: Phase Diagram of Liquid *He-*He Mixtures. The diagram shows the
normalfluid and superfluid phases of *He-*He mixtures, separated by the lambda
line. Below the tricritical point at ~0.87 K, the mixture enters a two-phase region
where it separates into a *He-rich (concentrated) phase and a *He-dilute phase. This
phase separation is the foundational principle of dilution refrigeration. The date
plotted here is adapted from Pobell [69].

diagram of 3He/*He mixture is demonstrated in Fig.4.3. Below 0.87K, the *He/*He
mixture liquid eventually separates into two phases, one rich in “He and the other
rich in 3He which floats on top of the mixture. As temperature approaching the
zero, the 3He concentration has a finite value around 6.4% and this finite solubility

is of utmost importance for 3He—4He dilution refrigeration technology.

Enthalpy, AH of this mixing is given by

AH « / ACAT (4.4)
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Figure 4.4: Schematic of a Dilution Refrigerator Unit. Concentrated *He enters
from the top, is pre-cooled by a series of heat exchangers, and passes through a flow-
limiting impedance before entering the mixing chamber. In the mixing chamber,
the primary cooling occurs as *He atoms move from the concentrated phase to the
dilute phase, reaching temperatures in the millikelvin range. The *He then travels
to the still, which is heated to approximately 0.7 K to selectively evaporate the *He.
This vapor is removed by a pump and re-circulated to sustain the cooling cycle.

and the specific heat capacity of concentrated and diluted *He are proportional to T

at low temperatures, the cooling power follows

O « xAH o« T? 4.5)

dependency. To take advantage of this cooling power, we need to take out *He from
the diluted phase, which sits at the bottom of the mixture, and then 3He from the
concentrated phase will cross the phase boundary with a molar flow rate n3, and

will generate cooling power associated with
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Ocooling = fi3(Ha(T) — He(T)) o T2 (4.6)

According to this calculations, it is clear that we can achieve continuous cooling
power if we can continuously remove the *He from diluted phase. The way to do that
is not that different than distill processing in beer making. In a dilution refrigerator,
mixing chamber, where the mixing process take place, is connected to a distiller,
which is a ’still’ stage and distills the *He from the diluted phase. A small heat
applied to the still stage removes some of the *He which collected by the external
pumping process. At the same time, returning *He during the circulation is cooled
by the outgoing low temperature *He via well-engineered heat exchanger that reside
in cold plate which is a stage between the mixing chamber and the still. Then, *He
is added back to the mixing chamber so that *He can continuously cross the phase

boundary resulting in cooling. This process is summarized in Fig.4.4.

Combination of PT cooling and the dilution unit define the working principle of
modern dilution refrigerators. While PT provides the stable cold environment at
4K for dilution process to happen, mixing chamber and continuous circulation
pumping can easily achieve 10mK base temperature. While the cooling power is
rather well defined in PT cooling, dilution unit cooling power depends on the flow
rate of *He which is a function of pressure and temperatures of different stages in
the dilution unit. Therefore, pressures and temperatures are well monitored and
maintained during the continuous operation. Example values for average cooling

power achieved at each stage of our dilution unit are tabulated in Table 4.1.

Table 4.1: Average Cooling Powers at Each Stage of the Dilution Refrigerator.

Stage Cooling Power
50K 30W

4K 1L.5W

Still 40 mW
Cold Plate 200 uW

Mixing Chamber 20 uW

4.2 Instrumentation and Cabling
Building an experimental setup for cryogenic measurements demands a level of
foresight and precision that exceeds what is required at room temperature. Solid

materials undergo dramatic changes in their mechanical and electrical properties
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when cooled to millikelvin temperatures. Therefore, an experimental physicist

should be well-aware of these effects and take into account in material choices.

The experiments performed in this thesis mostly consist of microwave measurements
performed in a dilution refrigerator and continuous flow cryostat. The setup was
built from scratch inside the dilution refrigerator and the insights and methods gained
from it is shared in this section. We will first cover the main effects including thermal
expansion, thermal contact, and electrical conductance and later demonstrate the

work done in our setup for the measurements.

4.2.1 Thermal Expansion
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Figure 4.5: Thermal Contraction of Materials. Integrated linear thermal con-
traction, Al/l, for several materials used in cryogenic construction, normalized to
zero at room temperature. The plot highlights the significant contraction of metals
relevant to this work, including aluminum (gray), stainless steel (brown), and copper
alloys (orange), which must be accounted for in mechanical design. Figure adapted
from Pobell [69].

Thermal expansion in solids is governed by the temperature-dependent shift in the

average atomic spacing. The linear expansion coefficient given by

1|0l
p
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reflects the fractional change in length, /, per Kelvin, and «(7) vanishes at T = 0.
At low temperatures, the number of excitations and amplitudes of atomic vibrations
around their equilibrium position r decrease, whereas at higher temperatures these
will increase. Variations in bonding strength and crystal structure yield distinct

a(T) curves for each material which is demonstrated in Fig.4.5.

Selecting materials with compatible thermal expansion coefficients is critical when
designing joints, surface mounts, and connectors. The safest approach is to use
the same material wherever possible. For example, since most of the dilution-
refrigerator plates are gold-plated oxygen-free-high-conductivity (OFHC) copper,
we try to use copper attachments with copper or brass screws to minimize differen-
tial contraction during cooldown. 50K plate is made out of aluminum, therefore we
use aluminum screws and attachments. Thermal contraction can also compromise
electrical contacts: since microwave cables terminate in SMA connectors that screw
into feedthrough flanges on each stage, a mismatch between the expansion coeffi-
cients of the cable’s connector and the flange fasteners can cause the joint to loosen
as the system cools. This can compromise the continuity of the ground connec-
tion, leading to significant signal noise and reflections in the electrical connections.
Figure 4.6 demonstrates example mounting of custom-designed and manufactured
feedthrough flanges to each temperature stages of the dilution refrigerator. Both the

feedthroughs and the flange made out of gold plated OFHC copper.

Figure 4.6: Mounting Custom Feedthroughs. (A) The gold-plated copper stages of
the dilution refrigerator prior to installation. (B) The custom-designed components:
a flange with SMA connectors and its corresponding mounting plate. Both are made
from gold-plated OFHC copper to ensure matched thermal contraction. (C) The final
assembly mounted on a refrigerator stage, ensuring robust electrical connections at
millikelvin temperatures.
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4.2.2 Thermal Conductance

Dilution refrigerators have different temperature stages that have different tempera-
tures, although all the stages are physically connected to each other within the same
frame. Thermalization, making or avoiding a thermal contact, is one of the most

important aspects in building a setup in a dilution refrigerator.

Thermal conductivity is a material property related to heat transport capabilities of
materials. Lattice vibrations (phonons) and electrons are the two main contribu-
tions to the heat transfer withing materials. Every material have different thermal

conductivity coefficient, k, and the rate of heat flow per unit area A is given by

Q/A = —«VT. 4.8)

Choosing materials with the appropriate k enables tailoring heat flow at each in-
terface. For mechanical support where you want to limit heat leaks—for example
in dilution refrigerator between the OFHC copper plates—stainless steel links are
ideal because their low « blocks unwanted conduction. Where strong thermalization
is needed (e.g., from a sample mount into the mixing chamber), using high x OFHC
copper: solid blocks, braids or thick straps that efficiently sink heat into the cold
bath.

Beyond choosing materials by their conductivity, making a good contact is also
important for good thermalization. For the experiments, device under test should be
well-thermalized to the stage. To maximize real contact area and fill microscopic
voids, a thin film of cryogenic vacuum grease—typically a hydrocarbon-based com-
pound such as Apiezon N—can be applied between mating surfaces. When using
OFHC copper, it is essential to remove any oxide layer just before assembly, since
even a few nanometres of copper oxide can dramatically increase the thermal bound-

ary resistance and impede heat flow into the bath.

Copper braids are another widely used method in cryogenic setups, as they are more
flexible than the rigid counterparts and can be used as an extension to the stage. In
our setup, we designed and fabricated multiple parts to ensure well-thermalization of
our sample device and the microwave measurement components, such as amplifiers,

circulators, etc. Figure 4.7 demonstrates some example mounts used in our setup.
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Figure 4.7: Thermal Mounts for Cryogenic Components. (A) A collection of
custom-fabricated mounts made from OFHC copper. These include stages for
microwave components like circulators and flexible thermal links made from copper
braids. (B) An example of a thermal mount installed on a mixing stage, providing a
robust thermal anchor for our NEMS device.

4.2.3 Wiring of a Dilution Refrigerator

Wiring inside the dilution refrigerator serves as a connection between the device
under test, which is well-thermalized at the base temperature of the fridge, and the
measurement hardware which is at room temperature. This connection must have
well-electrical contact to capture the lowest amplitude signals while having a good
thermal resistance not to carry heat from the room temperature. Therefore, we
have to carefully consider the heat load from the cables that we put between the
temperature stages. There are three main types of heat loads; passive load, active
load, and radiative load.

Passive loads are the fixed loads which arise from steady-state thermal conduction,
usually due to a thermal link to a warmer plate. Cables are one of the main sources
of passive loads. A coaxial cable with a length / and cross-sectional areas A,
(central conductor), A, (outer conductor) and A, (dielectric), linking two baths at

temperatures To1g and Thoe Will result in a heat flow

Thot
Qpassive = / [ke(T)Ac + ka(T)Ag + ko (T)A,]dT . 4.9)
T,

old
Active loads originate from on-state dissipation, for example DC bias currents

in an amplifier, or the dissipation through cables when power is applied [70].

In a microwave measurement, usually a microwave tone generated by the signal
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generator or some hardware at room temperature has a certain input impedance,
which is usually 50 ohm. The Johnson-Nyquist noise will have induced voltage

fluctuations with a power spectral density given by [71]

1
ST, w) = 2RA 4.10
vl wexp(hw/kBT) -1 ( )

where the last part of the equation is the photon occupation number given by Bose-
Einstein distribution. At the classical limit (Aw << kgT), this formulation converges
to Si,h(T, w) = 2kpTR, or in terms of frequency well-known Johnson-Nyquist
formulation Si,h (T, f) = 4kgTR. Therefore, when a coaxial cable is connected from
room temperature to the base temperature of a cryostat, thermal photons propagate
and carry this thermal noise to the milliKelvin stages. In order to match the thermal
noise floor at the base temperature, this drive line has to be attenuated significantly.
At our operating frequency 2 GHz ((hiw/kp ~ 96 mK), a 50 ohm resistor at 300 K
would emit [n(w) ~ 7= ~ % ~ 3.1 x 10%] thermal photons. To suppress this
down to well below one photon at the mixing-chamber plate, we therefore install
three 20dB attenuators anchored at the 4 K, cold plate (100 mK), and mixing-
chamber (10 mK) stages. Each attenuator absorbs thermal radiation from the stage
above it (by a factor of 100 photons) and re-emits noise corresponding to its own
physical temperature. This cascaded filtering ensures that the line’s noise floor is

thermalized to the millikelvin environment.

Lastly, radiative load is primarily due to the emissivity of materials. As each stage
of a cryostat operates at a different temperature, blackbody radiation will be emitted
from warmer surfaces and absorbed by colder ones. The net radiative heat transfer
between two surfaces, often approximated for parallel plates or large enclosures, is
given by the Stefan-Boltzmann Law and approximated for parallel plates with same

area A as

(Th -T2 4.11)

. 1
Qradiative = TA (#
=+ =-1
€EH €C
where o is the Stefan-Boltzman constant. This effect is well managed in modern
dilution refrigerators by the use of radiation shields at the different temperature

stages.

In our refrigerator wiring we employed four different coaxial cables, each with

distinct dimensions and conductor materials: UT-034-B-B, featuring beryllium-
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copper inner and outer conductors with a 0.034 inch overall diameter; UT-085-
B-SS, with a beryllium-copper inner conductor, a stainless-steel outer conductor,
and a 0.085 inch diameter; UT-085-SS-SS, with stainless-steel inner and outer
conductors and a 0.085 inch diameter; and SC-219/50-NbTi-NbTi, which uses
niobium-titanium inner and outer conductors and measures 0.0085 inch in diameter.
In Fig. 4.8 we demonstrate the cross-section of these cables with the materials
used and the thermal conductivity of these materials. Since the NbTi used as a
superconducting cable, for temperatures well below the superconducting transition,
electronic thermal conductivity goes as a power of the temperature and, is predicted
to fall-off exponentially at very low temperatures [72]. Therefore, its thermal
heat load is negligible compared to the other cables, and for this reason, it is not
included in the heat load comparison. In Fig.4.9 we calculate the heat loads from
each type of cables if they were to used to link different temperature stages of the
dilution refrigerator. The analysis demonstrate that UT-B-SS cable has the highest
heat load, due to its larger diameter and BeCu inner conductor which has a good
thermal conductivity. UT-034-B-B has the lowest heat load due to its lower diameter,
although it has BeCu inner and outer conductor. Since these values are for a single
cable, using the cooling power values of the fridge from Table4.1, we can also

calculate how many cables we can have.

In terms of the microwave signal attenuation, their loss per meter values are tabulated
in Table 4.2.

Table 4.2: Microwave Attenuation at 2 GHz for Selected Coaxial Cables

Cable type Attenuation (dB/m) at 2 GHz
UT-034-B-B 2.9
UT-085-B-SS 2.1
UT-085-SS-SS 4.2

For the drive line, which propagates the microwave signal from room temperature
down to the mixing chamber, two primary considerations guide cable selection:
minimizing heat load on the cryogenic stages and ensuring sufficient electrical
attenuation to thermalize the incoming noise to the mixing chamber’s noise floor.
We utilize UT-085-B-SS cables from room temperature to the 4K stage. While these
cables have a comparatively higher heat load than other options used in the cryostat,
they are selected for this segment due to the long distances between stages (e.g.,

from 50K to 4K) where they provide robust mechanical support while delivering
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acceptable microwave attenuation. From the 4K stage down to 10mK, we transition
to UT-034-B-B cables. Their smaller diameter and optimized construction offer a
significantly lower heat load (compared to B-SS cables) and the necessary level of
microwave attenuation for the coldest stages. We do not use fully stainless steel (SS-
SS) cables for microwave transmission due to their significantly higher electrical

loss compared to copper-based or specialized cryogenic coaxial cables.

On the other hand, for the detection line, which carries the signal from the milliKelvin
stages up to room temperature, the requirements differ. While minimizing heat
load remains crucial, electrical attenuation must be strictly avoided to preserve the
weak signals from the experiment. Therefore, we employ superconducting NbTi
cables for the detection line from the mixing chamber (10mK) up to the 4K stage.
These cables offer negligible electrical loss at cryogenic temperatures, losing their
superconductivity around 10K. From the 4K stage up to room temperature, we again
use UT-085-B-SS cables due to their balance of acceptable thermal performance

and relatively low microwave attenuation for this section of the line.

4.2.3.1 Assembly of Coaxial Cables

After making a decision of which cable to use to link between which plates in the
dilution refrigerator, we have assembled our own coaxial cables at desired lengths
and variations. While RF cables can be ordered from commercial suppliers, custom
lengths or non-standard connectors often incur long lead times and extra cost. Since
there are few sources that walk through coaxial cable assembly step by step, this

section covers our practical experience.

The assembly process consists of properly attaching to each ends of the cable with
a proper RF connector, which is an SMA connector in our case. SMA connector
consists of 2 main parts; center pin which connects to inner conductor, and an
outer shell that bonds to the cable’s shield. Two common connection methods are
crimping and soldering. Crimping provides mechanical contact by compressing two
metal parts together, and while relatively easy and straightforward with appropriate
tools, it generally offers less reliable contact compared to soldering, particularly for
superconducting cables [73]. For this reason, we opted for the soldering method for

our cables.

The cable assembly process begins with a pre-ordered semi-rigid coaxial cable,
which is cut to the desired length. To prepare the cable for connector attachment,

the outer conductor is removed at a specific length to expose the inner conductor and
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Figure 4.8: RF Cable Choices. (A) Cross-sectional diagrams of semi-rigid cables,
showing the constituent materials: Beryllium Copper (BeCu), Stainless Steel (SS
304), and PTFE dielectric. (B) Thermal conductivity as a function of temperature
for these materials.

provide a clean surface for soldering the center pin. The length of this exposed inner
conductor is critical, as it is optimized for proper soldering and optimal electrical
transmission. Deviations from these precise lengths can introduce significant signal

loss, particularly at GHz frequencies.

For cables made with mechanically stiff materials, such as stainless steel, peeling the
outer shell can be challenging, and specialized tools are rare due to stainless steel’s
inherent strength. An effective technique to achieve a clean cut and expose the inner
conductor involves using a fine-grit file (Fig. 4.10A) to create a small defect on the
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Figure 4.9: Passive Heat Load from Cables. (A) A schematic of the temperature
stages and their physical separations within the cryostat, used as a model for the
passive heat load calculation. (B) The calculated passive heat load delivered to each
stage by three different types of semi-rigid coaxial cables.

outer surface(Fig. 4.10B), allowing the metal to be snapped cleanly(Fig. 4.10C).
This method ensures a precise, circular cross-section, which is essential for optimal

performance.

The next crucial step is soldering the center pin to the inner conductor of the cable,
as demonstrated in Fig. 4.10D. This can be quite challenging due to the very small

contact area. We found that pre-tinning the inner conductor is extremely helpful for



Figure 4.10: Soldering Coaxial Cables. (A-C) Preparing the cable end by scoring
the outer conductor with a file before snapping it cleanly. (D) Soldering the center
pin to the inner conductor. (E) Using an assembly kit to ensure proper alignment of
the connector shell. (F) Soldering the outer shell to the cable’s outer conductor to
complete the connection.

achieving a strong, reliable solder joint. Center pin should be free from any excess
solder as this can create changes in impedance of the transmission line. At this
stage, it is very easy to accidentally make a connection between the inner and the
outer shell, which can cause short circuits. Even a tiny amount of solder can create

contact with high resistance and this should be avoided.

Once the center pin is securely soldered, the subsequent step involves connecting
the SMA shell to the cable’s outer conductor. Utilizing a passive SMA assembly kit
(Fig. 4.10E) proves highly beneficial for aligning, holding, and precisely positioning
the components. The primary challenge at this stage is accurately setting the
insertion depth of the center pin within the SMA shell. To facilitate this, we
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employed an SMA kit equipped with a stopper, ensuring the center pin is positioned
at the optimum depth for proper electrical contact and impedance matching. At
the final stage (Fig. 4.10F), the SMA outer shell is soldered to the cable’s outer

conductor. This process is repeated for the other end of the cable.

Figure 4.11: NbTi Coaxial Cable. (A) The NbTi inner conductor after being treated
in a NaOH solution to form a dark oxide layer. (B) The same conductor after being
electroplated with copper to create a solderable surface. (C) A close-up view of the
soldered SMA center pin on the copper-plated tip. (D) A collection of completed
NbTi cables with various lengths and thermal-relief bends.

Although this method works for stainless steel and berillium copper cables, NbTi
is very hard to solder directly because have an extremely tough oxide layer that
is impervious to even the most aggressive fluxes. Therefore, we followed the
procedures described by [73], which uses electroplating copper to the surface of
the NbTi and then soldering to the SMA connector. The steps followed for this
assembly is summarized in Fig. 4.11. After making a clear cut and exposing
the inner conductor, first electrolicitc cell (sodium hydroxide (NaOH) in deionized
water) achieves a special oxide layer on the NbTi that will allow the copper to adhere
to the titanium. This creates this dark oxide layer demonstrated in Fig. 4.11A. The
second cell consists of an acidic copper plating solution made of 220 g/l of copper
sulfate pentahydrate (CuSO4- 5H20) with 40 ml/l of sulfuric acid (H2SO4) in
deionized water achieves a thin layer of copper in Fig. 4.11B. Then following the

same steps, we assembled many cables according to our needs Fig. 4.11D.

In addition to the coaxial cables, we also fabricated the DC wiring for our dilution
refrigerator for DC bias applications. This wiring primarily consists of twisted pair
(TWP) cables, which are made by twisting two small-diameter insulated conductive
wires together. To ensure proper thermalization, the TWP cables are wrapped
around a copper bobbin at each stage of the refrigerator. Due to their very small

diameter, these cables are typically bundled, such as in configurations of 12 pairs,
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and terminated with 24-pin Fischer connectors for integration. This wiring is
designed for excellent electrical isolation, and the inclusion of a low-pass filter at
the 4 K stage further reduces high-frequency noise. A significant challenge with
these small-diameter wires is their fragility, making them prone to breakage and

accidental short circuits during handling and installation.
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Chapter 5

STRONG COUPLING OF MECHANICAL VIBRATIONS TO
INDIVIDUAL TLS DEFECTS IN A NANOMECHANICAL
RESONATOR

[1] M. Yuksel*, M. P. Maksymowych*, O. A. Hitchcock, F. M. Mayor, N. R. Lee,
M. I. Dykman, A. H. Safavi-Naeini, and M. L. Roukes, “Intrinsic phononic
dressed states in ananomechanical system”, arXiv preprint arXiv:2502.18587
(2025),

Nanoelectromechanical systems (NEMS) provide a platform for probing the quan-
tum nature of mechanical motion in mesoscopic systems. When operated in the
few-phonon regime, a NEMS resonator becomes a sensitive tool to study the phonon
coherence, allowing direct investigation of energy distribution and interactions with
its environment and the microscopic sources of decoherence. In this limit, material
defects—ubiquitous in solid-state devices—play an important role. These intrinsic
defects modeled as two-level systems (TLS) can exchange energy with the mechan-
ical mode, and affect the dynamics of mechanical motion. While these interactions
are typically studied as a collective source of noise and dissipation, they can be
understood at the most fundamental level by achieving strong coupling between
a single TLS and the mechanical mode. Such interactions have been extensively
characterized in photonic and superconducting microwave resonators; however, a
comparable level of understanding and experimental validation has been lacking in
phononic devices. Therefore, it is crucial to elucidate how individual TLS defects
interact with mechanical vibrations in NEMS, both to advance quantum-limited

sensing and to shed light on fundamental dissipation mechanisms in solids.

Beyond its importance for the fundamental understanding of TLS defects in solids,
this strong interaction holds great potential for achieving a long-sought goal in the
field. The quantum nature of phononic devices manifests most profoundly when the
device vibrations are nonlinear and, currently, achieving vibrational nonlinearity at
the single-phonon level is an active area of pursuit in quantum information science.
Despite much effort, however, this has remained elusive. In this chapter, we report
the first observation of intrinsic mesoscopic vibrational dressed states [74]. The

requisite nonlinearity results from strong resonant coupling between an eigenmode
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of our NEMS resonator and a single, two-level system (TLS) that is intrinsic to the

device material.

In this chapter, first we will explain how to control the TLS in sifu by varying
mechanical strain, tuning it in and out of resonance at will with the mechanical
mode of our NEMS resonator. This method allows us to observe strong coupling
of the mode with multiple intrinsic TLSs individually. In the second section,
we observe that varying the resonant drive and/or temperature allows controlled
ascent of the nonequidistant energy ladder and reveals the energy multiplets of the
hybridized system. In the third section, we report fluctuations of the TLS on and off
resonance with the mode induces switching between dressed and bare states; this
elucidates the complex quantum nature of TLS-like defects in mesoscopic systems.
These quintessential quantum effects emerge directly from the intrinsic material
properties of mechanical systems—without need for complex, external quantum
circuits. Our work provides long-sought insight into mesoscopic dynamics and

offers a new direction to harness nanomechanics for quantum measurements.

5.1 Strong Coupling between NEMS Resonator and Individual Two-Level
System
For this study, we employ lithium niobate (LN) NEMS resonators that are isolated
from the environment by phononic crystals (PnC) [13, 23, 75] and cooled to mil-
likelvin temperatures in a dilution refrigerator. The PnC structure achieves low
decay rates of phonons and TLSs, while using LN allows us to effectively induce a
static crystal strain via its piezoelectric properties. As we show, this enables tuning
the TLS frequency with exquisite control. Long-lived phonons confined to sub-
wavelength volumes combined with the TLS tunability enable several key findings.
In this section, we measure mode splitting and reveal a double avoided-crossing
pattern which, as we show, is a characteristic feature of strong resonant coupling
of a NEMS mode to TLS defects. We report the first observation of the the strong
coupling between the mechanical vibrations of a NEMS resonator and an individual
TLS defect in a purely mechanical system. TLSs with different level spacings that
are strongly coupled to the mode are also observed. Their energy spectra are highly
stable, showing reproducibility across repeated thermal cycles (10 mK to ~ 1 K),
variations in input power, and DC bias sweeps. This allows us to reproducibly
address individual TLSs by tuning them in and out of resonance with the mode. The

details of this NEMS-TLS strong coupling model discussed in details.
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5.1.1 Piezoelectric Phononic Crystal Defect Resonator
Our NEMS resonator is comprised of thin-film lithium niobate (LN, 250 nm) with
aluminum (50 nm) electrodes deposited on top (Fig. 5.1A) [75]. The fabrication

details of our phononic crystal (PnC) nanoelectromechanical systems (NEMS) res-
onators are explained in A.

B ¢ Sﬂ
\ —_
~N
e & 2
— ~ bandga
© — Q g_
% e 4
/* i
0.5

p—

- 0.5 1
(ka/m)

o

Figure 5.1: Phononic Crystal Resonator. (A) False colored scanning electron
micrograph (SEM) of the lithium niobate (LiNbO3) (blue) phononic crystal resonator
with aluminum (gray) electrodes. (B) The device geometry consists of the repeating
pattern of mirror cells, which forms the phononic crystal structure creating an
acoustic bandgap (on the right). The mechanical resonator is a “defect” in the
phononic crystal, and the shear mode is confined within the bandgap in (C).

The resonator is embedded in a suspended periodic array of cells (Fig. 5.1B), which
form a PnC that supports a complete acoustic bandgap (Fig. 5.1C). The resonator is
a “defect” in the PnC. Its acoustic eigenmode that we study is within the bandgap
and is thus well-localized, which leads to a long phonon lifetime. The aluminum
electrodes facilitate piezoelectric transduction of mechanical vibrations [76]. Here,
we experiment with a ~ 1.1 x 1.1um? “defect” resonator with a fundamental shear
mode frequency of w,,/2m ~ 1.873GHz.

We thermalize the sample chip to our dilution refrigerator at 7 ~ 10mK (kpT /i <
{wm, wtLs}) to achieve low phonon number in the mechanical mode. A simplified
schematic of our microwave reflection measurement setup is shown in Fig. 5.2.
A simple microwave reflection measurement (S;;)is efficient to characterize our
PnC NEMS resonators. A microwave signal that is at the resonance frequency
of the mechanical mode and incident to the device through aluminum electrodes
simply facilitate the excitations of mechanical vibrations via piezoelectric effect.

The reflected wave from the electrode carries the information about the resonance,
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Figure 5.2: Experimental Setup. Schematic of the microwave reflection measure-
ment S setup used to probe the fundamental shear mode localized at the center of
the LN PnC resonator in our dilution refrigerator.

as its amplitude and phase respect to the incident wave has been altered due to this

piezoelectric transduction.

This system can simply be modeled as a microwave waveguide coupled to the
mechanical mode with a coupling rate «,. The model is sketched in Fig. 5.3A. In the
linear regime, mechanical mode is modeled as a quantum harmonic oscillator with
equal energy levels separated by w,,. The microwave feedline contains a continuum
of electromagnetic modes that constitute an external “bath.” This bath couples to
the mechanical mode via the piezoelectric properties of the lithium niobate (LN)

device layer, resulting in an external energy exchange at a rate .

The Hamiltonian for this model can be written in rotating frame around the drive

frequency wy as:

H/h:AmaTa+i\/Eam(a—aT) (5.1

where A, = w,,—w,4. We can write the Heisenberg equation of motion a = % [H,a]-
k/2 where k = k; + k., which gives us the relation; d = —i(A,, + k/2)a — \/Ke@ip.
At steady state (a = 0), and with the boundary condition a,,; = @;, + \/k.a, we can

write the expression for the reflection coefficient:
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Syp=1-—-°
H iA, + K2

(5.2)
In Fig.5.3B, we demonstrate an example S1; measurement. At on-resonance fre-
quency, the amplitude of the reflected wave is significantly reduced as more of
the incident microwave photons are translated into phonons via the piezoelectric
effect. Therefore, by sweeping drive frequency w, across the mode frequency
wm, the reflection coefficient S capture the steady-state response of the resonator,

demonstrating a Lorentzian dip in |S;;| at resonance.
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Figure 5.3: Characterization of the NEMS. (A) Schematic of the resonator model
used to characterize the dynamics. (B) The reflection spectrum S of the mechanical
mode.

5.1.2 Intrinsic TLS Defects

The structurally disordered aluminum-LN interface, amorphous LN leftover from
fabrication, aluminum oxide, and the LN crystal itself can host numerous TLS de-
fects, which could couple strongly to the local acoustic field. Previous studies on
PnC resonators have shown anomalous frequency red-shifts and increased losses
below ~ 1 K [23, 40, 77], arising from coupling to a quasi-continuum of TLS
defects with a broad distribution in frequency. In contrast, when an individual TLS
is strongly coupled with the mechanical mode on-resonance, the system’s dynamics
become dominated by this localized interaction rather than ensemble effects. There-
fore, we are interested in bringing strongly coupled TLSs onto resonance with the

mechanical mode.

A conventional TLS model, which is explained in chapter 3, is sketched in Fig. 5.4

as a particle in a double-well potential with asymmetry energy & and a tunneling
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Figure 5.4: Intrinsic TLS Defects in NEMS. Toy model of the atomic structure in
the cross section of the resonator. TLS can reside on the surface, within the bulk
material or at the interfaces. Each TLS is modeled as a particle in a double-well
potential with tunneling rate Ag and asymmetry energy €. The two energy states are
separated by the TLS frequency wrrs.

energy Ao between the two minima. The ground |g) and excited |e) eigenstates are
superpositions of the intra-well states with an energy splitting iwTLs = 4 /AS +&2,

where wrrg is the TLS transition frequency.

To reconfigure the TLS bath and bring an individual TLS into resonance with the
mechanical mode, we apply a DC bias voltage Vg across the aluminum electrodes of
our device (Fig. 5.5A). In the piezoelectric LN, this creates both a static electric field
E and an associated strain field S = dE , where d is the piezoelectric tensor [76].
While both of these coupled fields can perturb the local TLS environment, modifying
the well asymmetry &, the dominant coupling is considered to be via strain field
as we don’t observe TLS with direct electrical probing far from the mechanical
resonance. To first order, the response to the applied bias is linear [8, 78], resulting

in a DC-dependent TLS frequency of:

wrs = a2 (504 28y ’ (5.3)
TLs = 7 \Bo |0+ G-V :

where de/dVy, is the TLS sensitivity to DC voltage and g is the intrinsic asymmetry

energy in the absence of the applied DC field. As seen from Fig. 5.5B and the
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Figure 5.5: Frequency Tuning of Intrinsic TLSs. (A) Applied DC bias V. across
the aluminum electrodes of the device creates an electric field within the bulk LN.
(B) Tuning mechanism of the TLS frequency (wtLs) via the DC bias V4.. The
anticipated linear dependency of € on the static electric field results in a hyperbolic
dependency of TLS frequency on DC bias, wtrs(Vq.). Consequently, two distinct
V4e values yield the same wrrg, corresponding to mirrored configurations of the
double-well potential about Ay.

symmetry of Eq. 5.3, there are two distinct values of V. that result in the same wrys.
Similar methods have achieved in-situ control of TLS frequencies in superconducting
qubits and microwave resonators, e.g., by bending the device chip [8, 79-81] or via
DC-electric field biasing [82].

5.1.3 Observation of Strong Coupling

An oscillatory strain field resonant with wrrg can induce transitions from |g) — |e),
allowing energy exchange at a coupling rate g. The resonant mechanical mode-TLS
interaction is depicted in Fig. 5.6A, where yT.s is the TLS relaxation rate, and g
is the coupling rate as addition to the mechanical mode parameters defined earlier.
This coupled system is described by the JC Hamiltonian [83]. In the frame of a
resonant drive at frequency wg, assuming the rotating wave approximation, this

Hamiltonian reads (see chapter 3 for details):

H
5 = Ama'a + Arisoio_ + glao, +a' o) + VK. in(a — a") (5.4)

where A, = w,;, — wg and AtLs = wTLs — Wy are the detunings, o (o) are the TLS

raising (lowering) operators, a (a') are the phonon annihilation (creation) operators,
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and aj, ~ yP/hw, is the amplitude of the drive field related to the coherent drive

power P incident to the mode.
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Figure 5.6: Strong Coupling Regime. (A) Schematic of the strong coupling
model between the mechanical mode and an individual TLS defect, illustrating the
interaction dynamics. (B) Example |S;;| spectra for large (blue) and zero (orange)
detuning between the NEMS and a strongly coupled TLS, characterized by a bare
Lorentzian resonance and Rabi splitting, respectively.
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Figure 5.7: TLS Spectroscopy. The |S|;| spectra near the mode frequency (A, =
wm — wg) as a function of V. reveal many TLS crossings at different bias voltages.

To exploit the strong coupling regime between the mode and single TLS, we apply
a coherent microwave drive at low power, P = —150 dBm, ensuring the intracavity
phonon number is near zero. By sweeping w, across the mode frequency w,,, we

measure the reflection coefficient (S;) and capture the steady-state response of the
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resonator. When all strongly coupled TLSs are far detuned from the mode, we
observe a linear resonator response as shown in Fig. 5.6B (blue). When a strongly
coupled TLS is brought into resonance with the mechanical mode, the resonator
frequency response splits into two—a phenomenon known as Rabi splitting and a

hallmark demonstration of strong coupling (Fig. 5.6B, orange).

By performing this spectroscopic measurement while sweeping the DC bias, we
can map the interactions between the resonator and the entire ensemble of tunable
defects. In the resulting spectrum, plotted in Fig. 5.7, we display |S;;| as a function
of drive detuning (A,,) over a wide range of Vy4.. We observe multiple avoided
crossings at different Vg, corresponding to different TLS defects tuned into res-
onance with the mechanical mode. Figure 5.8 presents measurements with finer
DC steps over a narrower range, revealing clear evidence of two double avoided
crossings each associated with an individual TLS, denoted TLS,C1 and TLS,C2
centered at ~ —865mV and ~ —623mV, with mode-TLS coupling rates g/2x of
2.4MHz and 1.7MHz, respectively.

To quantitatively analyze our observations, we model the coupled TLS-phonon
system including environmental interactions. An analytical expression for S can be
derived in the low-temperature regime (ng, = 0, where ng, = [exp(iw,,/kgT)—1]"")
[81, 84]. A formulation for arbitrary ng, was given in [85]. Here, we provide
numerical results equivalent to this formulation. The master equation for the density

matrix p of the coupled TLS-mode system is [86]:

)
h
+y1Ls(nn + D) D[o_]p + yrLsnmD [0 ] p (5.5)

o= [H, p] + (nw + Dk;D[alp + nmk;D[a’]p

where D[x] is the Lindblad damping superoperator defined by D[x]p = xpx' —
% (xTxp + prx) and H is given by Eq. 5.4. Simulating the full reflection spectra
requires a two-step process. First, for a given Vy., we calculate the corresponding
TLS frequency wtrs with Eq. 5.3. Second, we use this specific TLS frequency
in the H to solve the master equation for the steady-state density matrix pgs, and
then calculate the steady-state expectation value of the mode annihilation operator:
(a)ss = Tr(pssa) via QuTiP [87]. For a device weakly and linearly coupled to a
waveguide, the output field can be written as oy = @in + Vke(a)ss [68]. We then

calculate the simulated reflection coefficient by S1; = %
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Figure 5.8: TLS,C1 and TLS,C2. Fine Vy. sweeps near the two double avoided
crossings — labeled TLS,C1 (A) and TLS,C2 (B)- associated with coupling rates
g/2n of 2.4 and 1.7 MHz, respectively. Experimental results (left) are reproduced
with simulations (right). Minima of the simulated |S| are overlaid on the experi-
mental data as black dashed lines. The TLS and the mechanical mode frequencies
are indicated on the simulated spectra as red and blue dashed lines, respectively.

The simulated reflection spectra accurately reproduce the observed avoided cross-
ings in Fig. 5.8, validating the presence of strong coupling. In particular, the
measurement featuring TLS,C1 clearly demonstrates the hyperbolic shape of the
TLS trajectory (wTLs,c1(Vac)), which aligns with the theoretical model in Eq. 5.3
(Fig. 5.5B). This corroborates the linear dependence of € on V. and the double-well
potential model for a TLS coupled to a mechanical mode. The decay rates of the
mode and TLSs are determined from the best-fit estimates of the spectra, with val-
ues of x;/2n ~ 400 kHz and y1rs/27 =~ 200 kHz for TLS,C1. We measured strong
coupling to individual TLSs in multiple LN resonators of varying dimensions and
using different experimental setups located at both Caltech and Stanford. This high-
lights the robustness of our device architecture for studying and exploiting strong

phonon-TLS interactions for quantum experiments.
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5.2 Intrinsic Phononic Dressed States

While strong coupling to an individual TLS defect is evident, the quantum nature
of these defects described by the JC model has not been fully established. In this
section, we study the response of the strongly coupled TLS-NEMS system at higher
excitation numbers. Under strong coupling, such excitations occupy dressed states
rather than simple bare states. In the on-resonance case (w,, = wTtLs), each pair of
dressed states in level n (for n > 1) is formed by the symmetric |n+) = (|n, g) +
In—1,e))/V2 and antisymmetric |n—) = (|n,g) — |n —1,¢e))/V2 combinations,
where n enumerates the vibrational quanta of the mode. In a more general case
(wy # wTLS), the dressed state energies are hi[w,n + %6 + (gzn +62/ 4)1/ 2], where
0 = wtLs — w, [85]. The frequency splitting between dressed states scales as
2+/ng (Fig. 5.9), a characteristic of the JC model in the strong coupling regime.
Theoretical details of this nonlinear energy scaling is discussed in details in Chapter
3.
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Figure 5.9: Jaynes-Cummings Ladder. Jaynes-Cummings energy levels for the
on-resonance case (w,, = wrrs) of the strongly coupled TLS-mechanical mode
system.

These dressed states are well-known in quantum optics [88], and have been explored
using microwave superconducting qubits [89-91]. In the previous section, we have
demonstrated Rabi splitting at n = 1, corresponding to the |0g) — |1-) and
|0g) — |1+) transitions. Now, in our phononic TLS-NEMS platform, we provide

direct evidence of the Rabi splitting for the transitions between the first and second
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Figure 5.10: Intrinsic Phononic Dressed States. Experimental and simulated
spectra of |S11| for TLS,C1 at three different input powers at the base temperature
(10 mK). The additional fine structures appearing in the spectrum corresponds to
the higher order transitions, revealing the TLS induced nonlinearity. Dashed lines
on the experimental spectra denote minima extracted from the simulated |S1;]. On
the far right, |S;;| data are shown for detunings near resonance (w,, ~ wWrrs)—
highlighted by red arrows in the simulated spectra—and the simulated response
(orange) is overlaid on the experimental data (gray). As the incident microwave
power increases (top to bottom), the response transitions from characteristic avoided
crossing to an eye-like crossing.

excited multiplets of the dressed states. We also show that, as the excitation number

increases, the response changes to the expected classical behavior [92, 93].

Our studies of the excited dressed states are twofold: we 1) vary the input drive power

P at the base temperature (10 mK), and 2) controllably sweep the temperature at a
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Figure 5.11: Intrinsic Phononic Dressed States Additional Data. Experimental
and simulated spectra of |S;;| for TLS,C1 for increasing input powers at the base
temperature (10 mK). (A) Line cuts of the reflection spectrum taken at the TLS
resonance point. Input drive power increases from top to bottom. While the first
trace at top belongs to avoided crossing in Fig. 5.8A, the rest is from (B). (B) Full
experimental (left column) and simulated (right column) spectra versus DC bias and
frequency detuning. The plots show the evolution of the TLS crossings at higher
powers, which is accurately captured by our numerical simulations.

fixed P. At each power and temperature, we repeat the TLS crossing measurements,

then model the results using simulations with Eq. 5.3 and Eq. 5.5, as we did earlier.

Figure 5.10 illustrates how the spectral features of the TLS,C1 crossing evolve at
three different powers. At P = —148 dBm, in addition to a doublet response at the
avoided crossings, the appearance of quadruplets of lines is a hallmark of higher

energy transitions in JC ladder (n > 1). New frequencies in the spectrum correspond
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Figure 5.12: Fine Structure of the Dressed States. (A) The red square highlights
the region where finer sweeps were performed around one of the avoided crossings
on TLS,C1. (B) A DC sweep in 50 uV increments reveals the fine structure of
the crossing and the higher energy transitions as we increase the input power. The
stability of the NEMS-TLS system enables continuous and repeatable measurements
in the strong coupling regime. Excellent agreement is observed between the exper-
imental results and simulations.

to the transitions |1-) — |2—) and |1+) — |2+). The corresponding spectral lines
are marked in the simulated spectra by black dashed lines. Figure 5.12B shows a
DC bias sweep taken with a very fine voltage step size of 50 uV near the single
avoided crossing at different incident microwave drive powers P. This is much
finer than Fig. 5.10, which were taken with 500 4V steps. In our measurements,
we consistently excite higher or lower energy-level transitions by adjusting the input
power, demonstrating a means to control the most favored energy transitions of the

coupled system.

As the input power increases, so does also the contribution from transitions between
higher energy levels, because the transition amplitude increases with the level num-

ber. The overall spectrum shifts toward the corresponding transition frequencies.
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Figure 5.13: Dressed States of TLS,C2. Power sweep measurements performed
with TLS,C2 demonstrated in Fig. 5.8B. The plot includes experimental data and
simulated spectra. The minimas of simulated |S;| are overlaid on the experimen-
tal data as black lines to demonstrate agreement with simulations. Compared to
TLS,C1, we observe slower increase in n, ¢y with power, possibly due to the lower
phonon-TLS coupling strength compared to TLS,C1.

However, the widths of the spectral lines corresponding to individual transitions
increases with the level number and ultimately the transitions become unidenti-
fiable [85]. Consequently, the conventional avoided crossing pattern gradually
transitions to an eye-like spectrum as the higher energy level transitions dominate,
a phenomenon also observed in spin-circuit quantum electrodynamics (QED) [94].
Eventually, the spectral lines merge together and the system’s behavior becomes
classical [92, 93]. In our system, this transformation of the spectrum is clearly seen

in Fig. 5.10 and Fig. 5.11 for increasing values of the input power.

Associated with the growing population of higher energy levels due to resonant

pumping is an overall heating of the resonator. This drive-induced heating effect be-
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Figure 5.14: Power Saturation of TLS,C1. (A) The spectra showing the transition
from a frequency-split response to a single resonance response under increased input
power acquired at fixed Vy.. Dashed lines are the minima of the simulated |Sy;|
spectra shown in the inset. (B) Plot of n. s versus input drive power. The shaded
region encompasses 7.y values that produce simulation results associated with a
least-squares error within 5% of the lowest error.

comes evident at high drive powers, where simulations assuming a low, equilibrium
phonon number at the stage temperature, ng,, no longer match the measured spectra.
To properly characterize this drive-induced heating, we must analyze the phonon
occupation in the system more carefully. The phonon occupation in our system un-
der a strong microwave drive can be understood by distinguishing between two key
populations: the phonons coherently driven in the phonon cavity (mechanical mode)
and the thermal phonons in the surrounding bath. A microwave drive with power P
is applied to the device, where photons are transduced into mechanical phonons via
the piezoelectric effect. The expected number of these coherently-driven phonons,
which we term pump phonons (n,ump), can be estimated for a resonantly driven

cavity:

P 4k,

— . 5.6
hwy k2 (56

Mpump =
In the absence of other effects, this coherent population would drive multi-phonon
transitions from the system’s ground state [90]. However, a model that includes only
Npump and the base thermal occupancy (ng, from the stage temperature) is insufficient
to describe our experimental spectra at high drive powers. To achieve agreement with
our data, we account for drive-induced heating by introducing an effective thermal
phonon number (n, r r), which replaces ny, in the Lindblad dissipators of our master
equation. This parameter along with the dissipation rates «;, yrrs, k. 1S estimated

by iteratively minimizing the error between the simulated and experimental spectra,
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see Appendix C for details. Figure 5.10 displays the simulated spectra alongside
the experimental data, demonstrating excellent agreement with the corresponding
n.rr values indicated in the plots. Figure 5.11 further illustrates the evolution of the
TLS,C1 crossing as the input power is increased from —148 dBm to —136 dBm in

2 dB increments, demonstrating good agreement with the simulated spectra.

While this model is effective, the precise physical mechanism for the heating remains
an open question. One possibility is inefficient thermalization at high pump powers;
because the mechanical mode occupies a very small volume and is connected to
the bath only through narrow tethers and phononic-crystal structures, energy from
the drive can accumulate in the mode rather than being quickly dissipated. Other
potential causes include off-resonant absorption by a dense background of other
TLSs, intrinsic material dissipation, and nonlinear effects under the strong pump
field, all of which are known to cause drive-induced effects in similar solid-state

quantum systems [95, 96].

We further characterize this power saturation behavior of the strongly coupled TLS
in Fig. 5.14A which demonstrates spectrum of |S1;| near w,, as a function of power
at a fixed DC (Vg = —860 mV), corresponding to the near-resonance condition
(wm = wrLs). A steady decrease in the frequency splitting with increasing P
marks the transition to a classical response. Simulated results, shown in the inset
Fig. 5.14A, closely align with the experimental data. Fig. 5.14B plots the n. s used

in the simulations for each power.

While we mostly focused on measurements with TLS,C1, we have also performed the
same power sweep experiments with TLS,C2 by tuning the bias to near ~ —630 mV.
Much like TLS,C1, Fig. 5.13 shows that increasing the incident power induces
higher-level transitions, giving rise to an eye-like crossing. The extracted n,zr
values indicate a weaker dependence on power for TLS,C2 compared to TLS,CI,
likely due to the smaller phonon-TLS coupling strength of 1.7 MHz, compared to
2.4 MHz for TLS,CI.

In the next set of experiments, we apply a weak drive power (P = —150 dBm) while
controllably increasing the stage temperature. Figure 5.15A, C, and E display the
measured and simulated TLS,C1 crossings for the temperatures of 50 mK, 200 mK,
and 500 mK, respectively. As the temperature increases, we observe the emergence
of a quadruplet of spectral lines and a gradual transition to the classical response at
more elevated temperatures. This behavior closely mirrors that reported in cavity

QED systems [97, 98], and aligns with the power sweep measurements demonstrated
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Figure 5.15: Temperature Effect. (A) |S;;| measurements of TLS,C1 at low input
power P = —150 dBm and at T = 50 mK. The dashed lines are the |S;;| minima
at each DC bias obtained from simulations. (B) Power dependent |S;;| response
acquired with the fixed DC bias that puts w,, = wrrs, demonstrating the transition
to a classical response. The inset shows the corresponding simulation results, the
minima of which are overlaid as black dashed lines on the measured spectra. In
the right panel, the |S;;| spectrum for P = —145 dBm (marked by red arrows) is
plotted with the corresponding fit (orange). Panels (C, D) and (E, F) show the same
measurements as (A, B), acquired at 200 mK and 500 mK, respectively.

earlier. Figure 5.16A shows the |S|;| spectrum as a function of temperature for a
fixed Vg, with simulated results in the inset. The estimated n, 7 (T') closely follows
the expected thermal phonon occupation ny (7)) (Fig. 5.16B) when we take the
stage temperature as a reference. This indicates that the hybrid system remains
well-thermalized with the stage under weak driving conditions. In Fig. 5.15B, D,
and F, we examine the gradual transition from the split to the classical response
on-resonance (w,, ® wtLs) as we sweep P at the different stage temperatures. On
the right side of each panel, we provide a specific |S;;| trace at P = —145 dBm.
Figure 5.17 plots the n.rs used to simulate the experimental data for the power
sweeps which suggests the coupled system is more sensitive to changes in coherent

drive power at low temperatures, whereas at higher temperatures the spectrum shows



68

constant splitting up to certain power before it gradually decreases (Fig. 5.15F).

A B
" 10908

= [S14l
L f
= — —
%0 -~ | 3
N = 3
£

_1 3

200 400 600 800 50 100 200 500
T (mK) T (mK)

Figure 5.16: Quantum Thermometry. (A) |S;;| spectra acquired with a fixed DC
bias (w,;, = wrrs) and low power (P = —150 dBm) as temperature increases. The
dashed line is a fit from the simulations displayed in the inset. The n,r; used in
the simulations is shown in (B), which overlaps with the Bose-Einstein predicted
thermal occupancy (ng,), highlighting good thermalization of the device. The blue
area indicates the 5% uncertainty range.
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Figure 5.17: Power Effect at Different Temperatures. The n,r; values used in
simulations to reproduce the experimental data at varying power and temperature.

The occupation of higher levels is a combination of both effects, with the dominant
contributor depending on the temperature. At low temperature (10 mK): The occu-
pation is primarily driven by the pumping tone (7,ump), as supported by our data. At
high temperatures: The occupation is dominated by the large initial thermal phonon
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population (ny,). We observe that the spectral features remain constant until a high
power threshold is reached. This indicates that the occupation is determined by the
thermal bath (nef ~ ny,), and the effect of npymp is negligible until very high powers.
This behavior is better understood from the analysis presented in Fig. 5.18 where

we plot the n, s and nyump as a function of drive power.
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Figure 5.18: Phonon Occupation. The estimated effective thermal phonon number,
nerr (solid lines), is plotted as a function of drive power for various base tempera-
tures, similar to Fig. 5.17. For comparison, we show the calculated coherent phonon
occupation from the input drive, npump (dashed line), and the theoretical thermal
occupations, ny;, (horizontal dash-dotted lines), for each temperature.

The high sensitivity of the spectrum to temperature suggests a potential application in
thermometry. The core idea comes from that strongly coupled TLS-NEMS device
exhibits single-phonon sensitivity via its nonlinear (JC ladder) energy spacing:
the addition of one phonon shifts the dressed-state frequencies by an amount that
far exceeds the linewidth. Since temperature increase populates phonon levels,
one can—in principle—map measured spectral shifts (and thus inferred back to
an effective temperature). In fact, this system can be utilized for two kinds of

thermometry applications:

* Low-Power Environmental Thermometry: At low drive power where heating
is negligible, the device’s single-phonon sensitivity allows it to function as
a standard quantum thermometer. We present preliminary data for this in
Fig. 5.16.
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Figure 5.19: Stability of TLS,C1. (A) A wider DC sweep from -1 to 0 V reveals a
variety of spectral features at lower temperatures, most of which saturate at higher
temperatures. TLS,C1, the strongest coupled TLS we found, maintains its char-
acteristics even at 800 mK. (B) Transition to the classical response of TLS,C1 at
different temperatures. This figure complements Fig.5.15B,D,F by presenting the
full temperature sweep. As the temperature increases, the splitting is less sensitive
to the input power as we observe constant splitting over a wider power range.

* High-Power In-Situ Thermometry: Athigh powers, the system becomes a sen-
sitive thermometer for its own drive-induced heating. Our ability to extract
neg from the spectra provides a powerful method to characterize non-trivial
dissipation and heating physics in a quantum device under operational condi-

tions.

While in this work we focus on the potential of such a system with physical motives,
we emphasize that a fully calibrated quantum thermometer will require further

engineering.
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In addition to its sensitivity, our TLS-NEMS platform exhibits remarkable stability
and reproducibility. This is demonstrated in Figure 5.19, which maps the TLS
anticrossings over a broad DC bias range as the device temperature is swept from
10 mK to 800 mK at a fixed drive power of —140 dBm. We observe more crossings
at lower temperatures, as at high temperatures most TLSs saturate. The most
strongly coupled defects (TLS,C1 and TLS,C2) consistently appear at the same
DC bias voltage despite us repeatedly sweeping the DC bias over a broad range
and changing the temperature for each measurement. This high degree of stability
is a key prerequisite for developing practical applications. For example, while a
fully calibrated quantum thermometer will require further engineering, the inherent

stability we observe is a promising feature for such future devices.

5.3 State Switches of TLS

Along with the frequency splitting discussed in earlier sections, we observe switch-
ing of the S;; spectrum between a split response and a classical linear resonator
response. These fluctuations occur across a range of DC tunings and tempera-
tures and are observed with various resonators. The fluctuations we study here are

observed with TLS,C1 when we increase the temperature.

We characterize these slow fluctuations through time-domain reflection measure-
ments, S1;(7), taken at a fixed drive frequency wy close to w,, ~ wrLs. Figure 5.20A
demonstrates RTS observed at T = 600 mK, P = —135 dBm, and A,, = 0. First,
we extract the probability density function (PDF) of |S1;(#)| using kernel density
estimation (KDE). The presence of RTS yields two distinct peaks. From these
peaks, we construct a ladder plot by assigning each data point to its nearest peak
value, and then overlay it on the experimental data in Fig. 5.20A (see red line). We
then identify the switch instants and calculate the time spent (dwell-time) in the split
spectrum (the quantum response) and in the classical single-lorentzian response,
denoted as D, and D, respectively. By analyzing numerous switching events, we
gather sufficient statistics to study their probability distribution. In Fig. 5.20B, we
estimate the PDF of the dwell times by constructing histograms, which fit well to
an exponential distribution of the form (1e~Y). This indicates that the switching
process follows Poisson statistics with a rate 4. From these fits, we extract the
switching rates A,_,. and A._,4, corresponding to the transitions from quantum to
classical and classical to quantum responses, respectively. We can now examine

how these rates and jump amplitudes vary with different experimental parameters.
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Figure 5.20: Random Telegraph Switching. (A) Time series data of | S| recorded
at 600 mK with a fixed drive frequency (wy = w,,) reveals clear fluctuations between
two stable states. In the right panel, the probability density function (normalized
to its maximum value) of the time series data is shown. The two distinct peaks
in the density are used to generate the ladder plot (red) superimposed on the raw
time series data (blue), highlighting the switching events. (B) Histogram of the
time durations spent in the lower (D.) and higher amplitude (D) states, extracted
from the time series data. An exponential fit (red curve) is applied to determine the
switching rates between the states, 1., and 4,,.

We collect time-domain traces of Sy;(¢) at different drive frequencies (wy) across
wy,. For each frequency, we obtain a probability distribution of S;;(7) and extract
the values at the peaks. In Fig 5.21, we demonstrate how the probability distribution
peaks from |S11|(#) evolve around these frequencies. In Fig. 5.22, each data point
represents the peak value obtained at a given detuning A,,,, with the higher probability
peak shown in blue and the lower in gray. Strikingly, the resulting spectra reveal two
stable values of |S11| and the phase shift of the reflected signal 2§, corresponding
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Figure 5.21: RTS Around Resonance. (A) Time series data collected over 20
seconds while sweeping the drive frequency (w,) around resonance, and the corre-
sponding probability density plot is provided on the right for each detuning within
the same |S1;| interval. The distribution reveals fluctuations between two distinct
peaks, which are used to plot the reflection coefficient, |S].

to the classical linear resonator response (gray) and the split response (blue) of the
NEMS-TLS system. This switching behavior remains highly stable over a wide
temperature range (Fig. 5.23). We do not observe RTS away from the mode’s
frequency. Unlike the switch amplitudes, Fig. 5.24A indicates that the switching
rates show no significant dependence on frequency detuning. Moreover, A., >

Ag—c indicates the system response is predominantly the split response.
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Figure 5.22: TLS State Switches. (A) |S;| and (B) £S1; are constructed using the
peak values from the probability density of each time series data across different A,,,,
demonstrated in Fig. 5.21. This reveals that the observed fluctuations correspond to
the system transitioning between quantum and classical responses.
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Figure 5.23: State Switches at Different Temperatures. Measurements similar
to those demonstrated in Fig.5.21 and 5.22 are repeated for varying temperatures.
RTS behavior is very stable which allows us to perform more statistical analysis on
the data.

In Fig. 5.24B, we fix wy on resonance (A,, = 0) and vary the coherent drive power

P within the range where split-response remains observable. The switching rates
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Figure 5.24: Dependence of Switching Rates. (A) Switching rates as a function
of detuning around the mechanical resonance show no significant dependence. (B)
Dependence of switching rates on input power for three different stage temperatures.
(C) Temperature dependence of the switching rates.

obtained at three different stage temperatures remain insensitive to power. We note
here that since the thermal bath is already at high temperatures, the power effect
is minimal for the considered power range, as we demonstrated in the previous
section. In Fig. 5.24C, we collect the RTS data at a fixed power while increasing the
stage temperature and find that A,_,. increases linearly with temperature, reflecting
a higher probability of observing the classical response, while A._,, remains largely
unaffected. This suggests that the ¢ — ¢ transitions are thermally initiated, while
there is a faster and weakly dependent on temperature relaxation process that leads

to ¢ — g transitions.

The RTS can be explained by the TLS frequency fluctuating between on- and off-
resonance with the mechanical mode, resulting in a split spectrum (on-resonance)
or a classical response (off-resonance). Similar telegraphic switching has been
reported in superconducting qubits and microwave devices, where it was attributed
to coupling of TLS to an off-resonant two-level fluctuator (TLF), which undergoes
thermally driven random transitions between its eigenstates [80, 99—102]. While a
similar mechanism may be involved in our system, as the switching shows sensitivity
to temperature but not to resonant drive power, the complex dynamics of TLSs
at elevated temperatures and the presence of multiple TLSs make it difficult to

definitively identify a single fluctuator.
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Figure 5.25: Signatures of Fluctuators. (A) RTS in the reflection amplitude |S;1|
acquired at 5S0mK during a different cooldown and using a different resonator from
the main text (w,, /27 = 1.95GHz). The RTS in the mechanics is observed as the
frequency of the strongly coupled TLS hops between on- and off-resonance. The
symmetry of the RTS changes with DC bias, which could be explained by changes
in the most probable state in the double-well potential of a TLF strongly coupled
to the TLS. (B) Heatmap of the normalized probability distributions of the RTS as
a function of applied DC bias. The three colored triangles at the top indicate the
DC values used in the time series plot in (A). The opening and closing behavior is
due to the strongly coupled TLS crossing the mechanics, while changes in the most
probable state are likely caused by a fluctuator.

Throughout our study, we could detect RTS at multiple DC voltage settings across
various resonators at different stage temperatures. In Fig. 5.25, we demonstrate

an example of RTS observed in different resonator (w,,/27r = 1.95 GHz) while
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Figure 5.26: Slow Fluctuators. (A) S1; measurement is repeated at a fixed DC bias,
temperature, and drive power over ~ 5 hours. Due to the slow fluctuation process,
we observe classical, quantum, and mixed responses at different measurements. (B)
The spectra from 5 hour repeating measurement of the device response.

at a base stage temperature of 50 mK. In this example, we demonstrate that the
probability of occupying either state is directly tunable with the applied DC bias.
Figure. 5.25A shows that while near 528 mV, the distribution is mostly symmetric,
the reverse asymertry is achieved between the DC biases of 526 mV and 532 mV.
Figure. 5.25B emphasizes that by tuning the voltage away from this point, the RTS

can be suppressed entirely, forcing the system into a single stable state.

A plausible explanation for this phenomenon is the coupling of our primary TLS to a
nearby two-level fluctuator (TLF), which likely originates from another microscopic
defect with a double-well potential coupled to the TLS. In this model, the DC
bias tunes the energy asymmetry of both TLS’s and TLF’s double-wells. While
strongly coupled TLS crosses the mechanical mode frequency, for TLF it alters

which of its two states is energetically favored. Whenever the TLF tunnels between
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Figure 5.27: RTS with Three Stages. (A) Time trace of |S|;| measured at a
fixed DC bias, showing telegraph-like switching. (B) A magnified view of the time
interval marked in red in (A). The signal exhibits clear, discrete jumps between three
stable states. The corresponding histogram of the signal amplitude, plotted on the
right, confirms the three-state nature of the dynamics indicated with arrows.

its eigenstates, which are primarily localized in one of the two well minima, it
induces a shift in the primary TLS, causing its frequency to jump from on- to
off-resonance (or vice versa) and creating the observed RTS. This interpretation
suggests we have direct electrical control over the TLF’s potential landscape, as
depicted schematically in the figure. This ability to tune microscopic fluctuators
presents a promising avenue for actively engineering and mitigating quantum noise

in solid-state devices.

Beyond simple two-state switching, our platform reveals more complex noise dy-
namics occurring across various timescales. For instance, Figure 5.26 shows dy-
namics on a much slower timescale. In this measurement, instead of getting a
time series data, we performed continuous frequency sweep measurement across
the resonance frequency, while keeping all the parameters fixed (e.g., DC bias,

applied power, and temperatue). Here, repeated frequency sweeps taken over five
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hours at fixed parameters show the system’s frequency response changing over time,
intermittently exhibiting quantum (split), classical (unsplit), or mixed responses.
This demonstrates that the fluctuations due to TLS defects might have different
time-scales. In another example, Figure 5.27 shows a clear random telegraph signal

between three distinct stable states of the resonator.

All these observations—spanning different resonators, timescales, temperatures, and
drive powers—highlight the complex nature of TLS interactions with mechanical
vibrations and within each other. However, these measurements also proves that our
platform is an excellent and versatile tool for characterizing these intricate quantum

phenomena.

5.4 Discussion and Future Work

The observation of strong coupling in a NEMS resonator with atomic-scale defects
marks the first successful observation of phonon-TLS coupling in a solely me-
chanical system. Our findings provide new insights into TLS-phonon interactions,
particularly the nature of mechanical decoherence, thermalization and drive-induced
heating in the single-phonon regime where quantum applications are realized. The
spectroscopic signatures of this strong interaction serve as an unambiguous hall-
mark of the system’s non-classical, quantum nature. This discovery paves the way
for future time-domain control and the preparation of specific non-classical states.
Our ability to control and populate higher energy states of the hybridized system
could enable the preparation and control of more exotic quantum states stored purely
within mechanical vibrations. Furthermore, the TLS-induced nonlinear scaling of

the energy levels can be engineered as a highly sensitive quantum thermometer.

The robustness, reproducibility, and stability of our platform is validated through
repeated measurements across different setups and resonators at both Caltech and
Stanford. The discovery that nonlinear quantum behavior can be sourced from a
single, naturally occurring microscopic TLS defect within a macroscopic nanome-
chanical object opens new paths for nanomechanics in quantum regime, with impli-
cations for both fundamental research and quantum applications. The observation
of these quintessentially quantum effects in such a minimal platform — requiring
only a nanostructured piece of lithium niobate — demonstrates that quantum acous-
tics can arise naturally from the intrinsic couplings within a material, without the
need for superconducting or complex electromagnetic circuitry or hybrid quantum

integration. Combined with the robustness and reproducibility of our observations,
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the simplicity of our setup suggests that other approaches to quantum-engineered

acoustic fields for sensing and computing may be worthwhile.

While the TLS defects in this work appeared randomly, a key challenge ahead is the
engineering of strongly coupled TLS defects to the mechanical mode. Techniques
such as in-situ surface oxidation [103] could be used to introduce TLS defects at
high-strain regions of the mode shape, enabling deterministic placement and cou-
pling strength control. Such defect engineering would complement the intrinsic
advantages of our minimal platform, potentially allowing tailored nonlinearity, re-
producible quantum behavior, and optimized performance for quantum sensing and
state-control applications. Another important direction is to increase the signal-to-
noise ratio, enabling time-domain measurements. In combination with engineered
TLS defects, this capability could pave the way toward the realization of more robust,

complex architectures with mechanical qubits.
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Chapter 6

FREQUENCY FLUCTUATIONS IN NEMS DUE TO TLS
DEFECTS

[1] M. P. Maksymowych*, M. Yuksel*, O. A. Hitchcock, N. R. Lee, F. M.
Mayor, W. Jiang, M. L. Roukes, and A. H. Safavi-Naeini, “Frequency fluctu-

ations in nanomechanical resonators due to quantum defects”, arXiv preprint
arXiv:2501.08289 (2025),

The study of dissipation and noise processes in nanomechanical devices has attracted
significant interest from physicists, as it holds great potential for understanding the
microscopic nature of these phenomena. Beyond their fundamental importance,
these processes impose critical limits on a wide range of applications, including
quantum information and sensing [23, 104-108]. While significant progress has
been made in understanding noise in NEMS devices at higher temperatures [50], a
thorough characterization of their behavior at the ultra-low temperatures required

for quantum experiments has remained elusive.

At millikelvin temperatures, where many quantum experiments are conducted,
most sources of dissipation and noise such as nonlinear phonon scattering [109,
110], adsorption-desorption [111], defect diffusion [112, 113], and thermomechan-
ical noise [41, 50, 114, 115] become irrelevant. Ultra-low temperatures suppress
thermally activated processes, while high vacuum conditions prevent adsorption-
desorption events that could perturb the resonator. A remaining source of loss at
millikelvin temperatures is attributed to weak interactions with two-level system
(TLS) ensembles, often described by the standard tunneling model (STM) [40, 59,
116, 117], much like macroscopic surface acoustic wave [61, 118, 119] and super-
conducting [6, 7, 59, 120-122] devices. However, when fields are confined to a
nanoscale volume, strong interactions with few TLS should dominate over ensemble
effects, challenging our understanding of dissipation in cryogenic nanomechanical
resonators. Moreover, recent experiments have revealed that significant dephasing
persists even in carefully engineered nanomechanical devices at millikelvin temper-
atures [12, 14, 77, 123]. These large frequency fluctuations have not been studied

in detail and their sources are unknown, necessitating a thorough investigation.
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In this chapter, we directly address this critical gap in understanding. We will begin
by detailing the advanced frequency characterization methods we have applied to
measure and analyze these noise processes at cryogenic temperatures with our PnC
nanomechanical resonator mentioned in earlier chapters. Following this, we will
present the key results from our measurements and provide a comprehensive analysis

of the observed frequency fluctuations, offering new insights into their origins.

6.1 Frequency Noise in NEMS

6.1.1 Brief Introduction to Frequency Noise

Precision oscillators have been playing an important role in various applications
including timekeeping, high-speed communication, navigation, and a variety of
sensing applications. Over the years, a robust set of methods has been developed
to characterize the stability of these oscillators [124]. These methods have been
successfully implemented for the characterization of NEMS resonators and modern

quantum devices, where frequency stability is a critical concern.

Inspired by the quantitative analysis given in [125], an ideal sinusoidal signal from
a perfect oscillator can be described as a simple cosine function with a constant

amplitude Vj and a linearly progressing phase:

V(t) = Vycos(2r fot). (6.1)

Here, Vj is the nominal amplitude and fy is the nominal carrier frequency. A
more complete model that accounts for perturbations from random, time-dependent

fluctuations can be expressed as:

V(t) = [V + €(t)] cos[2m fot + ¢(1)] (6.2)

where €(¢)[V] represents the amplitude noise, and ¢(¢)[rad] is the phase noise.
Assuming small noise fluctuations, it is convenient to express the signal using a
linearized phasor representation. In this form, the total signal V (¢) is the real part of

a complex vector that cleanly separates the ideal carrier from the noise components:

V(1) = Re{[Vy + Voa (1) + iVod(1)] 271"} (6.3)



83

where /() = €(t)/Vp. This expression separates the signal into a rotating vector for

27 fot

the ideal carrier, e , and a stationary complex envelope, V(z), which contains

all the noise information:

V(1) = Vo + Voa(t) +iVoop(t) = Vo + vu (7). (6.4)

The total phasor V(z) is the sum of the large, constant carrier vector (V) and
a small, fluctuating noise vector v,(¢). This noise vector is composed of two
orthogonal parts: an in-phase component, Vpa(t), which is parallel to the carrier
and represents the amplitude noise, and a quadrature component, iVo¢(t), which is
perpendicular to the carrier and represents the phase noise. This representation is
sketched in Fig. 6.1, and elegantly shows how amplitude and phase noise are simply
the two orthogonal components of a single complex noise process acting on the

ideal carrier.

A B C .
phasor noise
//T
o vy

Figure 6.1: Phasor decomposition of signal noise. (A) Phase fluctuations,
¢(t), correspond to changes in the phasor’s angle. (B) Amplitude fluctuations,
a(t), correspond to changes in the phasor’s magnitude. (C) The total noise vector,
Vn, perturbs the ideal phasor, V), resulting in the measured phasor, V. This noise
vector can be decomposed into its orthogonal amplitude (Voa(7)) and phase (Vop (7))
components.

The phase noise term, ¢(7), is directly related to the instantaneous frequency fluc-
tuations. The instantaneous frequency, f(¢), is defined as the time derivative of the

total phase, normalized by 27x:

1 dg(n)
2n dt

1 d
F1) = 3= 2xfor +6(0)] = fo+ (65)

The deviation from the nominal frequency, fo, is determined by the rate of change of
the phase noise. For stability analysis, this is expressed as the fractional frequency

deviation, a dimensionless quantity denoted by y(#), which is defined as:

f@O—-fo_ é(1) _
Jo 27 fo

y(1) = x(1). (6.6)
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Figure 6.2: Allan Deviation Analysis of Frequency Noise. (A) Schematic of the
measurement process where the frequency time series is divided into intervals of
duration 7 to compute the average frequency f for each interval. (B) The measured
Allan deviation o (7) as a function of averaging time. The data reveals distinct noise
regimes, indicated by the colored lines corresponding to their theoretical slopes. At
short times, the stability is limited by white frequency noise (o o« 7-1/2). A flicker
noise floor (1/f noise, o o 79) is reached at 7 ~ 1 s, indicating a minimum (or
best) Allan deviation of o ~ 1.5 x 1077, At longer times, the stability degrades due
to random walk frequency noise (o o 7!/2), which is characteristic of slow drifts.

We can separate the characterization of these fluctuation into frequency and time
domain. In the frequency domain, a key metric is the Power Spectral Density (PSD),
which reveals how the power of the noise fluctuations is distributed across different
Fourier frequencies, f as the offset from the main carrier frequency, fp. PSD of
the phase fluctuations Sy ( f) [rad?/Hz] is defined as the Fourier transform of the
autocorrelation function of the phase noise ¢ (), and Sy ( f) is related to the PSD of
frequency fluctuations S, (f) [1/Hz] from the definition of y(z), and we can write

as:

£\2
Sy(f) = (?) Sy (f). (6.7)
0

In the time domain, the Allan deviation, o (7), provides a measure of the fre-
quency stability of an oscillator over different averaging times, 7, as demonstrated
in Fig. 6.2A [126]. It is calculated from a series of discrete measurements of the
average fractional frequency deviation, y;, where each measurement is averaged
over a time interval 7. Given a set of N equally spaced measurements of the average
fractional frequency, the Allan variance and the Allan deviation is then simply the

square root of the Allan variance, O'y2 (1), is defined as:
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N-1
1
2 - = \2
T3 (1) = 50— > (Fks1 = 3" (6.8)
2(N-1) =
By plotting the Allan deviation (Fig. 6.2B) as a function of the averaging time 7, or
PSD of frequency fluctuations S, ( f), different noise processes can be identified by
the characteristic slopes they produce on the plot. These two methods are used as

statistical tools to characterize our NEMS resonator’s frequency fluctuations.

The primary strength of using both PSD and Allan deviation is their ability to identify
distinct noise processes, which often follow a characteristic power-law dependence.
On a log-log plot, these processes manifest as straight lines with specific slopes.
For instance, white frequency noise, arising from uncorrelated thermal processes,
exhibits a flat power spectrum (S, (f) o £9) and corresponds to a slope of 7~!/2
on the Allan deviation plot. In contrast, flicker frequency noise, also known as
1/f noise (S,(f) o f -1, is a lower-frequency process ubiquitous in solid-state
devices. This noise type produces the characteristic flat floor (o, (7) o 79) in an
Allan deviation plot, which indicates the oscillator’s optimal stability. As shown in
the example of Fig. 6.2, a typical resonator’s stability is limited by white noise at
short averaging times before reaching a flicker noise floor at its optimal averaging

time, demonstrating how this analysis reveals the underlying physics of the noise.

6.1.2 Frequency Tracking Methods

There are multiple methods to collect a time trace of the resonance frequency f(¢)
of our NEMS resonators [127], and we have implemented few of them to test our
devices. Although these methods fundamentally measure the noise from the same

source, they might have advantages over one another for certain applications.

6.1.2.1 Open Loop Method

In the open loop method, first we characterize the resonator’s complex transfer func-
tion by frequency sweep. This measurement yields the key resonance parameters:
the resonance frequency fy, the quality factor Q, and the phase response curve,
¢(f). We can plot this response in polar coordinates as amplitude (r) and phase,
or in phasor diagram as in and out of phase quadratures which reveals the circular

resonance locus of the I and Q quadrature components.

After the initial characterization of the resonance, we apply a drive tone at a fixed

frequency f; from areference signal generator with alow noise close to the resonance
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Figure 6.3: Frequency Tracking Architectures. (A) In the open-loop scheme,
the NEMS is driven at a fixed frequency, f;. The resulting phase fluctuations are
measured in the 1Q plane (right) and post-processed to determine the frequency
noise. (B) In the closed-loop scheme, a PID controller forms a phase-locked loop
(PLL) that actively adjusts the drive frequency, f,, to track the NEMS resonance.
The feedback suppresses the tangential (phase) noise in the IQ plane, and the
time trace of f,;;(¢) becomes the direct measurement of the resonator’s frequency
fluctuations.

frequency fo and measure the resonator’s response. While the drive tone is still on,
we record the phase response over time and observe fluctuations around the on-
resonance phase value d¢(¢). Then, we can infer to the frequency fluctuations from

the phase fluctuations:

¢ (1)
o
Wy=ta

of (1) = (6.9)

In the 1/Q plane, these fluctuations are observed as movements of the measurement

point around the fixed point on the resonance locus corresponding to the drive
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frequency f;. As established in our noise model in Fig. 6.3, fluctuations tangential
to the locus correspond to phase noise, 6¢(¢), while radial fluctuations correspond to
amplitude noise, a(¢). The open-loop method essentially measures these tangential

deviations and scales them to determine the frequency noise.

In practice, this is achieved by analyzing the complex response V(1) = I(t) +iQ(t)
measured in the IQ plane. For a fixed drive, the response fluctuates around a
mean point on the resonance circle, V;. The small, complex fluctuation vector,
oV (t) = V(t) — V, contains both amplitude and phase information. To isolate the
phase component, the fluctuation vector is normalized by the mean response and
its imaginary part is taken. This procedure effectively projects the noise onto the

tangential direction:

3 ov(t)\ _ V(t) - Vy

Once this time trace of phase fluctuations, 6¢(t), is extracted from the 1Q data,
it is converted to frequency noise, § f(¢), using the resonator’s measured phase
slope, d¢/df. This linear conversion is highly effective but assumes the frequency
fluctuations are small compared to the resonator’s linewidth. For a more precise
characterization, especially in the presence of large frequency fluctuations, a more
robust technique, locus projection method [128] can be used. Instead of relying on a
local linear approximation, this method directly compares each measured data point,
S; =1; +iQj, to the ideal resonator model, S;;(w). The instantaneous frequency
wo,; for each sample is determined by finding the frequency on the ideal locus that

minimizes the squared geometric distance to the data point:

wo,; = argmin,,|S; — S11(w, p)I*. (6.11)

While simple and effective for measuring small, fast fluctuations, the open-loop
method has limitations. Its primary drawback is a limited dynamic range; if the
resonator’s frequency drifts by an amount comparable to the resonance linewidth,
the operating point moves away from the linear region of the phase slope, or out of
the locus and invalidates the conversion to frequency. Furthermore, this method is
passive and does not actively track the resonance frequency, therefore, it cannot be

used for mass sensing applications.
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6.1.2.2 Phase Locked Loop

Phase-locked loop (PLL) method is the most commonly used frequency tracking
method by implementing a closed-loop controller. PLL actively adjusts the drive
frequency, furive, to keep the phase of the resonator’s response locked to a constant
setpoint, ¢,. . This setpoint is set to the resonance phase ¢, and usually adjusted
to 0 value for simplicity. The implementation can be done in analog domain using
Voltage-Controlled Oscillator (VCO), however, with the advancements in FPGA
based hardware, the controller is mostly done in digital environment with Digitally-
Controlled oscillators (DCO). During operation, the demodulator of the lock-in
amplifier continuously compares the phase of the resonator’s output, ¢,,;, with the
reference phase, ¢,.r, and calculates the error signal. This error signal is processed
by a loop filter, which stabilizes the loop via implementation of Proportional-
Integral-Derivative (PID) algorithm. This simple architecture is demonstrated in
Fig. 6.3B.

The primary advantage of the PLL is its dynamic range compared to the open-loop
method. Because the PLL actively follows the resonance peak, it is not constrained
by the resonance linewidth. It can accurately track large and slow frequency drifts,
such as those caused by temperature fluctuations or, more critically for us, by
mass absorption events in sensing applications. A potential disadvantage of the
PLL is that PID controller is an another dynamic system that can influence the
intrinsic frequency noise of the resonator. As the drive frequency is continuously
changed by the controller, it is important that phase continuity is achieved during
these frequency variations. Otherwise, this dynamical controller might result in
inaccurate measurements of the phase noise. In a real system, the controller has a
finite response time and internal electronic noise. This can prevent it from perfectly
tracking very rapid frequency fluctuations and can add its own small timing errors
to the drive signal, potentially distorting the measurement of the resonator’s true

noise.

In our experiments, we have implemented both open-loop and closed-loop frequency
tracking methods for various applications. In Fig. 6.4 we present an example compar-
ison of both methods implemented for the same resonator. In these measurements,
a lock-in amplifier serves as an 1Q detector, and its filter bandwidth (or time con-
stant, TC) is a critical parameter. This setting controls the averaging time for data
collection. A long time constant (low bandwidth) yields a smoother, less noisy

signal by averaging out rapid fluctuations. However, this comes at the cost of ob-
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Figure 6.4: Comparison of Open-loop and Phase-Locked Loop (PLL) Measure-
ment. (A) Time-domain data showing phase and the inferred frequency fluctuations
in the open-loop configuration. (B) Time-domain data showing the phase locked on
resonance near zero by the PLL and the frequency recorded by PLL. (C) The cor-
responding Allan deviation, oy, calculated for both methods using lock-in amplifier
time constants (TC) of 5 us and 100 us. Both OL and PLL approaches yield nearly
identical frequency stability results, while the choice of time constant significantly
impacts the measured noise floor at short averaging times.

scuring the true high-frequency noise, an effect that manifests as an artificially low
Allan deviation at short averaging times or a rolled-off PSD. As it can be seen from
Fig. 6.4, PLL method keeps the phase values near 0, while in open loop measure-
ment it is free to move. But the frequency fluctuations observed with both methods
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result in similar Allan deviation as shown in Fig. 6.4C. The effect of the different

measurement bandwidts are also demonstrated in Fig. 6.4C.

For low-temperature noise measurements, we primarily use the open-loop method.
The goal of these experiments is to characterize the resonator’s intrinsic noise limits
with the highest possible fidelity. The open-loop approach is preffered here because
it is a passive measurement that avoids introducing potential noise or artifacts from
the active feedback electronics of a PLL. It is also suitable because we do not observe
drift in frequency at these temperatures. This method provides a "purer" view of the

device’s fundamental performance.

For mass sensing experiments, we exclusively use PLL method. In sensing applica-
tions, the resonance frequency is expected to shift, often significantly, in response
to an external stimulus (e.g., added mass). A PLL is essential because its feed-
back mechanism is designed to robustly follow these frequency shifts in real-time.
An open-loop system, being fixed at one drive frequency, would quickly become

detuned as the resonance peak moves, leading to a loss of signal and sensitivity.

6.1.2.3 Other Methods

While the open-loop method and PLL are the most common methods we have used

within this work, we have also explored other measurement schematics.

A powerful technique for characterizing the noise in frequency domain is the direct
measurement of its noise spectrum. In this open-loop configuration, the resonator
is driven by a stable, low-noise signal generator at a fixed frequency near resonance.
The output signal is then analyzed with a spectrum analyzer to measure the noise
power in the sidebands that appear around the main drive frequency (the carrier).
The result is the single-sideband (SSB) phase noise power spectral density. This
method is ideal for revealing the fundamental noise floor of the measurement setup,

as it has no active feedback that could introduce additional noise.

Another method we have begun to implement is the Pound-Drever-Hall (PDH)
technique, adapted from laser technology. This method is similar to a PLL in that it
is a closed-loop system, but it generates its error signal differently. The drive signal
is phase-modulated to create sidebands, and by analyzing the signal reflected from
the resonator, a highly sensitive error signal is produced. This is an area of ongoing

work and further development and experiments are required.
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6.2 Characterization of Frequency Noise in LN PnC Resonators

This section characterizes the frequency noise of the Lithium Niobate (LN) Phononic
Crystal (PnC) resonator introduced in Fig. 5.1. The primary goal is to identify
the fundamental noise sources and optimize the device’s performance for high-
sensitivity NEMS mass sensing. To achieve this, we systematically measure the
resonator’s frequency fluctuations under various experimental conditions, focusing
on the effects of input power and operating temperature. A key objective is to
understand the dominant noise mechanisms at cryogenic temperatures, which is

essential for pushing the device toward its ultimate quantum limits.

The properties of the resonator are determined by measuring the reflection coef-
ficient, S1; with the measurement setup we have demonstrated in Fig. B.1. The
main difference in these measurements from the strong coupling measurements in
the previous chapter is that here we will work in high phonon number regime with
high drive powers where usually better noise performance is observed due to higher
SNR. Figure 6.5 shows a typical resonance measured at 10 mK. The sharp dip in
magnitude and corresponding phase response (Fig. 6.5A) translate to the circular
trajectory on the 1Q plane (Fig. 6.5B). A fit to this data allows for the extraction of
the resonator’s essential parameters: its resonance frequency (fp), and its internal

(k;) and external («,) dissipation rates.

With the basic resonance established, we turn our attention to the resonator’s fre-
quency stability. To measure this, we park a drive tone to a frequency on resonance
and record the fluctuations in the reflected signal over time (Fig. 6.6A). These fluc-
tuations appear as a noise cloud on the IQ plane (Fig. 6.6B). By converting the phase
noise into fractional frequency fluctuations, y(¢) = 6 f(t)/ fo, we analyze the res-
onator’s stability using two standard metrics: the PSD method, S, (f), (Fig. 6.6C),
and the Allan deviation, o, (7), (Fig. 6.6D).

A critical aspect of any cryogenic device is its performance as a function of temper-
ature. We investigate the frequency noise dependence of our NEMS resonator from
10 mK up to 800 mK. We use a fixed input drive power and apply the methodology we
built earlier and collect time series data at different stage temperatures. The results
detailed in Fig. 6.7 reveal a counter-intuitive trend: the frequency noise systemat-
ically increases as the temperature is lower. This behavior is observed in both the
PSD (Fig. 6.7B) and Allan deviation (Fig. 6.7C) analysis. By plotting the minimum
Allan deviation achieved at each temperature (Fig. 6.7D), we see the effect clearly

that the instability at 10 mK is nearly an order of magnitude worse than that ob-
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Figure 6.5: Resonator Reflection Measurement. Characterization of a microwave
resonator at a temperature of 10 mK, showing the complex reflection coefficient
(S11). (A) The magnitude (top) and phase (bottom) of S;; are plotted as a function
of frequency, revealing the resonance response of the resonator at approximately
1.8734 GHz. (B) The same measurement data is shown in the complex IQ plane,
where the resonance forms a characteristic circular trajectory. For both panels,
the scattered blue points represent the experimental data, while the solid red line
indicates the best fit to a resonator model.

served around 1 K. This outcome is unexpected at first since the conventional noise
sources, such as thermomechanical fluctuations and absorption-desorption noise,
are expected to "freeze out" and diminish at such low temperatures. The emergence
of this excess noise, therefore, strongly suggests that a different, non-standard noise
mechanism is at play and becoming dominant in the millikelvin regime, possibly
the TLS defects.

Beyond temperature, the input drive power is another tunable parameter. While
higher power can improve the measurement’s signal-to-noise ratio, it can also intro-
duce nonlinear effects. In the measurements we perform at 10 mK, demonstrated
in Fig. 6.8, while we observe improvement in the frequency noise at higher input
powers, the overall noise still remains higher than room temperature. This indicates
that the fluctuations are most likely due to far-resonance TLS interactions. We have
observed in the previous chapter that on-resonance TLS saturates with high drive

power, however, off-resonance TLSs are rather unaffected by this pump power.

To investigate this behavior further, we analyzed the resonator’s internal «; and
external k, dissipation rates which are extracted from resonance fits at various
powers and temperatures (Fig. 6.9).The external dissipation remains stable across

all conditions. This is expected, as «, is determined by the device’s geometry and
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Figure 6.6: Open-Loop Noise Characterization of LN Resonator. The resonator
is driven at its resonance frequency w,; = w,, to measure its noise properties. (A)
Time-domain data collected at a fixed drive showing fluctuations in the reflected
signal’s amplitude (|S1;], top) and phase (£S5, bottom). (B) The same noise data
visualized on the complex 1Q plane, showing the distribution of points around the
driven point on the resonance circle. (C) The single-sided power spectral density
(PSD) of the fractional frequency noise (S,(f)), calculated from the noise data.
(D) The corresponding Allan deviation (o, (7)) quantifies the resonator’s frequency
stability as a function of averaging time 7.

the material’s intrinsic piezoelectric coupling. The internal dissipation, however,
shows a distinct trend: it increases at low temperatures and low powers. This power-
dependent reduction in internal loss is interpreted as a classic signature of TLS
defects. At high drive powers, TLS become saturated and can no longer effectively
dissipate energy, leading to a lower dissipation rates. However, in the presence of
strong frequency noise, a phenomenon known as spectral diffusion can artificially
broaden the measured resonance line shape. This can lead to an overestimation of
the true dissipation rates. We must consider this effect carefully, as we will explore

in the next section.
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Figure 6.7: Temperature Dependence of Frequency Noise. Noise measurements
were performed across a range of temperatures from 10 mK to 800 mK to charac-
terize the impact on frequency stability. (A) Open-loop noise data on the 1Q plane,
where the color, from blue to yellow, indicates increasing temperature. The noise
cloud visibly expands as the temperature decreases. (B) Power spectral density
(PSD) of fractional frequency noise, Sy (f), showing a clear increase in the noise
with decreasing temperature. (C) Allan deviation, o (7), for each temperature,
illustrating the frequency stability over different averaging times. (D) The optimal
frequency stability, determined by the minimum of each Allan deviation curve from
panel (C), is plotted as a function of temperature.

In the next analysis, we model the temperature-dependent noise data with a power-
law relationship (Fig. 6.10). This analysis shows that the low-frequency PSD scales

770% These exponents

as Sy o« 77110 while the best Allan deviation scales as oy o
provide quantitative benchmarks consistent with theoretical models of TLS-induced

noise [99], reinforcing our physical picture.

While we have presented the measurements done from a single resonator here, we
have performed measurements with various resonators and observed the similar
frequency noise trend. In Fig. 6.11, we demonstrate another example of noise

measurement as a function of temperature taken with a device with much higher
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Figure 6.8: Power Dependence of Frequency Noise. The resonator’s frequency
noise was characterized while sweeping the input drive power from -135 dBm to
-125 dBm. (A) Open-loop noise data on the 1Q plane, where color indicates the
drive power, from low (blue) to high (yellow). (B) Power spectral density (PSD) of
the fractional frequency noise, Sy ( f), for each power level. (C) The corresponding
Allan deviation, o, (), versus averaging time. (D) The optimal frequency stability,
determined by the minimum of each Allan deviation curve from panel (C), is plotted
as a function of input power.

electromechanical coupling (k, =~ 100 kHz). This has allowed us to perform
measurements with higher measurement bandwidth to capture fast time scale fluc-
tuations. The PSD analysis of this device reveals a key feature at low temperatures
as the emergence of random telegraph signal noise observed identified by a charac-
teristic "knee" in the spectrum, followed by ~ 1/ £ roll-off at high frequency offset.
Such distinct noise signature at low temperatures widely interpreted as the action of
fast-fluctuating TLS defects. This observation provides further evidence that TLS

are the dominant noise source in the millikelvin regime.

Since the ultimate goal in this section is to optimize our LN PnC resonator for
mass sensing, we convert the frequency stability data into mass resolution using

the formulation described previously. Plotting this final performance metric across
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Figure 6.9: Dissipation Rates at Varying Power and Temperature. The in-

ternal (kx;) and external (k.) dissipation rates extracted from fits to the reflection
measurements. (A) Temperature Dependence: The dissipation rates are plotted as
a function of temperature. The external coupling rate, k., (orange squares), remains
nearly constant, while the internal loss rate, «; (blue dots), exhibits a non-monotonic
dependence. (B) Power Dependence: The dissipation rates are plotted as a function
of input power. While k. is independent of power, «; decreases significantly as
power increases, a behavior characteristic of loss arising from saturable two-level
systems (TLS).
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Figure 6.10: Power-Law Temperature Dependence of Frequency Noise. A

quantitative analysis of the resonator’s frequency noise as a function of temperature,
with the data fitted to a power-law model to extract the scaling exponent. (A) The
power spectral density (PSD) of fractional frequency noise, Sy, taken at a low-
frequency offset of 0.1 Hz. The data (blue dots) is well-described by a power-law
fit (red line) showing a dependence of Sy o 7-110. (B) The best (minimum) Allan
deviation, oy, as a function of temperature. The fit (dashed blue line) indicates that
the frequency stability improves with a scaling of approximately o, o 704,

the full temperature range (Fig. 6.12) reveals the optimal operating temperature

window. The best mass resolution of 1020 kDa is achieved not at the lowest
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Figure 6.11: Temperature Dependence of Frequency Boise in Another LN Res-
onator. (A) IQ plane representation showing the resonator’s response. The blue
data shows a clean resonance circle from a frequency sweep. The noise clouds
are measurements taken on resonance, illustrating how a short time constant (TC
= 5 us) captures significant fluctuations, while a long time constant (TC = 1 ms)
averages them out. (B) PSD of the fractional frequency noise measured at various
temperatures from 10 mK to 700 mK. The data reveals the trend that the noise is
highest at the lowest temperature and systematically decreases as the device warms

up.

temperature, but within a range between 2 K and 30 K. This result is a crucial guide
for future mass sensing experiments, proving that simply cooling a device to its
limit is not the optimal strategy for achieving maximum sensitivity. The counter-
intuitive degradation in performance below 2 K strongly suggests that TLS become
the dominant source of frequency fluctuations at millikelvin temperatures. However,
understanding how TLS can induce such excess noise needs further analysis. In the
next section, we provide more insight on to the TLS-induced random telegraph noise

and spectral diffusion.

6.3 Spectral Diffusion due to TLS Defects

The characterization of the frequency fluctuations in this section is performed by
Matthew Maksymowych at Stanford and we have simultaneously observed the in-
creasing noise behavior with decreasing temperature in our devices. Our collabora-
tive work regarding the frequency fluctuations is presented in the manuscript [128].
While the characterization in the previous section was performed with the same

LN devices with resonance frequency around 2 GHz, in this work another device
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Figure 6.12: Temperature Dependence of Mass Resolution. The resonator’s
mass resolution, in kilodaltons (kDa), is calculated from its measured frequency
noise and plotted over a wide temperature range from 10 mK to room temperature.
The resolution exhibits a strong, non-monotonic dependence on temperature. It
improves significantly as the device is cooled from room temperature, reaching an
optimal value of approximately 20-30 kDa in the temperature range of 2-30 K. Below
this optimal range, at cryogenic temperatures below 1 K, the resolution degrades
substantially. This characterization identifies an ideal operating temperature window
for high-sensitivity mass spectrometry experiments.

with the resonance frequency of 750MHZ is used. Advantage of this device is that
with the achievement of high SNR and electromechanical coupling, it was possible
to perform a lot shorter integration time measurements, in the order of ws. This

allowed us to characterize and observe the fast fluctuations in the frequency noise.

The device, shown in Fig. 6.13(a-c), is fabricated from a 250 nm thick X-cut LN wafer
and features an array of 31 resonators with frequencies spanning 450 MHz to 1 GHz.
Characterization was performed using an open-loop microwave reflectometry mea-
surement. Unlike the lock-in based setup described previously, this measurement
uses a vector network analyzer (VNA) to measure the complex reflection coefficient,
S11. The data is obtained by open-loop method, an input transmission line power
P at the PCR drives the mode into a coherent state and we obtain samples of Sy
with an integration time of 10 ms at drive frequencies w near resonance. Next,
we take 100,000 samples of S1; with an integration time of 20 us at fixed on- and
off-resonance detunings, plotted as blue and orange dots, respectively. We attribute
the spread in the samples of S1; taken with the off-resonant drive to detection noise.

For clarity, we shift this data to the right side of the locus corresponding to small A
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Figure 6.13: Stanford Device. (A) Optical microscope image of a phononic crystal
resonator array with aluminum contact pads connected to a 50 € transmission line
and a vector network analyzer (VNA) via a cryogenic circulator. (B) Colorized
scanning electron micrograph (SEM) of frequency multiplexed resonators (Green:
LiNbOs3, Grey: Al). (C) A 45 degree colorized SEM of a single resonator. (D)
An 1IQ space plot of Si; data sampled at different drive frequencies (grey dots)
near a 751 MHz mode at 10 mK and fitted to resonance circle (solid red line)
assuming no fluctuations. The S1; fluctuations acquired oftf-resonance (orange), on-
resonance (blue), and the inferred on-resonance detection noise (black) are shown.
The resonator locus with the dephasing-corrected relaxation rate « is shown as a
red dashed line.

(black dots) to more easily compare it to the samples from on-resonant driving. This
makes it clear that the on-resonance noise is significantly larger, with fluctuations
occurring primarily tangent to the resonance circle, a characteristic signature of

frequency noise.

The locus obtained from a drive frequency sweep (Fig. 6.13D; solid red) consistently
has smaller diameter than the locus that the S1; fluctuations (blue) appear to follow.
This arises because the integration time of the drive frequency sweep (10 ms) is
larger than the characteristic timescale of the frequency fluctuations. The solid
red locus can therefore be thought of as an average over many loci with slightly
different resonant frequencies. From the averaged locus we would infer a linewidth
k; larger than the true intrinsic linewidth Kl’., leading to a smaller locus diameter.
The samples (blue points) are acquired with a fixed frequency tone and a shorter
integration time which leads to less averaging. We therefore use this data to infer «’

and the spectral linewidth broadening k4 = «; —«; > 0 due to frequency fluctuations.
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Using the locus correction method (LCM) [129], we can infer to these values as
kg¢/2m = (k; — k') /2w ~ 1.1 kHz and resize the locus (dashed red line in Fig. 6.13D

for more accurate fit to the dissipation rates, /27 ~ 3.5 kHz.

This measurement highlights a critical concept: a standard spectroscopic mea-
surement can be misleading if its integration time is longer than the characteristic
timescale of an underlying noise process. This is precisely the case for the low-
temperature frequency noise in these devices. Fortunately, this noise-induced spec-
tral broadening can be accurately measured and corrected with fast time-domain
techniques, provided the device’s intrinsic noise is greater than the detection noise

floor.
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Figure 6.14: Telegraph Frequency Jumps at Millikelvin Temperatures. (A) The
frequency fluctuations observed at Stanford while probed on resonance dwy(t) /27
(blue), and the associated detection noise (grey) versus time (n = 5 X 103, T =
50 mK). The corresponding probability distributions are shown in (B), where the
on-resonance data is fitted to a two-mean Gaussian (red). (C) The raw Sy;(7)
fluctuation data plotted at different temperatures with fixed n ~ 1 x 10* for the
resonator and the corresponding dephasing-corrected loci (lines). (D) The power
spectral density (PSD) of the fractional frequency fluctuations S, (v) for the data in
©).
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Figure 6.14A demonstrates the frequency fluctuations dwq(¢) inferred from on-
resonance and the detection noise data as blue and grey, respectively. The on-
resonance fluctuations are dominated by jumps between two frequency-distinct
states, demonstrating a random telegraph signal (RTS). The probability distributions
of the frequency are in Fig. 6.14B, where the on-resonance data is fit to a two-mean
Gaussian function yielding a jump amplitude of 2 X A/2x = 6.0 + 1.0 kHz. To
more thoroughly investigate the RTS, we repeat the measurements at different stage
temperatures. Figure 6.14C depicts the on-resonance S1; fluctuations and LCM
re-sized loci versus temperature measured with fixed n ~ 1 x 10*. The PSD of the
fractional frequency fluctuations, S, (v), can be computed from the time series data,
y(t) = dwo(t)/dy, via the Welch method. The PSDs corresponding to the data in
Fig. 6.14C are plotted in Fig. 6.14D and fit to a Lorentzian model (solid lines):

A? 1

50) = FF T o

+So(v) (6.12)

which includes a frequency-independent detection noise contribution So(v), shown
as a dashed line for each temperature. The frequency fluctuations shown in Fig. 6.14
appear to decrease dramatically with temperature, showing more than 10 dB reduc-
tion from 10 mK to 1 K, with an apparent maximum stability between 1- K. This
observation is consistent with what we have observed with different device covered

in the previous section.

The observed switching behavior suggests a role for TLS in explaining the measured
frequency noise [40, 116, 117]. Our experiments show consistent dependencies of
frequency noise on temperature, mean phonon number, and band structure across
multiple devices, and allow us to assess specific models of dephasing. They point to
the role of a far-detuned TLS in generating the observed RTS noise. The persistence
of frequency noise at high phonon numbers (n > 100), well above the saturation
limit for resonant TLS [23] suggests that the responsible TLS are significantly
detuned from the mechanical mode. This off-resonant configuration can explain
why the switching characteristics remain stable even at high drive powers where
resonant TLS effects are suppressed. In this far-detuned setting, the interaction
between the mode and the TLS are governed by the dispersive Jaynes-Cummings
Hamiltonian [13, 77, 130]:

H 2 1
== ((;)0 + Ag:m (rz) (aTa + E) + %0‘1 (6.13)
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where A¢ , = we — @0, we 1s the TLS frequency, o7 is the TLS psuedo-spin operator,
and a (a”) is the phonon annihilation (creation) operator. This model could by itself
predict the switching behavior if thermal excitation of the TLS is sufficiently large,
i.e., the TLS transition frequency is sufficiently small (iwe < kgT), to cause the
TLS to spend roughly half its time in each state. Alternatively, strong coupling
between a more nearly resonant TLS primarily in its ground state and a much lower
frequency two-level fluctuator (TLF), can cause TLS frequency to fluctuate and lead
to mechanical frequency noise. Our observations suggest a simpler scenario: a
single far-detuned TLS strongly coupled to a TLF via Hypstir/h = (J;/ 4)0'Z0'Z”’,
where O'Z’h is the thermal fluctuator spin operator. However, further experiments are

needed to understand this mechanism fully.

6.4 Discussion

This chapter has presented a comprehensive investigation of the frequency noise
characteristics of LN PnC resonators at millikelvin temperatures. The central finding
of this work is the identification of an excess noise mechanism that emerges and
dominates as temperatures are lowered below 1 K. This result is counterintuitive,
as conventional thermomechanical noise sources are expected to be "frozen out" in
this regime. Our measurements establish an optimal operating temperature for these
resonators for frequency stability at approximately 4 K, below which the frequency

noise starts to increase.

The experimental evidence strongly indicates that this low-temperature noise is at-
tributable to the dynamics of intrinsic TLS defects within the device material. We
have shown that the noise power spectrum and statistical behavior are consistent
with a telegraph switching noise model, which reinforces the conclusion that dis-
crete, thermally-activated fluctuators—a hallmark of TLS defects—are the dominant

source of frequency instability.

The implications of this study are significant for the field of quantum acoustics and
nanomechanics. It establishes that TLS-induced noise is a fundamental performance
limitation for high Q resonators operating deep in the cryogenic regime. Therefore,
achieving the ultimate coherence required for quantum sensing and information
processing applications will necessitate strategies to mitigate this noise source. Our
work provides insights into the performance limits of nanomechanical devices and
points to promising avenues toward noise mitigation for application in quantum

science. In quantum information processing, the highly unequal rates for decay
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and dephasing that we have measured suggest that future work on error correction
and dynamical decoupling taking into account the biased nature of the noise may
be able to achieve improved performance. In the context of sensing, in particular
mass spectrometry, for which these resonators are particularly well suited, our
characterization of the frequency stability provides insights on what strategies may

enhance mass resolution.
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Chapter 7

NEMS MASS SENSING EXPERIMENTS AND TOWARDS
QUANTUM SENSING

The main results of this thesis, presented in the previous chapters, have been im-
proving our understanding of nanomechanical systems in quantum regime, while
also bringing us closer to realization of NEMS sensing applications within quantum
regime. The lithium niobate (LN) phononic crystal (PnC) resonators central to this
work are especially promising for such applications due to their performances in
quantum regime. As these resonators have been proven itself extraordinarily effi-
cient tool as “macroscopic probes to listen the microscopic defects,” analogously
they can as well be utilized for “listening molecules.” This application holds a great
potential particularly in proteomics to identify as yet undiscovered elements with
the proteome [131] and understand the structures and their functioning mechanisms.
NEMS in quantum regime and integration of protein delivery system together, this
approach can provide molecular fingerprints that identify individual, intact proteins
and protein complexes, one-by one, with high throughput—and, thereby, can permit

mapping the proteome.

While there are still many challenges to perform NEMS-MS sensing experiments
in quantum regime, for example, having a platform that is capable of delivering
proteins into a dilution refrigerator while attaining the base temperature, our initial
efforts and preliminary results presented in this chapter aims to contribute to the

future efforts.

7.1 Orbitrap - NEMS Hybrid Mass Spectrometer

Our initial mass sensing experiments are performed in a hybrid mass spectrometer
(Fig.7.1) that combines two distinct mass spectrometers : orbitrap mass analyzer and
NEMS resonator [132]. The Orbitrap, produced by Thermo Fisher Scientific, pro-
vides high-resolution analysis of the mass-to-charge ratio (m/z) for large ensembles
of ions. In contrast, the NEMS mass spectrometer operates at the single-molecule
level, providing a direct measurement of mass for individual particles, such as small

proteins.
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Figure 7.1: Hybrid Orbitrap-NEMS Mass Spectrometer [133]. The architec-
ture of a hybrid instrument that combines a commercial Q-Exactive Orbitrap mass
spectrometer with a custom-built NEMS mass analyzer for the analysis of intact
proteins and complexes. Delivery to the NEMS is accomplished with the additional
vacuum chambers with transfer quadrupoles and ion lenses for single-molecule mass
analyssis. NEMS chamber can be cooled with a cold finger cryostat.

The operation of this hybrid system can briefly be explained as follows. The exper-
imental process begins with the introduction of the protein sample, which is held in
a solution within an electrospray ionization (ESI) emitter tip. The application of a
high voltage to this tip initiates the spray of droplets. As the solvent evaporates, the
individual charged proteins are formed. These ions are then guided through a series
of ion guides and filters. These stages use carefully controlled electromagnetic
fields to collimate the ion beam and filter out undesired neutral species or contam-
inants, which is crucial for maximizing the signal-to-noise ratio in the subsequent
detection stages. Ionized proteins then enters the Orbitrap mass analyzer. Here,
ions are trapped in an electrostatic field and induced into stable trajectories where
their frequency of axial oscillation is inversely proportional to the square root of
their mass-to-charge ratio (m/z). The collective motion of the trapped ion packet
induces a faint image current on a set of detector plates. A Fourier Transform (FT)
of this time-domain signal yields a frequency spectrum, which is then converted

into a high-resolution m/z spectrum.

After orbitrap, ion population is guided via a transfer quadrupole into the separate
NEMS chamber, where the second mass spectrometry takes place with a NEMS
resonator under ultra-high vacuum. This final NEMS stage is cryogenically cooled

using the continuous flow cryostat described in Chapter 4. For the experiments we
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performed, liquid nitrogen is used to reach a base temperature of 77 K, while liquid
helium allows for cooling to approximately 13 K, with the temperature limited by

the persistent thermal load of the experimental setup.

7.2 NEMS-MS with Silicon Doubly-Clamped Beam Resonators

The first-generation NEMS devices tested in our hybrid system are doubly-clamped
beam resonators fabricated from silicon. Silicon is one of the most used materials
for these resonators, due to its general accepted use in standard nanofabrication
processes, relatively low mass, and suitability for various actuation and detection
schemes. While carbon nanotube resonators can achieve single-Dalton resolu-
tion [134], such 1D nanostructures have a very small cross-section. This limits their
practical use for analyzing intact macromolecules like proteins and viruses, which
are often several nanometers in size. Pushing the limits of sensitivity with beam
and membrane like devices is a more practical path towards achieving fully scal-
able NEMS-MS systems that can be used for intact molecular analysis. Therefore,
advancing NEMS technology with beam and membrane-like geometries represents
a more practical path toward creating scalable mass spectrometry systems for an-
alyzing large, intact molecules. Specifically, the doubly-clamped beam is highly
effective because its vibrational mode shapes are well-defined, which is crucial for

accurately determining both the mass and landing position of an analyte.

7.2.1 Device Characterization
Devices are fabricated starting with silicon-on-insulator wafers, where the top,

0%°cm?) is thinned down to 50 nm. Contact to

heavily doped p-type silicon ( 1
the silicon is made using standard electron beam lithography (EBL) and lift off
gold contacts. This is followed by patterning ZEP resist with EBL to be used as
a mask for an anisotropic pseudo-Bosch silicon etch. Finally buffered HF is used
to undercut the devices by removing the sacrificial oxide layer. During this release
step, a photoresist mask is used to cover the metal contact from being exposed to HF.
Exposing Au contacts to HF without protection leads to porous silicon formation
at the metal-Si interface, degrading device performance. The process is concluded
with critical point drying to prevent stiction of the suspended structure, followed by

a gentle oxygen plasma ash to remove any residual resist.

For this device demonstrated in Fig. 7.2, we utilize side-gate electrostatic actuation
and a piezoresistive strain nanogauge readout technique. For actuation, a drive

voltage (Vy) is applied to a side-gate, generating a force (Fy) described by:



107

@ AC drive (f—z")
NS

C
— o N\
> AN > N
S N\ 5 S N\ 3
£ ; 3 £ N 3
() S wn [0 \ wn
ke N o} ko] ~ o}
=] — =] —
E= X £ 2
3 s g S
< <
1291 1292 129.3 1294 1295 341.6 341.8 342 3422 3424
Frequency (MHz) Frequency (MHz)

Figure 7.2: Silicon Nanobeam Resonators and Measurement Setup. (A) A
scanning electron micrograph (SEM) of the doubly-clamped silicon nanobeam res-
onator. The image highlights the suspended beam, the side capacitive gate used for
electrostatic actuation, and the piezoresistive strain gauges located at the high-strain
clamping points. (B) Schematic of the electronic actuation and detection setup.
The components in the orange box are at room temperature, while the device itself
(blue) is cryogenically cooled. The setup shows the side-gate electrostatic actuation
(drive at f;,/2) and the piezoresistive, downmixed readout scheme. (C) Measured
frequency response of the fundamental (left, at 129.2 MHz) and second (right, at
342.0 MHz) in-plane modes of the resonator at approximately 80 K. The blue curve
shows the amplitude, and the orange curve shows the phase. Insets display the
simulated mode shape for each resonance.

_ 196G,

bt b

where 66% is the gradient of the gate capacitance with respect to the beam’s dis-
placement. Since the force is proportional to V2, applying an AC drive voltage at
half the mechanical resonance frequency (w,/2) produces a force component at w,,

that excites the vibrations of in-plane vibrations of mode #.

For the readout, the resistive change in the nanogauges placed at the high strain

locations of the beam, which are close to the clamping points, is used to read the
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mechanical vibrations. Two nanogauges placed symmetrically are exposed to strain
due to the mechanical motion of the beam; as one experiences tensile strain, the
other experiences compression. To briefly explain the idea behind piezoresistive
detection, the resistance of a material with length L, cross-section A, and resistivity

© can be written as:

_pL

R T (7.2)

A change in either the length or the resistivity of the material causes a change in
the resistance. This strain-dependent change is a material property quantified by the
Gauge Factor (GF), which relates the fractional change in resistance to the applied

strain, €:

AR/R
GF = 2R/Ro. (7.3)
€

While metals have alow Gauge Factor (typically 2) arising primarily from geometric
changes, semiconductors like silicon have a much larger GF (often >100) due to the
strong dependence of their resistivity on strain. In our resonator, when the nanobeam
is vibrating at its resonance frequency, w,,, the silicon nanogauges experience a high,
oscillating strain. This dynamic strain induces a proportional resistance change.
Therefore, the total resistance of the gauge becomes time-dependent, R(¢), and
can be expressed as the sum of its static (or initial) resistance, Ry, and a dynamic

component that oscillates in sync with the mechanical motion:

R(t) = Ry + AR cos(w,t + ¢) (7.4)

where AR is the amplitude of the resistance change and ¢ is a phase factor.

The fabricated nanogauges have a typical resistance (Rg) of approximately 4 k€Q.
To transduce the mechanical motion, this high-frequency resistance change must
be converted into a measurable voltage or current. While applying a DC bias is
straightforward method, it is ineffective for this application. The combination of the
high device resistance and parasitic capacitances from wiring and circuitry creates a
low-pass filter with cut-off frequency ~ 1/VRC that attenuates the high-frequency

(wy) signal, which carries the information about the mechanical resonance.

To overcome this challenge, we employ an electrical downmixing scheme [135],
as shown in Fig. 7.2B. In this method, instead of a DC bias, we apply an AC bias
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voltage at a frequency w,, which is intentionally set near the mechanical resonance

frequency, typically with a small offset dw:

Viias () = Ve cos(wet) =V, cos((w,, + dw)t). (7.5)

This carrier voltage multiplies with the time-varying resistance of the gauge, R(¢) =
Ro + AR cos(wyt). The resulting output signal contains components at the sum and
difference frequencies. The critical downmixed component appears at the low offset

frequency dw:

Vout & AR cos(dwt). (7.6)

This low-frequency signal, which now carries the amplitude and phase information
of the high-frequency mechanical resonance, is well below the circuit’s cutoff fre-
quency and can be accurately measured with a lock-in amplifier. By employing two
nanogauges that experience opposite strain (one in tension, one in compression),
we implement a differential readout scheme with differential amplifier (Fig. 7.2B),
which significantly increases the Signal-to-Noise Ratio (SNR). To further optimize
the readout, an impedance matching circuit is often employed between the device
and the amplifier. This circuit is crucial for maximizing signal power transfer by
transforming the high output impedance of the nanogauges (several k€2) to match the
standard 50 Q input impedance of the measurement electronics, thereby preventing
significant signal reflection and loss.

Figure 7.2C demonstrates the measurements of a 4 um x 150 nm x50 nm(L Xw Xt)
taken with this method. The data was acquired under cryogenic conditions, with the
device stage cooled to approximately 80 K using a continuous-flow liquid nitrogen
cooling (as detailed in Chapter 4). For this device, the fundamental in-plane mode
was measured at 129 MHz, and the second mode observed at 341 MHz, with the
quality factors around 10000.

Before mass sensing experiments, we characterize the frequency stability of the
resonators using the methods detailed in the previous chapter. Figure 7.3 plots the
minimum Allan deviation as a function of temperature for two Si devices. Both
devices exhibit a similar trend: the frequency stability improves by an order of mag-
nitude as the temperature is reduced from room temperature down to approximately

70 K. However, no significant further improvement is observed when cooling from
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Figure 7.3: Allan Deviation of Si NEMS. Minimum Allan deviation plotted as a
function of temperature for two different silicon nanobeam resonators. For both
devices, the frequency stability improves significantly (Allan deviation decreases)
as the temperature is reduced from room temperature, reaching an optimum value
of ~ 1 x 1077 around 70-80 K. No further improvement is observed at lower
temperatures, indicating that liquid nitrogen cooling is sufficient for achieving the
best performance.

70 K to 4 K with liquid helium. Consequently, liquid nitrogen temperatures (~ 77 K)
were identified as the optimal regime for these experiments, offering the best balance
of performance and practicality. At this operating temperature, the 4-um-long beam
achieves a minimum Allan deviation of approximately 1 x 1077, which corresponds
to a mass resolution of about 10 kDa. However, during simultaneous two-mode
PLL operation, the mass resolution is closer to 40 kDa due to additional input power

and possibly increase in device temperature.
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7.2.2 Hybrid Mass Sensing with Si Nanobeams

Mass sensing experiments were performed using two protein analytes: Immunoglob-
ulin G (IgG), with a mass of 150 kDa, and Apoferritin, with a mass of approximately
480 kDa. These proteins are ideal candidates for initial characterization as they are
intact and exhibit minimal variation in mass and conformation. Since these two
proteins are in different size and mass, the ion optics and mass filtering settings of
the hybrid mass spectrometer were adjusted for each species to ensure proper trans-
fer. For the NEMS-MS experiments, the silicon chip was mounted in the NEMS
chamber of the hybrid mass spectrometer and cooled to 77 K. This temperature not
only helps reduce the frequency fluctuations, but also allow better absorption of

analytes on the surface of the resonator compared to room temperature.

We simultaneously track the resonance frequencies of the two in-plane modes using
phase-locked loops (PLLs). The adsorption of individual molecules onto the res-
onator surface is observed as discrete, downward jumps in resonance frequencies,
with each jump corresponding to a single binding event. Long time-series data were
collected in Fig. 7.4B, capturing approximately 600 individual binding events at an

average rate of 0.5 particles per second.

The mass of each adsorbed particle (6m) and its landing position (a) are calculated
from the simultaneous frequency jumps (6 f1 and ¢ f>) of the two tracked modes. For
the simplicity, we model the adsorbed analyte as a point mass, where its contribution
to the system’s kinetic energy causes a shift in the resonance frequency. The
frequency shift (¢ f,,) of a given mode n is related to the added mass (6m) and its

landing position on the resonator (a) by:

Ja
2Mc

Sfp=— om - ¢n(a)? (7.7)

where f, is the initial resonance frequency of mode n, M.g is the effective mass of
the mode, and ¢, (a) is the mode shape at the landing position, which describes the

amplitude of the vibration at that point.

To solve for the two unknowns (mass and position), we use the data from two distinct
modes. By taking the ratio of the frequency shifts from Equation 7.7 for two modes
(n=1 and n=2), the unknown mass term Am cancels out, leaving an expression that

depends only on the landing position:
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Since the mode shapes ¢1(a) and ¢,(a) are known properties of the resonator,

(7.8)

their ratio is uniquely determined by the position a. Therefore, by measuring the
normalized frequency shifts, the landing position can be calculated. Once the
position is known, it can be substituted back into Equation 7.7 for either mode to

solve for the mass, 6m.

The statistical uncertainty of the measurement, as characterized by the Allan devi-
ation, is incorporated directly into the mass calculation for each mass absorption
event. Rather than treating each pair of frequency jumps (Afi, Af>) as a single,
definite point, we model it as a Joint Probability Density Function (JPDF) [45].
This function describes the probability of observing a particular pair of frequency

shifts, given the frequency noise.

Assuming the frequency noise in each mode follows a Gaussian distribution, this

JPDF is a bivariate Gaussian centered on the true frequency shifts (uy, ©2):

1 2z
JPDF(Af1,Af) = exp (——) (7.9)
2roo1 — p? 2(1-p?)
where the exponent term z is given by:
Afi—u)?  20(Afi — u)(Afr — Afr - p2)?
z=( Sfimp)”  20(A —p)(Af—pa) (A - pa)” (7.10)
0'12 0102 0'22

The parameter p is the correlation coefficient, which quantifies the statistical rela-
tionship between the noise in mode 1 and mode 2. The key parameters, o7 and
03, are the standard deviations of the frequency noise for mode 1 and mode 2,
respectively. These values are directly determined from the Allan deviation mea-
surements. Specifically, the minimum Allan deviation for each mode provides the
value for o, thus rigorously connecting the resonator’s long-term stability to the
uncertainty of a single absorption event. By using this JPDF, we transform each
discrete measurement event into a statistical distribution that fully accounts for the
measurement noise. Repeating this for each event and adding the distributions give
the mass spectrum obtained by the NEMS device over many events. While we

briefly described the analysis here, more details can be found in [45, 133].
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Figure 7.4: NEMS-MS with Si NEMS. (A) A schematic of the experimental setup.
Molecules from the hybrid mass spectrometer system are deposited onto the surface
of the silicon nanobeam resonator. The inset shows the molecular structure of IgG,
one of the analytes used in this experiment. (B) A real-time plot of the fractional
frequency shifts for two different resonant modes (Mode 1 in blue, Mode 2 in red)
as proteins land on the device over time. The inset shows a magnified view of the
data, where the discrete, step-like downward jumps caused by individual molecule
absorption events are clearly visible.

The results from the mass sensing experiments with IgG and Apoferritin are pre-
sented in Fig. 7.5, which compares the mass spectra obtained from the Orbitrap
mass analyzer with those from the NEMS-MS. For IgG, the Orbitrap mass-to-
charge (m/z) spectrum (Fig. 7.5A, left) clearly resolves a series of charge states,
with the highest abundance observed from +22 to +26. The mass calculated from
these distinct charge states is 148 kDa, consistent with the expected mass of IgG.
The corresponding NEMS-MS spectrum, constructed from 240 individual binding
events (Fig. 7.5A, right), shows a distinct peak at 150 kDa, in excellent agreement
with the conventional mass spectrometry measurement. In contrast, the Orbitrap
m/z spectrum for Apoferritin (Fig. 7.5B, left) does not clearly resolve individual
charge states. While a moving average filter applied to estimate a mass of 488 kDa
from this complex spectrum, the result carries some ambiguity. The NEMS-MS,
however, directly measures the mass of each individual molecule, bypassing the
need for charge state deconvolution. The resulting NEMS-MS spectrum (Fig. 7.5B,
right) unambiguously shows a clear peak at 480 kDa, demonstrating the advantage

of direct mass measurement for large, complex analytes.
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Figure 7.5: Mass Spectrometry Results. (A) Hybrid mass spectrometry for IgG.
On the left mass to charge ratio obtained from the Orbitrap masss spectrometer in
hybrid system. Individual charged states are demonstrated in the inset with the m/z
values, charge, and the inferred mass from top to bottom. The spectra correctly
estimates the mass of IgG. On the right, mass spectra obtained from 240 individual
absorption events on Si NEMS resonator. (B) The mass spectra for Apoferritin.
While the Orbitrap measurement is noisy, where individual charge states are not
clearly resolved and it is hard to infer to mass. The NEMS-MS spectrum on the
right, which directly measures the mass of individual molecules, showing a clear,
unambiguous peak.

7.2.3 Conclusion

In summary, we have shown the successful implementation of a hybrid NEMS-mass
spectrometry system for the analysis of intact proteins at the single-molecule level.
Using silicon doubly-clamped beam resonators, we demonstrated direct mass mea-
surements of IgG and Apoferritin, achieving results that are in excellent agreement
with conventional mass spectrometry. The attainment of a mass resolution in the
tens of kilodaltons represents a significant benchmark for this resonator design and

piezoresistive transduction scheme.

However, these silicon resonators have fundamental limitations that hinder further
improvements. Pushing for higher mass resolution by shrinking the resonator di-

mensions to increase the operating frequency presents multiple challenges. First,
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piezoresistive readout becomes increasingly inefficient at very high frequencies due
to parasitic capacitance and the reduced strain with the reduced mechanical dis-
placements in the modes. Second, as the device becomes smaller, clamping losses
and surface effects become more dominant, leading to a degradation of the me-
chanical quality factor Q, which is essential for high performance. More critically,
the piezoresistive detection method is fundamentally incompatible with the ultimate
goal of quantum-limited sensing. The method’s reliance on applying a bias current
across the nanogauge inevitably leads to Joule heating. This localized heat source
raises the effective temperature of the resonator, causing thermal decoherence that
prevents the device from being cooled to its quantum ground state. This makes
it challenging to observe or manipulate the quantized energy states required for

quantum-level measurements.

Therefore, while this work successfully validates the power of the hybrid spec-
trometer platform and demonstrates the benefits of single-molecule analysis, it also
highlights the need for a new resonator paradigm to transcend these classical lim-
its. To reach the quantum regime, we require a different type of resonator. As we
have seen in this work, PnC resonators offer a compelling solution, providing an
architecture specifically designed to overcome these challenges and enable the next

generation of quantum NEMS mass sensing.

7.3 NEMS-MS in GHz Regime

To date, the majority of NEMS-MS experiments have been conducted using res-
onators in the shape of doubly-clamped beams or cantilevers, as we have covered
one of the example in the previous section. This is advantageous because the mode
shapes of these geometries are well-understood and for advanced NEMS-MS op-
eration with multiple modes is highly desirable. Because each mode has a distinct
spatial shape, and a single analyte landing on the device will shift each mode’s
frequency by a different amount depending on its position. However, operation
of these NEMS devices is typically confined to resonance frequencies in the MHz
range. Pushing NEMS-MS into the GHz regime is a first step towards quantum
sensing to achieve low phonon number in the mechanical mode. Moreover, GHz
resonators begin to approach the vibrational frequencies of molecules themselves
(high-GHz to THz), which can open the possibility of not only weighing a molecule

but also performing mechanical spectroscopy of its internal modes.
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The LN PnC resonators utilized in the preceding chapters of this thesis were in-
tentionally designed to isolate a single, high-quality mechanical mode. To realize
the goal of multi-mode NEMS-MS, it is necessary to engineer a new generation
of PnC devices supporting multiple mechanical modes. This engineering task has
two important features. First, the frequency of each desired mode must be care-
fully placed within the crystal’s acoustic bandgap to ensure high mechanical quality
factors. Second, each mode must also exhibit strong piezoelectric coupling, which
is essential for efficient actuation and detection, and for precisely tracking its res-
onance frequency. The solution to meeting these concurrent demands lies in the
integrated design of the phononic crystal structure and the metal electrodes used for

transduction.

7.3.1 Design of Multi-Mode LN PnC Resonator
The primary goal is to engineer a LN PnC resonator that supports multiple, distinct
mechanical modes. To be effective for NEMS-MS, this design must satisfy two

critical conditions simultaneously:

1. Transduction Efficiency: Each confined mode must also exhibit strong elec-
tromechanical coupling, allowing it to be efficiently actuated and detected

piezoelectrically.

2. Acoustic Confinement: Each mode’s frequency must be carefully positioned
within a phononic bandgap to ensure the mechanical motion is tightly confined

at the resonator, leading to a high quality factor.

Achieving this dual objective requires an integrated approach that addresses two
interconnected challenges: the design of a multi-mode defect cell with optimized

electrodes and the engineering of a phononic bandgap to provide acoustic isolation.

The geometry of a PnC resonator consists of two main parts: periodic unit cell
—called the “mirror cell”—to produce a phononic bandgap at the desired GHz fre-
quencies and the central “defect cell” which hosts the mechanical vibrations. The
design is controlled by tuning their dimensional parameters, such as their width
(W4, wim), height(hy, h,,) of the cells, and and the size of the tether connecting
them(w;, h;) along with their uniform thickness 7. The placement of the electrodes
on the defect cell, defined by the gap (w,), is also a critical design parameter. These

parameters are summarized in Fig. 7.7A.
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Figure 7.6: Multimode LN NEMS Resonator Design for Mass Sensing. Engi-
neering a multi-mode Lithium Niobate (LN) NEMS resonator for advanced mass
sensing applications. The design process involves tuning the defect cell geome-
try and electrode configuration (schematic, left) to optimize performance. Finite
Element Method (FEM) eigenfrequency analysis, performed in software like COM-
SOL, reveals the distinct mode shapes and resonant frequencies of the piezoelectric
device (simulation results, right). This analysis is crucial for ensuring that each
mode possesses strong electromechanical coupling for efficient actuation and detec-
tion for multi-mode sensing.

The defect cell has a set of discrete resonant modes, which can be obtained by
performing an eigenfrequency analysis using the Finite Element Method (FEM).
This simulation solves for the eigenvalues of the defect cell’s geometry, providing
a catalog of its natural vibrational frequencies and the corresponding mode shapes.
For a mode to be useful for the experiments, it must achieve high electromechanical

coupling when electrodes are introduced.

The strength of this coupling is fundamentally governed by the anisotropic nature
of the Lithium Niobate crystal. The crystal orientation (or "cut") determines which
strain components will generate an electric field and vice-versa. The engineering
task is therefore to align an optimized electrode geometry with the crystal axes in a
way that maximizes the interaction with a desired mechanical mode. This involves

carefully designing the shape, position, and gap (wy) of the electrodes.

The electromechanical coupling is quantified by the coupling coefficient, ki i Itis
defined as the ratio of the stored mechanical energy to the stored electrical energy,
therefore, this metric is a figure of merit that quantifies how efficiently a piezoelectric
resonator converts energy between its electrical and mechanical forms [136]. This
can be calculated by performing a piezoelectric simulation in FEM, which generates

an admittance plot for each mode.
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In a piezoelectric resonator, we observe two key resonant frequencies in the admit-
tance or reactance plot: series resonance (fs) and parallel resonance (f,). These
arise from the interaction between the material’s mechanical properties and its elec-
trical behavior [137]. Series resonance is associated with the natural resonance
frequency of the mechanical mode, as the mechanical vibrations provide the mini-
mum electrical impedance (if we think as L and C in series, on-resonance they cancel
out). Parallel resonance, also known as anti-resonance, is due to the interactions
between the mechanical resonator and its electrical connections (capacitor due to

electrodes). These two frequencies are related to the k(f 7y a8

fy =1

2 _Jp s

keff —_ —2. (7.11)
o

Therefore, the frequency seperation between these two resonances serves as a direct

proxy for the resonator’s energy conversion efficiency. In Fig. 7.7B, we demonstrate

simulated admittance plot for the two modes at frequencies of 1.76 and 4.06 GHz,

with the simulated k2 #7 of ~ 25% and 20%, respectively.

The bandgap engineering and mode isolation requires careful determination of the
acoustic properties of the crystal and the defect cell. This involves designing the
PnC’s mirror cell. The different mechanical modes will naturally have separated
frequencies. Therefore, the device requires either an exceptionally wide bandgap
that can accommodate all the modes, or potentially multiple, distinct bandgaps. The
design process relies heavily on the FEM, typically using software like COMSOL
Multiphysics. The band structure is calculated by modeling a single unit cell of
the PnC and applying Bloch-Floquet periodic boundary conditions. The simulation

solves the underlying wave equation for elastodynamics:

V- (c:Vu) = —pw’u (7.12)

where u is the displacement vector, p is the material density, c is the elastic stiffness
tensor, and w is the angular frequency. By solving for w across a range of wave
vectors (k), we can generate a dispersion diagram (frequency vs. wave vector). The

bandgaps are the frequency ranges on this diagram where there are no solutions.

For the two-modes we have studied the electromechanical coupling, since the fre-
quencies are well-separated (1 GHz and 4 GHz), having a single bandgap is not

feasible, therefore, we need to have multiple bandgaps to have the two modes within
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Figure 7.7: Multimode LN Resonator Design 2. (A) Schematic of the PnC
resonator, constructed from a central defect cell and periodic mirror cells. The
mirror cell geometry (w,,, h,,) defines the phononic crystal. (B) Simulated electrical
admittance of the PnC resonator. Sharp, high-quality factor resonant peaks appear
at frequencies (~1.78 GHz and ~4.1 GHz) designed to fall within the bandgaps in
(C) , confirming that the PnC mirrors provide strong acoustic confinement for the
modes within the defect cell. (C) The simulated band structure for the mirror cell
array, revealing seperate phononic bandgaps at different frequencies (shaded gray).

those bandgaps. The key to designing these bandgaps lies in understanding the mirro
cell’s geometry as a local resonant system. The mirror cell can be conceptualized as
a primary mass (the main body) connected by springs (the tethers). The geometry
of these elements determines the local resonant frequency. This local resonance
is what opens the bandgap. By carefully tuning these geometric parameters, we
can position the bandgaps to overlap with our target operating frequencies, thereby
isolating the resonators. While this process can be automated, a conceptual under-
standing of this mass-spring relationship is crucial for an effective initial design. In
Fig. 7.7C, we demonstrate the simulated bandgap diagram for the engineered mirror

cell design which delivers acoustic bandgaps at the two-mode frequencies.
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While this section outlines the foundational principles of the PnC design at the
surface level, the final device parameters are achieved through an iterative process
that combines simulation with fabrication. The LN PnC devices used for the mass
sensing experiments in this thesis were fabricated at Stanford University by the

LINQS research group as part of this collaborative research effort.

7.3.2 Preliminary Results on NEMS-MS Experiments with PnC Resonators

Initial experiments with PnC resonators were performed on a single-mode device to
observe its piezoelectric behavior under charged molecule loading within our hybrid
system. The device has a fundamental shear mode, studied in the previous chapters,
with smaller in size (~ 500 nm X 500 nm) and thickness (150 nm) resulting in the
fundamental shear frequency of w,,/27n ~ 3.6 GHz. The microwave measurement
setup in the Hybrid platform is redesigned to operate at the GHz regime for the
reflection measurement characterization, significantly higher than the Si devices
previously measured. The measurement setup was similar to that shown in Fig. B.1,

but with the addition of PLL using the built-in function of the lock-in amplifier.

Using this platform, we have preformed mass sensing measurements with Apofer-
ritin protein on LN PnC resonators at 80K temperature with liquid nitrogen cooling.
The experimental results demonstrating the individual frequency shifts due to pro-
tein absorption on the PnC is shown in Fig. 7.8. While these experiments mark the
first NEMS-MS performed in the GHz regime and open the door for future work,
estimating the analyte’s mass from a single mode alone is tricky. One could po-
tentially collect numerous data points and use statistical tools, assuming a uniform
distribution of events on the surface, to extract the mass. Our initial estimate, from
calculating the expected shift from a single Apoferritin landing on the anti-node of
the mode shape, yields a value of approximately [10 kHz]. This calculated max-
imum shift aligns with the larger frequency jumps observed in our experimental
data.

As a next step, we have worked on characterization of the multi-mode PnC res-
onators. The experimental setup has been modified for the simultaneous readout of
the two-modes, as shown in Figure. The allan deviation measured by simultaneous
PLL for the two-modes is shown. A primary challenge in this work remains the
difficulty in achieving high electromechanical coupling across all available modes

at 80 K temperatures, as the Hybrid setup is mainly optimized for this cooling.
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Figure 7.8: GHz NEMS Mass Sensing. Time series data of mass sensing exper-
iments with single Apoferritin molecules using a single-mode LN device. A PLL
tracks the resonator’s frequency shift (A f) over time. The discrete downward jumps
in frequency, shown magnified in the insets, correspond to the absorption of indi-
vidual molecules to the resonator surface. This proof-of-concept experiment marks
the first demonstration of NEMS mass spectrometry in the GHz regime within our
hybrid mass spectrometer.

Compared to the silicon doubly-clamped beam resonators discussed in the previous
section, the mode shapes of phononic crystal (PnC) resonators differ dramatically.
While the first critical challenge was to the design and fabrication of multi-mode
PnC resonators, calculating the mass of a single analyte also cannot be done with
traditional methods applied to nanobeams. The measurement method remains the
same in terms of measuring frequency shifts induced by a single molecule; however,
the 2D architecture of the mode shapes in PnC devices makes mass calculation from
these shifts more complex. Moreover, these higher-order shear mode shapes are not
as well-characterized as those of a simple nanobeam and small deviations due to

fabrication imperfections can lead to drastic changes in the mode shape.

To overcome this challenge, our group has developed a data-driven approach that
circumvents these limitations by eliminating the requirement of knowing the mode
shape in advance [49]. This method uses a calibration-based algorithm—termed
the “learning phase”—which utilizes a frequency-shift “fingerprint” from several
modes to perform the mass measurement and is well-suited for our hybrid system

with proteins, since proteins exhibit small variations in mass and size.
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7.4 Towards NEMS-MS in Quantum Regime

Building upon successful NEMS-MS experiments with Si doubly-clamped beam
resonators as well as preliminary results with multimode PnC resonators operating
in the GHz regime, the ultimate goal for this technology is to achieve quantum
sensitivities. While the initial experiments with LN PnC devices in quantum regime
have demonstrated that the conventional mass sensing, which relies on resolving
frequency shifts, may be fundamentally limited by noise introduced by TLS defects,
it promises another type of quantum sensing by exchanging energy quanta with the
mechanical resonator mode through strong coupling. The feasibility of this approach
is evidenced by our direct observation of strong coupling between the mechanical
mode and individual TLS defects. This principle can be extended to an extrinsic
particle, enabling a similarly strong, observable interaction between the resonator
and a single protein. Such a technique would transcend simple mass detection
combined with the conventional mass sensing, quantum sensing promises to unlock
structural and compositional information about native proteins with unprecedented
detail.

When a protein lands on the resonator, its internal degrees of freedom (e.g., a dipolar
or vibrational mode) can interact strongly with the mechanical mode of the NEMS
device. Instead of a simple frequency shift, this interaction can create new hybrid
mechanical-protein states, visible as an "avoided crossing" in the system’s energy
spectrum. The magnitude of this coupling, g, provides a direct probe into the pro-
tein’s intrinsic properties, offering a path to sensing its structure and conformation,
not just its mass. Since the most functionally relevant protein vibrations occur in the
terahertz (THz) range, developing NEMS resonators that operate in the gigahertz
(GHz) regime is the critical first step. This provides the high-energy mechanical
quanta necessary to interact with these THz modes, paving the way for a new form

of single-molecule quantum spectroscopy.

Reaching this goal requires an advanced hybrid platform—essentially a mass spec-
trometer unit integrated with a dilution refrigerator—capable of operating at 10 mK.
Our initial efforts involve designing of such unit. This involves great engineering
challenges to maintain such cryogenic temperatures while controllably delivering

proteins from room temperature to the millikelvin stage.
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Appendix A

DEVICE DETAILS

The lithium niobate (LN) phononic crystal (PnC) nanoelectromechanical systems
(NEMS) resonators studied in this thesis were fabricated at Stanford University in
the Laboratory for Integrated Nano-Quantum Systems (LINQS), led by the group of
Amir Safavi-Naeini. This work was part of a collaboration focused on NEMS mass

sensing applications.

The devices are fabricated from a 250 nm thick X-cut congruent lithium niobate
(LN) wafer bonded to a high resistivity (111) silicon handle. The fabrication details
of our PnC NEMS resonators are explained elsewhere [23, 77, 128].

While the device fabrication is similar to that in previous works, the observation
of strong coupling was enabled by two critical experimental conditions: 1) We
probe the system at low phonon numbers to avoid TLS saturation and decoherence
and, 2) Crucially, we employ a tunable DC bias to frequency match individual
TLS with the resonator. The device we use in this work consists of an array of 9
resonators with slightly different defect cell dimensions, which enables frequency
multiplexing. In addition to the resonator highlighted in the main text, we performed

similar experiments on the other resonators in the array.

Silicon doubly-clamped beam resonators are fabricated at Caltech and the fabrication

process is explained in the main-text.
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Appendix B

DETAILED EXPERIMENTAL SETUP

For the experimental setup (Fig. 5.2) of piezoelectric actuation and detection of the
NEMS, we employ a Zurich Instruments UHFLI lock-in amplifier (LI) to measure
on-chip devices thermalized to the mixing chamber plate of a Bluefors horizontal
(LH-400) dilution refrigerator. Due to the limited frequency range of the LI (0-600
MHz), the near-resonant drive signal (~ 1.9 GHz) is generated by mixing the
output of the LI with a local oscillator (LO) at GHz frequency. After the mixing
operation, the undesired sideband is filtered and the signal is transmitted to the
device then passed to a superconducting output line via a cryogenic circulator
(QCY-GO150201AM). The reflected signal is then mixed down to the LI frequency
by the same LO, then filtered before reaching the LI input for demodulation. The LI
and LO clocks are frequency locked. The reflected signal is amplified in two stages:
first at the 4 K stage using a SiGe cryogenic amplifier (Cosmic Microwave CITLF3),
and subsequently at room temperature using additional low-noise amplifiers (Mini-
Circuits) as needed. An isolator at the 100 mK stage prevents amplifier input
noise from reaching the device. The refrigerator drive line is highly attenuated and
constructed from lossy beryllium copper (BeCu) coaxial cables to suppress thermal
fluctuations from room temperature down to the 10 mK stage. Meanwhile, the
readout line consists of superconducting niobium titanium (NbTi) coaxial cables
from 10 mK to 4 K to minimize signal loss. A low-noise DC supply (Yokogawa;
GS210) generates the static electrical bias across the device electrodes. The DC
signal is routed through twisted-pair cables with sufficient thermalization at each
stage within the dilution refrigerator, and a low-pass filter at the 4 K stage further
reduces the high frequency noise. Just before reaching the device, the microwave

drive and DC bias are combined using a bias tee circuit.
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Figure B.1: Detailed Experimental Setup. Schematic of the horizontal dilution
refrigerator measurement setup used to acquire all main text experimental data
presented in this chapter. The microwave drive signal is generated by mixing the
local oscillator (LO) tone from a signal generator (SG) at 1.5 GHz with the Zurich
lock-in (LI) output in the DC - 600 MHz range. The signal is up-converted to near
the resonance frequency (w,,/2m ~ 1.87 GHz) and the sidebands are removed by
cascading the microwave tone through high pass (HPF) and low pass filters (LPF).
The drive signal is then combined with the DC bias at the 10 mK stage via a bias tee
circuit. The reflected signal is amplified at 4 K and at room temperature before being
down-converted using the same LO tone and sent to the LI input for demodulation.
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Appendix C

STRONG COUPLING MODELING AND SIMULATIONS

The simulated spectra of the double avoided crossing of individual TLSs are gen-
erated by solving the master equation Equation 5.5 for each DC detuning while
varying the wrrs(Vyc) according to the relation given in Equation 5.3. TLS,C1 and
TLS,C2 frequency parameters (Ao, d&e/0Vyc, €0), which determine their dependence
on DC bias and yield excellent agreement with the experimental data, are provided in
Table C. The NEMS-TLS coupling rate g is obtained by fitting the avoided crossing
spectra in Fig. 5.7B. For all subsequent simulations, including those investigating
power and temperature dependencies, the parameter set {A, €, de/dVy., g} remains

fixed, with only minor adjustments if the TLS frequency shifts slightly.

In addition to these fixed parameters, we allow the following parameters to vary
with input drive power and temperature: the resonator’s internal decay rate k;, the
TLS decay rate ytrs, and the effective thermal occupancy n.rr. We also apply
small adjustments to the external coupling rate «, to obtain optimal agreement.
We determine these parameters based on best-fit estimates to the experimental
data. To fit a single |S;;| trace at a chosen DC bias, we first estimate «; and «,
from the far-detuned response of the resonator— i.e., at large DC offset, where
the resonator exhibits a single Lorentzian dip largely unaffected by the strongly
coupled TLS. To fit to the split spectrum in the presence of strong coupling, we then
employ a least-squares optimization to refine «;, k¢, yTLs, and n. sy by minimizing

the mean squared error (MSE) between the simulated and experimental magnitudes
exp
11

at the detuning A,,;, and |S

of [S11]. Concretely, |S, (An.i)| denotes the experimentally measured magnitude

sim
11
numerically solving the master equation for a parameter set p = {«;, K¢, YTLS, Mle f }-

We then define:

(Ap.i;p)| is the simulated magnitude obtained by

1

2
N )

MSE(p) =

N
2 (1S @i pl = 1877 (A .

i=1
where N is the total number of detuning points in that sweep. After several iterations,
this procedure yields a set of parameters p’ = {k;, k;, ¥ g ef s} = argmin, MSE(p)

that provides good agreement with the experimental data, as demonstrated in the
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TLSID  A¢/h[GHz]  &0/h[GHz]  1-%2 [GHz/V]  g/2x[MHz]

0Vqc
TLS,C1 1.8692 33.26 38.42 2.40
TLS,C2 1.8645 18.66 30.01 1.72

Table C.1: TLS Parameters. This table summarizes the key parameters of TLS,C1
and TLS,C2 used in simulations, where # is Planck’s constant.

main text. Numerically simulating the system at high power and temperature requires

alarger Fock-state basis in the master equation, increasing computational complexity.

The parameter n,rr accounts for the increased phonon occupancy arising from
higher drive power or elevated temperature. We estimate the uncertainty in n, sy via
the following approach. We fix all parameters in p’ except n, y and perform a one-
dimensional sweep of n, s ¢ in the vicinity of its initial best-fit value. We then define
a threshold level 1.05 x MSE(p’), corresponding to a 5% increase in MSE compared
to the minimum MSE. The range of n, s satisfying MSE(n.rr) < 1.05 x MSE(p’)
is taken to define the error bar of n. sy in the main text. An example of this sweep

operation is illustrated in Fig. C.1.

The described method above for a single | S| trace can be applied in two-dimensional
parameter space by taking both A,,, and DC bias V. as a sweep parameter. To capture
the entire parameter space, we extend the MSE definition to include all (A, ;, Vi ;)

points in the spectra:

Na Ny

1 .
MSEsn(p) = <— 3 " (IS5 (A Ve s D] = IS5 (Ao Ve, ) )

2
9
N, total

(C.2)
i=1 j=1

where N, is the number of detuning points, Ny is the number of DC bias points, and
Niotat = Na X Ny is the total number of points. This approach assumes uncorrelated
errors between the simulated and experimental data for each data point of the spectra.
By minimizing MSE,p over the full (A,,, V4.) plane, we obtain an optimized set
of {ki, ke, yTLS, Nefr} that reproduces the system’s response over a DC range that
captures the TLS crossings. We find that optimization around critical DC tunings,
where w,, ® wrLs, yields parameter values consistent with those from the full 2D
optimization. Table C.2 summarizes all the parameters that are used to produce
simulated spectra in Fig. 5.7 and Fig. 5.10, along with the associated fitting errors
(MSE, MSE;p). For the single-phonon cooperativity values mentioned in the main-

text, we use the decay rates of TLS and the mode for n.ss ~ 1 from the Table C.2.
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P[dBm]  yrus/2n [kHz]  k;/2n [kHz]  k./27 [KHz]  nepy MSE MSEqp

-150 200 400 17 0.08 590x10™* 2.12x107*
-149 184 180 18 022 7.80x10* 3.55x107*
-148 169 160 22 029 5.14x10* 249x10™
-147 150 150 25 031 536x10™ 257x10™*
-146 106 100 24 041 434x107* 249x 107
—145 81 112 17 040 2.88x10™* 1.94x107*
-144 50 100 19 0.68 1.99x10* 1.56x 107
-143 87 95 20 073 1.52x107* 1.26x107™
-142 65 100 24 0.99 1.58x10™* 1.22x10™*
-141 55 80 24 1.37  0.99x10* 0.99 x 107
-140 84 80 29 .50 090x10™* 1.01x107*
-139 60 67 29 175  0.77x10™*  1.05x107*
-138 25 84 30 357  0.69x103  0.78 x107*
-137 23 71 30 384  0.54x10™% 078 x 107
-136 30 86 35 527  0.77x10™*  0.89x107*

Table C.2: Optimized Parameters for TLS,C1 Simulations. The listed param-
eters were used to simulate the master equation and achieve a close match to the
experimental data shown in Fig. 5.10. MSE values represent the error calculated for
fixed DC bias in Fig.5.10C, while MSE,p corresponds to the errors associated with

the spectra in Fig.5.10B.
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Figure C.1: Characterization of 5% Tolerance Criterion for n.;s. The plot
displays the mean squared error (MSE) as a function of the estimated phonon
number n. After iterative minimization of the fitting parameters, we sweep n around
the optimized n,. s value to quantify the uncertainty in our estimation. This sweep
identifies the regions n < n.sy and n > n.yy where the MSE increases by 5%
above its minimum value (indicated by the shaded area). Notably, the error rises
more steeply for n < n,¢s than for n > n,ss, as expected due to the y/n scaling of
the energy levels. As n.rr increases further, achieving an accurate determination
becomes increasingly challenging and computationally expensive.
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Appendix D

DETAILS OF RESOLVING RANDOM TELEGRAPH SIGNALS

To analyze the RTS data, we calculate the probability distribution of the amplitude
response using kernel density estimation (KDE) [138], as mentioned in the main text.
This method provides a smooth estimate of the underlying distribution, allowing us
to resolve closely spaced peaks in the presence of RTS. Once these peaks are
identified, each point in the amplitude time trace is assigned to the nearest peak,
producing a ladder plot (see red line, Fig. 5.20A) that reveals when the system

transitions between states.

Once the two-valued ladder plot is constructed, we can easily determine the switch-
ing instants and corresponding dwell times—that is, the durations for which the
system remains in each state (i.e., classical or quantum).The switching rate, A, for
each process is determined by applying a maximum-likelihood estimation (MLE)
procedure to the raw, unbinned dwell times, fitting them to an exponential function.
The uncertainty is derived from the 95% confidence interval of the MLE fit. These
dwell times are then binned using Scott’s rule [139] to produce a histogram that is
normalized to form a probability density function, ensuring that the total area under
the histogram equals unity. For the analysis presented in Fig.5.20B, the RTS data
was taken from a dedicated 10-minute measurement with the on-resonance drive
to serve as a high-quality benchmark for our fitting procedure. For other analyses,
such as systematic sweeps, shorter acquisition times (20-120s) were implemented.
These durations were found to be sufficient to resolve the probability distribution

and observe the trend of the switching rates as a function of the sweep parameter.
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