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vABSTRACT

This thesis is presented in two parts.

Part I (Chapters 1–2) addresses a common challenge for experimentalists: the scarcity of laboratory
space. Inspired by recent advances in fan-array wind tunnels, a novel, ultra-compact water tunnel
was developed that uses an array of submerged thrusters to drive flow within a rectangular tank.
Prioritizing space efficiency over power efficiency, the design achieves flow quality comparable to
traditional facilities while occupying just 8% of the typical footprint. Flow characterization using
particle image velocimetry (PIV), hot-film anemometry, and laser Doppler velocimetry (LDV)
demonstrates the tunnel’s effectiveness and suitability for fluid dynamic research.

Part II (Chapters 3–5) uses this new facility to investigate the aerodynamics of delta wings with
extreme leeward surface contours in low Reynolds number subsonic flow. While the canonical delta
wing flow field is dominated by a pair of counter-rotating leading-edge vortices (LEVs), similar
vortex structures have been observed over a range of geometries—including biological forms such
as boxfish. However, the influence of non-uniform thickness and large leeward surface deformations
on LEV behavior remains poorly understood.

To address this, a family of 70° sweep delta wing shapes was defined using Bézier splines, spanning
a continuum from flat plates to forms approaching bluff bodies. Eight 3D-printed wing models were
fabricated, with systematic variation in cross-sectional curvature and thickness, including a conical
apex section with a thickness-to-span ratio of 0.5. Dye visualization, stereoscopic PIV (SPIV),
and load cell measurements were used to examine LEV strength, position, and wing performance
across multiple angles of attack. Results show that increasing the leeward surface height, effectively
confining the LEV, leads to substantial reductions in vortex strength and shifts in vortex position.
Experimental evidence of a dual primary vortex structure over thick delta wings is reported for
the first time. Tomographic dye reconstructions reveal complex three-dimensional vortex behavior
in the aft section of the wings, including flow separation patterns reminiscent of those seen in
hatchbacks and Ahmed bodies. Force measurements reflect the observed flow field, with highly
non-linear force evolution with angle of attack depending on model cross-sectional and longitudinal
profiles. These findings provide new insight into the interplay between surface shape and vortex
structure, and further demonstrate the capabilities of the compact flow facility.
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3C h a p t e r 1

BACKGROUND AND METHODS

1.1 Introduction
Background
Low speed water tunnels are common facilities for a wide range of experimental studies ranging from
biological swimming to fundamental fluid mechanics. Water tunnels exist to create a (typically
steady and uniform) flow of water through the test section. Typical water tunnels require large
supporting elements to accomplish this goal (R. Gordon and Imbabi, 1998), which means that the
footprint of the full tunnel is much larger than the test section (Figure 1.1a).

The overall size of a tunnel is generally understood as a trade-off with flow quality and power
efficiency (Barlow, Rae, and Pope, 1999). The typical design philosophy for a closed-circuit
tunnel is to contract the flow into the test section and to minimize flow separation, which involves
devoting most of the tunnel footprint to carefully designed diffusers, corners, and contraction
sections (Barlow, Rae, and Pope, 1999; Mehta and Bradshaw, 1979; Cattafesta, Bahr, and Mathew,
2010). A larger tunnel (larger contraction ratio) tends to produce more uniform, lower turbulence
flow (Breuer et al., 2022; Mehta and Bradshaw, 1979). Larger contraction ratios also reduce flow
speeds before the contraction, which garners efficiency benefits for screens and honeycombs at that
location (Mehta and Bradshaw, 1979).

Small water tunnels common in academic laboratories often achieve a somewhat reduced footprint
by replacing the return section with relatively small diameter piping, at the cost of power effi-
ciency (Da Silva Ássi et al., 2005; Sargison et al., 2009). To some extent, designers of wind and
water tunnels have also been successful at reducing tunnel diffuser size using screens to counter
the adverse pressure gradient associated with rapid expansion of the flow (Mehta and Bradshaw,
1979; Breuer et al., 2022). In general, past efforts to create compact water tunnels have either sac-
rificed flow quality (Zahari and Dol, 2015; Persen and Saetran, 1983), or presented only marginal
improvements to overall tunnel size (R. Gordon and Imbabi, 1998).

Compact open-return wind tunnels composed of an array of independent fans have become popular
over the past several decades. To the knowledge of the authors, the first computer-controlled
multi-fan tunnels were built at Miyazaki University in 1993 and included relative modest 2:1
contractions (Nishi, Miyagi, and Higuchi, 1993). Early computer fan tunnels with no contraction



(a) ELD 505

(b) FLOWTUB

Figure 1.1 To-scale top view schematic of a representative traditional low speed water tunnel design
(Engineering Laboratory Design (ELD) 505, top) compared with the FLOWTUB tunnel (bottom).
Test sections (blue) have the same 61x61cm cross-sectional area. Flow direction is indicated
by arrows. In the FLOWTUB design, flow through the test section is driven in suction by an
array of submersible electric thrusters (cyan stripes), returns around the outside of the test section,
and passes through a flow management system (FMS, green grid) at the test section inlet. The
FLOWTUB is also capable of operating in reverse (blowdown) to generate spatially and temporally
non-uniform flows.

and uniform fan inputs were built at the Strategic Air Command Museum in Nebraska and the
University of Kentucky, followed by similar tunnels with row-wise control at Oklahoma State
University in 2009 (E. Johnson and Jacob, 2009) and at Caltech in 2011 (Kim et al., 2013). A
tunnel in which the angle of the driving fans is modulated was developed at Tianjin University
in 2015 (Jia-Ying et al., 2015), and large arrays of independently-controlled fans were developed
by Caltech students for the Center for Autonomous Systems and Technologies (CAST) facility
in 2017 and to test the Ingenuity Mars Helicopter within the confines of a vacuum chamber in
2018 (Dougherty, 2022; Veismann et al., 2021). Since then, fan array wind tunnels have become
commonplace (Noca et al., 2019; L’Ecuyer, 2021; Olejnik et al., 2022; Li et al., 2023).

Objective
The current work takes inspiration from this growing body of compact wind tunnel research to
develop a low cost, low speed, free-surface research water tunnel with comparable flow quality to
a typical academic free surface tunnel (uniformity < ±5%, turbulence intensity <1%) but with a
test section to total volume ratio an order of magnitude higher than traditional tunnels. It is also
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desirable that the tunnel be capable of producing a wide range of flow velocities. Lower limits on
tunnel speed are often imposed by the minimum rpm of the driving pump, and flow quality concerns
due to the common issue of persistent low-frequency slosh. At higher speeds, flow visualization
by dye injection becomes increasingly difficult due to increased turbulent diffusion. The best dye
visualization results are obtained for flow speeds less than 15 cm/s (M. Ol, 2001). Another potential
concern is free-surface waves in the test section, which become problematic at around the same
speed. For these reasons, the design goal of the tunnel was a top speed of only 20 cm/s, with a
minimum speed of less than 1 cm/s. In addition, the new tunnel design should be simpler and less
expensive to manufacture than traditional designs and must offer maximal optical access to the test
section. An additional goal was to minimize the upfront engineering cost, which was enabled by
eschewing a bespoke contraction and turning vanes. This design will heretofore be referred to as
FLOWTUB: Free-surface, Low-speed, Optically-accessible, Water TUnnel in a Box.

Thruster Array Tunnel Concept
To allow for a dramatically smaller footprint for a given test section size, this work demonstrates a
new type of low speed closed-circuit water tunnel which aims to maximize test section size while
minimizing construction cost and complexity and maintaining acceptable flow quality. Comparable
flow quality to much larger traditional tunnels is maintained through the use of a novel drive system
consisting of an array of electric thrusters and aggressive flow conditioning.

In contrast to traditional tunnel designs, this tunnel does not employ a contraction section, turning
sections, or settling chambers. Asymmetries associated with aggressive flow turning are minimized
by wrapping the return path around both sides and underneath the test section (Figure 1.1b). This
arrangement allows the entire tunnel to be contained within a single rectangular tank, and each
tunnel component to be placed inside this tank with less regard towards waterproofing than is
typically necessary. In general, the test section size within the tank is maximized at the expense of
power efficiency.

Driving fluid flow creates flow structures on the spatial and temporal scales of the propeller/impeller
blades. Because smaller flow structures tend to dissipate more readily, it is desirable to minimize
propeller size. At the same time, the test section area should be large relative to the propeller
area, and bulky area-changing sections (contraction and diffusers) should be avoided to minimize
total footprint. These goals are realized using an array of electric thrusters to drive the flow rather
than a single larger pump. Each thruster consists of a brushless electric motor which drives a
propeller inside a duct. The motors are identical to those used in the ubiquitous small uncrewed
aerial vehicle (UAV) market save for additional epoxy waterproofing. Submersible electric thrusters
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have improved in price and availability in recent years as they are increasingly used for hobbyist
applications like electric paddleboards and kayaks (Mann et al., 2023) in addition to traditional
applications in uncrewed underwater vehicles (UUVs) (Christ and Wernli Sr., 2014).

The thruster array is positioned at the end of the test section to allow any flow structures generated
by the thrusters to dissipate along the length of the return section. At either end of the test section,
the flow must execute a 180◦ turn: first from the thruster array into the return section and then
from the return section back into the test section inlet. Such sharp flow turning is generally avoided
to minimize flow separation, which can be a source of unsteadiness and persistent non-uniformity
in the flow (Barlow, Rae, and Pope, 1999). At the first turn, the favorable pressure gradient from
the thruster array acts to reduce the potential for separation; the turn into the test section inlet
presents a greater challenge. Turning vanes were not employed to limit upfront engineering costs
and simplify construction. Instead, an iterative procedure was used to design the flow management
system (FMS) at the test section inlet to produce the desired uniform low-turbulence flow. Details of
the implementation of this design are provided in Section 1.2 with flow characterization techniques
and results in Sections 1.3 and 2.1, followed by a discussion in Section 2.2.

1.2 Technical Implementation
The FLOWTUB tunnel was constructed within a 0.89x0.89x2.11m aquarium tank (Figure 1.2).
Sizing the test section cross-sectional area to roughly equal the return path area, this outer tank
can fit a 0.61x0.61x1.37m test section, comparable to commercial water tunnels like the ELD 505
(Figure 1.1). Thus about 30% of the tank volume is occupied by the test section. This particular
test section size was selected to be large enough to mount a gantry above the tunnel for dual use as
a tow tank, and to enable varied experiments in biological fluids and vortex dynamics. In addition
to the four glass sides and open top, four windows on the tank floor provide optical access. The
function and construction of each element of the tunnel are discussed below.

Test Section
The two sides and bottom of the test section are flat sheets of 9.5mm thick clear acrylic plastic. An
external frame composed of 316 stainless steel strut channel holds these panels in place. Alignment
features and draw latches at each end of the test section allow for removable connection to the FMS
and thruster array.

A 50% open 304 stainless steel perforated plate and 5cm thick 6.4mm cell honeycomb separate
the test section from the thruster array. These elements enforce a pressure drop to isolate the flow
in the test section from any downstream pressure irregularities arising from the thrusters. At the

6



FMS test sec on TA

61 cm
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Figure 1.2 Computer-aided design (CAD) images of the FLOWTUB tunnel design including top,
side and angled views (arranged counterclockwise), photograph of the tunnel (bottom right), and
detail of the FMS construction (top right). In each view, the FMS and vertical baffle can be seen on
the left side, test section in the center, and thruster array (TA) on the right. The angled view does
not include the outer tank. Flow direction is indicated by black arrows in the top view.

opposite end of the test section, the FMS section aims to eliminate non-uniformity and temporal
variation of the flow entering the test section.

Flow Management System (FMS)
To enter the test section, fluid from the return path outside the test section must execute a 180 degree
turn. Rather than trying to avoid flow separation with bespoke turning vanes and a larger turn radius,
this design relies on uniform blockage by a series of elements at the test section inlet. Because drag
scales with the square of velocity, faster fluid experiences proportionally greater resistance due to
a uniform blockage than does a slower fluid, which improves flow uniformity (Barlow, Rae, and
Pope, 1999).

Four kinds of flow management devices were employed: perforated plates, honeycomb, screens,
and reticulated (open-cell) polyester foam. All of these elements present approximately uniform
blockage to the flow, with perforated plates being the most aggressive. The primary purpose of the
honeycomb is to reduce swirl and spanwise flow. Screens serve to break up turbulence to small
length scales on the order of the screen openings and wires (Barlow, Rae, and Pope, 1999). Less
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prevalent in the literature is reticulated foam (Sabatino and Maharjan, 2015), which was used here
both to break up flow structures to the size of the open cells and to encourage spanwise momentum
exchange.

These elements were combined in several configurations in an iterative process to minimize devi-
ations from a uniform velocity profile as measured by digital particle image velocimetry (DPIV,
Section 1.3). The primary flow management system, represented schematically in the top right of
Figure 1.2, is composed of four 9.5mm thick clear acrylic sides forming an open duct in which
can be placed any combination of conditioning elements. After experimental iterations, the final
configuration consists of a 50% open 304 stainless steel perforated plate followed by two layers of
2.5cm thick reticulated foam, one 12 pores per cm (ppc) and one 16 ppc. Next the water passes
through a 60% open perforated plate followed by a 5cm long, 6.4mm cell diameter honeycomb
and a stainless steel screen. Each of these components was stacked without gaps, occupying a
streamwise length of just over 10cm. After a gap of about 5cm, the flow passes through a final
stainless steel screen at the exit of the FMS into the test section.

Outside the FMS, a vertical baffle serves to redirect the flow into the inlet and inhibit spanwise flow.
This baffle spans from the center of the FMS inlet to the tank wall and from the tank floor up out
of the water. It is composed of a single 2.5x30x91cm piece of 8 ppc reticulated foam folded in half
around a 2cm diameter stainless steel rod. In addition, two 2.5x10cm strips of 8 ppc reticulated
foam were placed horizontally across the FMS inlet at the bottom and center to reduce the flow
velocity within the test section at those locations.

Thruster Array
Water is propelled through the tunnel by a 9 by 9 array of Diamond Dynamics TD1.2 thrusters.
Each thruster consists of a brushless electric motor with an anodized aluminum housing and epoxy-
coated windings attached to a 58mm diameter propeller and mounted inside of a plastic duct with
outer diameter of 73mm. The thrusters are capable of operating in forward or reverse depending
on the pulse-width of a control signal sent to its electric speed controller (ESC).

The array is grouped both mechanically and electrically into 9 columns of 9 thrusters each. To
minimize the total angular momentum of the array (and of the resulting flow), the rotation direction
of the thrusters is alternated in a checkerboard pattern. Each row receives 12V power from a 1200 W
server power supply (HP HSTNS-PL30) and rpm commands from a PCA9685 servo control board.
Incidentally, a very similar power and control architecture was used in a recently published work
using a grid of computer fans for a wind tunnel (Li et al., 2023). In the current implementation, each

8



power supply is supplied with 120VAC and is capable of outputting up to 900 W of power. A single
Arduino Uno runs a custom script to receive control inputs from the tunnel operator and distribute
these commands to the PCA9685 boards over I2C. During experiments, the rpm commands are
sent via serial to the Arduino with a Python script. Hardware control is also available through a
potentiometer knob and a switch. Each thruster has a unique address and it is possible to send each
thruster a different rpm command. In the interest of generating low-turbulence uniform flows, only
uniform rpm commands were sent to all thrusters for all the results shown in this paper, excepting
the shear layer demonstration.

Each column of 9 thrusters is mounted on a 3mm thick 316 stainless steel plate. Each plate was cut
from sheet stock on a waterjet to have a foot at the bottom edge and a groove to accept a latch at the
top edge. To receive and support these column plates, a frame was constructed of 316 stainless steel
3mm sheet and strut channel with matching slots at the bottom and top such that each column plate
can be inserted into the frame and latched in place. Each thruster power cable is routed through
a series of lasercut acrylic clips along the leeward edge of the column plate up out of the tunnel
where it connects to the power and control electronics through screw terminals on a DIN rail. This
design makes it possible to service and replace any single thruster without impacting its neighbors.

Two vertical strut channel bars connect the outer frame of the array to the tunnel superstructure to
support the thrust load during tunnel operation. The cross-sectional area inside the thruster array is
larger than that of the test section, 70.8 cm wide by 67.5 cm tall. An 18cm long truncated pyramid
diffuser composed of flat trapezoidal 9.5mm thick acrylic panels adapts the test section area to the
larger thruster array.

Free Surface Management
At each station of the tunnel flow loop, the water level changes during operation as a function of
the flow speed. The pressure changes across the FMS and thruster array are visible as changes in
the free surface height across that element. These surface height gradients have the potential to
cause water to cascade over tunnel elements, entraining air bubbles down into the water which can
obfuscate measurements. The most effective solution to these issues of air ingestion from the free
surface is to float sheets of closed-cell polyethylene (PE) foam on the water to quiet free surface
instabilities. As much of the water surface as is practical is covered with sheets of PE foam during
testing. The buoyant foam is able to rise and fall with changes in surface height as the tunnel speed
is changed. This has the added benefit of adding damping to gravity waves, which reduces slosh in
response to flow acceleration.

9



Maintenance Systems
A persistent challenge during the development of the tunnel was limiting the growth of algae.
Chlorinating the water (similar to a swimming pool) was effective, but increases oxidation of the
tunnel structure, thruster motors, and experimental models. Constant sediment filtration was also
effective for limiting algae growth, but has the undesired effect of removing PIV seed particles. A
12 gpm 55W ultraviolet (UV) filter from Bluonics was found to be most effective at removing algae
growth without impacting PIV seeding or causing corrosion.

The filtration system intake is a 3 ft length of PVC pipe capped with a vacuum brush and wire mesh
filter that connects to the rigid PVC system outside the tank via a check valve and a 10 ft length of
flexible vacuum hose. Thus the intake can easily be used to vacuum all areas of the tank and can be
removed before testing. Piping from the intake leads to two electrical pumps in parallel. One pump
(Lanchez 1/2 hp 960 gph shallow well jet pump) is used only to prime the system for operation
of the second pump (1500 gph Sicce Multi 5800 aquarium pump) which is capable of continuous
operation and happens to be significantly quieter. Experiments in the tunnel are conducted with
both pumps switched off. The pumps drive water through a series of filters (including the UV, 100
micron, 5 micron and carbon filters), each of which can be bypassed as desired with a network of
ball valves. The UV filter is connected to the PVC system through two 16 in copper water heater
pipes to prevent stray UV light from degrading the PVC plastic in the rest of the system. Filtered
water reenters the tank through an outlet pipe on the tank wall next to the the thruster array. Near
the outlet, a hose connects to a laboratory sink, which is the source of the deionized water used to
fill the tank as well as the drain.

1.3 Experimental Techniques
To validate the tunnel flow quality, measurements were made using planar DPIV and a hot-film
constant temperature anemometer (CTA). Dye visualizations were also conducted as a qualitative
demonstration of tunnel capabilities.

Digital particle image velocimetry (DPIV)
Flow-field measurements were acquired with DPIV in a streamwise plane centered spanwise within
the test section. Raw images captured with an IDT XStream Mini-3520 camera were cropped
to an area of interest 25.6 cm in the streamwise direction and 59.3cm tall, with the upstream
edge about 40.6 cm from the test section inlet and the lower edge positioned 2cm from the test
section floor. DPIV analysis was conducted in PIVview from PIVTEC using a multi-pass FFT
correlation algorithm. Post-processing, including conversion to physical units and plotting, was
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executed by a series of custom Matlab scripts. Vertical velocity profiles were produced by averaging
this data in the streamwise direction and in time. Additional averaging in the vertical direction
produced the mean velocity values used for thruster array calibration and calibration of hot-wire
measurements. The camera frame rate was selected between 30 fps and 200 fps to keep particle
displacements close to 5 px/frame at each rpm set-point. Two hundred frames were recorded for
each experiment, which corresponds to total convective particle displacements of about the length
of the viewing window. The water was seeded with hollow silver-coated glass spheres (Potters
Industries AGSL150-30TRD). The laser was a continuous 445nm 10W diode laser originally
manufactured for laser engraving.

Hot-film CTA
Turbulence intensity measurements were made using a TSI IFA-300 CTA with a 1210-20W hot-film
probe. For single-point measurements of the turbulence intensity variation with velocity (Figure
2.5), the hot-film sensor was positioned 56cm from the test section inlet, 40cm from the test section
floor, and 33cm from the left wall of the test section. At each tunnel speed, the CTA voltage was
sampled at 1,000 Hz for 30 seconds using a National Instruments PCIe-6320 data acquisition card.
Turbulence intensity was estimated from the root-mean-square fluctuations of the hot-film voltage
and voltage sensitivity as determined by a King’s Law calibration, following procedures outlined
by Bruun (1995) and Bruun (1996).

Drift of the CTA voltage can complicate CTA measurements in water, brought about by fouling
of the probe with particles, corrosion, or changes in the water temperature (Bruun, 1996). These
effects were most significant during measurements of the variation of turbulence intensity with
freestream velocity, which involved running the tunnel at high power for an extended period of
time. To minimize this effect for these measurements, data was collected in three consecutive
sweeps from low to high velocity and each sweep was fitted with King’s Law to determine the
voltage sensitivity. Spatially and temporally averaged PIV data provided the velocity reference for
this set of measurements. The standard deviation of the fitted sensitivities was then propagated to
estimate a 95% uncertainty in the turbulence intensity.

A common issue with CTA measurements in water is bubble formation on the sensing ele-
ment (Bruun, 1996). In cases where a bubble was observed on the wire (characterized by a sharp
decrease in the bridge voltage), the corresponding data was rejected and recaptured if necessary.
This was only observed on two occasions during testing.

Additional measurements of the spatial distribution of these velocity fluctuations were taken sep-
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arately by manually adjusting the position of the hot-film sensing element through a 5x5 grid
centered in the test-section at 48 cm downstream from the test section inlet (Figure 2.6). For these
sweeps, data was again recorded at 1000Hz, but the length of the recording was adjusted to be the
highest of either 30 seconds, or one convective time based on the freestream speed and the length
of the test section. At the lowest freestream speed, that convective time is three minutes. For this
set of measurements, a separate calibration was conducted using the LDV probe with its sensing
volume positioned about 1 cm upstream of the hot film sensor.

Laser doppler velocimetry (LDV)
For the spatial uniformity measurements in Figure 2.2 and spatial distribution of velocity fluctuations
in Figure 2.6, mean velocities were measured using a 1D-miniLDV-G5L-500 system from MSE.
Laser Doppler Velocimetry (LDV) measures the signal from particles passing through a fringe
pattern created by the interference of two coherent laser beams. The miniLDV system from MSE
combines the laser, optics and detection hardware in a single unit which is aligned and calibrated
by the manufacturer. The system has a nominal probe volume width of 150𝜇m and length of
1.2mm with a standoff distance of 49.1 cm, but refraction of the light path into water multiplies this
standoff distance by the refractive index ratio to a maximum of about 65.5 cm. Data acquisition
and conversion to velocity measurements were carried out using the MSE 1D Acquistion Manager
software.

An MSE miniLDV G5B with a nominal standoff distance of 28.5cm, volume width of 200𝜇m,
and volume length of 3mm was used to record the tunnel’s acceleration response to startup and
slowdown signals. Starting from a quiescent tank, the thrusters were sent a throttle signal which
linearly increased from neutral throttle to a throttle corresponding to 100mm/s freestream over the
course of 8.5s. The rate of the signal ramp up was chosen as a balance between speed and robustness
of the serial communication to the Arduino which controls the thrusters. Starting from a freestream
throttle setting of 100mm/s, a second series of signals were sent which linearly decreased back
down to zero at the same rate. The miniLDV settings were selected to maximize its dynamic range
to capture the slowest speeds possible as well as the full 100mm/s setting. The minimum speed
the miniLDV could resolve with a signal to noise ratio above 2 was around 6mm/s. Three startup
and three slowdown sequences were recorded at a point near the center of the test section, and
each LDV recording was shifted such that t=0 corresponded to the time at which the velocity first
crossed 50mm/s.
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Fluorescent dye flow visualization
In addition to DPIV and CTA measurements, fluorescent dye (Bright Dyes FWT Red Powder) was
used for qualitative flow visualization. The dye system was gravity-fed from a reservoir near the
lab ceiling through flexible Tygon tubing. Dye flow was toggled on and off with ball valves and
finely adjusted with a series of pinch valves.

A series of visualizations was recorded of the von Karman vortex street behind a 5.9 mm diameter
circular cylinder. Acrylic endplates were used to hold the cylinder in place and to minimize end
effects. To capture wakes at Reynolds numbers from 40 to 490, the tunnel velocity was varied
between 0.8 cm/s and 8.7 cm/s.

Dye visualization was also conducted on a planar shear flow as a demonstration of the diverse
capabilities afforded by the thruster array architecture. For this demonstration, the tunnel was run
in a blowing configuration (reverse from the rest of the results in this thesis) and the rpm command
to the top four rows of the thruster array was reduced by 8% relative to the bottom five rows,
yielding a velocity twice as large on the bottom as on the top. A trapezoidal piece of poster foam
board was positioned within the diffuser as a splitter plate to separate the two different velocity
streams. Dye was injected through a wand made of a 12in length of 1.6mm outer diameter, 0.8mm
inner diameter length of stainless tubing with its outlet pointed downstream within the honeycomb
between the diffuser and test section. During tunnel development, the same wand was used as a
qualitative tool to inform the iterative design of the FMS.
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14C h a p t e r 2

RESULTS AND DISCUSSION

2.1 Flow Quality
Uniformity
The vertical velocity profile in the tunnel was measured for a range of thruster array rpm for dozens
of iterations of the FMS. Figure 2.1a shows the tunnel velocity profile without any FMS at the
test section inlet. With no flow management, the measured profile was unsteady and exhibited
large velocity gradients across the test section. Each of the measured rpm setpoints produced very
different velocity profile shapes, with variations from the mean profile in excess of 40%. The
inconsistency and large gradients in these measured profiles is likely driven by flow separation as
the flow turns 180◦ from the return section into the test section. Such large gradients in the flow
preclude this configuration from being useful for experiments, illustrating why water tunnels are
not typically built in such a small space.

However, with the flow management elements described in Section 1.2, not only are the measured
profiles consistent across different rpm setpoints, the velocity gradients and deviations from the
mean are markedly reduced. The final velocity profile shown in Figure 2.1b indicates less than a
±4% deviation from the mean for the full velocity range outside of free surface and boundary layer
effects. The 95% confidence interval associated with streamwise averaging the PIV field of view
was smaller than ±2.6% for all locations in the lower 80% of the test section.

Additional flow uniformity measurements were taken with LDV at a cross section located 48cm
downstream of the test section inlet (Figure 2.2). Similar to the vertical velocity profiles, the
velocity at each location is within a few percent of the spatially averaged mean, although a somewhat
large (roughly 6 to 8%) velocity deficit exists in the top corners near the free surface. This level of
uniformity is acceptable for the purposes of this research facility, but could be improved by varying
the thickness of the open cell foam in the FMS if desired. Additional LDV measurements taken in
roughly 10 minute intervals over a 3.25 hour experiment indicated less than a 0.4% linear drift in
mean velocity at 10.8 cm/s in the center of the test section.

Thruster array rpm calibration
A thruster array calibration curve with the final FMS is presented in Figure 2.3. The percent rpm
is referenced to the maximum rpm level of a thruster. As expected, tunnel speed has a linear
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Figure 2.1 Comparison of streamwise velocity profile across vertical extent of test section with and
without the FMS. Velocity is normalized by mean velocity at given thruster rpm, vertical position
is normalized by the test section height (61 cm). Measured 40.6 cm downstream from test section
inlet on the center plane of the test section. Each of the curves on the left plot had the same throttle
setting as the corresponding curve on the right.
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Figure 2.2 Variation of mean velocity at each sampled location as percentage of the spatially
averaged mean of 11.0 cm/s. Cross section measured 48 cm downstream from the test section inlet
with vertical (y) and horizontal (x) position normalized by the test section height (h) and width (w)
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Figure 2.3 Thruster array velocity calibration

relationship with thruster rpm. In exchange for flow uniformity, the FMS reduces the average
speed of the tunnel for a given percent rpm setpoint by about 70%. At a 46.8% rpm, for example,
the tunnel with no FMS generates an average freestream speed of 50cm/s, while the uniform flow
generated with the FMS has a speed of 15cm/s. The operational tunnel speeds with the FMS range
from as low as 0.76 cm/s to about 20 cm/s.

Startup and Stop Response
The tunnel velocity response to a smooth start and smooth stop throttle signal is provided in Figure
2.4. In both Figure 2.4a and 2.4b, three trials have been aligned so t=0 corresponds to the moment
when the LDV velocity signal crosses 50mm/s. After the first initial rapid rise, the tunnel continues
to speed up more slowly to its setpoint. The first phase is related to the rate at which the thrusters
are spinning up, and the second slower rise is the water in the tank lagging behind after the thrusters
have reached a constant setpoint. With this signal, the tunnel is capable of accelerating to 99%
of its set point value (100mm/s) within about 10s. Deceleration takes a bit longer: roughly 20s
from the start of the deceleration until the velocity drops below the measurement range of the LDV.
Agreement between the three trials is quite good, indicating a high level of repeatability.

Turbulence intensity
Turbulence intensity estimates are presented at a single location for the velocity range of the tunnel
in Figure 2.5. Because a low speed facility such as this is dominated by lower frequencies, a
16 Hz low-pass filter was applied to the data to minimize the influence of building vibrations on
measurement. The measured turbulence intensity is below about 0.5% for the operating range
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(a) Startup response (b) Stop response

Figure 2.4 Tunnel response to acceleration signals, measured with MSE miniLDV
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Figure 2.5 Turbulence intensity from hot-film CTA measurements taken at 56cm downstream from
the test section inlet, 40cm from the test section floor, and 33cm from the left wall of the test
section. Error bars represent uncertainty due to voltage drift during measurement

of the tunnel. Even without the lowpass filter (including building vibrations, not pictured), the
measured turbulence intensity remains below 2% for all speeds above 5 cm/s. Further discussion
of the influence of building vibration on CTA measurements is offered in appendix A.

A spatial sweep with the hot-film probe also measured the turbulence intensity in a square grid
cross section located 48cm downstream from the test section inlet (Figure 2.6). For this set of
measurements, the structure supporting the probe was isolated from the building vibration as much
as possible, and no filtering was applied.

In this case, the measured velocity fluctuations agree well with the results presented in Figure
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Figure 2.6 Spatial distribution of velocity fluctuations. Cross section measured 48 cm downstream
from the test section inlet with vertical (y) and horizontal (x) position normalized by the test section
height (h) and width (w)

2.5 despite the lack of filtering and the fact that the power spectrum still contains evidence of
contamination from building vibration. At all tested speeds, the measured turbulence intensity
remains at or below 1% across the full cross section of the tunnel, with the exception of the top right
corner near the free surface. At that location, a small leak in the test section wall was discovered
which allowed water from the return section to bypass the FMS and enter the test section directly.
Due to the low pressure difference between the return section and test section such leaks can easily
be stopped with a silicone sealant.

Dye visualization demonstrations
Visualizations of the von Karman vortex street behind a circular cylinder at a variety of Reynolds
numbers (Figure 2.7) give a qualitative indication of the low freestream turbulence of the tunnel,
and demonstrate the sort of experiments that are possible with this facility. The cylinder wakes
appear as expected: at the lowest Reynolds number of 40 no shedding is observed, shedding begins
somewhere before Reynolds number of 80, and the wake has transitioned to turbulent by Reynolds
number of 490 (Batchelor, 2000).

An additional demonstration of the tunnel capabilities when operated in a blowing configuration is
shown in Figure 2.8. Injected dye traces the classic Kelvin-Helmholtz instability in a shear layer
created by commanding an 8% slower rpm to the lower 5 rows of thrusters with a splitter plate
placed within the diffuser. Mean velocity above and below the shear layer was measured with LDV
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Figure 2.7 Dye visualization of the wake behind a 5.9 mm circular cylinder at Reynolds numbers
of 40, 58, 80, 250, and 480 (top to bottom)

Figure 2.8 Dye visualization of a shear layer created by running the thrusters in reverse with a lower
rpm command sent to the top four rows. Mean velocity above the shear layer is 4.7mm/s and below
is 9.6mm/s

at 0.47cm/s and 0.96cm/s, respectively.
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2.2 Discussion
Flow Quality
The above results demonstrate that, despite being far more compact, this water tunnel is able
to achieve flow quality comparable to or better than most water tunnels used for academic re-
search (Pinapatruni et al., 2024; Moreto and Liu, 2020; Sargison et al., 2009; Da Silva Ássi et al.,
2005; R. Gordon and Imbabi, 1998; Persen and Saetran, 1983; Charters and Miles Anderson,
1980). At present, the FLOWTUB tunnel’s maximum speed is about 20 cm/s. At this top speed,
the thrusters are operated at only 60% rpm. The current speed limit is imposed by the level of
the water in the tunnel and the height of the tank walls necessary to avoid flooding the laboratory.
Higher speeds could be achieved if necessary by raising the tank sides, lowering the water level,
or reducing the pressure drop throughout the flow circuit. However, the goal of this facility is to
enable low-speed dye flow and DPIV investigations for which the lower speeds are an asset rather
than a limitation.

The cylinder dye visualizations provide a potent demonstration of the utility of a facility that is able
to operate at extremely low speeds, which enable low Reynolds numbers at which the quality of
flow visualization is improved due to reduced turbulent diffusion. At the same time, this particular
test occupied only a very small portion of the test section and the lower end of its speed range. A
larger 6cm diameter cylinder with a blockage ratio of 10% operated at the top tested speed of 20
cm/s would be able to achieve Reynolds numbers above 10,000. It is also worth noting that it is
uncommon for even low speed water tunnels of this size to achieve acceptable flow quality at such
low speeds. The ELD 505 for example has a nominal minimum speed of around 3 cm/s, whereas
the FLOWTUB tunnel achieves acceptable flow quality at less than 0.8 cm/s.

Power Requirement
The low speeds of the tunnel are the direct result of the high pressure losses through the tunnel
circuit caused by the tight corners, aggressive flow conditioning, and omission of the contraction
section. This is evident in Figure 2.3, where the speed at a given rpm setpoint was reduced 70% by
the addition of the FMS. This represents a test section power loss of over 97%, and a reduction of
91% of the test section dynamic pressure. At the current scale however, the total amount of power
that the FLOWTUB requires (2.3 kW) at the maximum tested velocity (20 cm/s) is comparable to
the power required by a kitchen dishwasher, or four NVIDIA RTX-5090 GPUs. If all 2.3 kW of that
energy went to heating the tank water, it would take about one hour to raise the temperature by 1◦C.
In reality, the water temperature has yet to change more than 0.1◦C in the course of an experimental
campaign because there is no operational need to run the tunnel full speed for extended periods of
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time. If long run times at full speed become desirable, a heat exchanger could likely be added in
the return path without adversely effecting flow quality in the test section.

Compared to a common traditional tunnel, such as the ELD 505 (which has the same test section
cross-sectional area), the current tunnel consumes about 10x more power for a given flow speed.
It should be noted that the power associated with driving a fluid of a given density through a given
cross section increases with the cube of the flow velocity, so this factor will become more important
at higher flow speeds. The power tradeoff is reflected in the reported maximum speeds of the
tunnels. Extrapolating based on the maximum rpm of the thrusters, the FLOWTUB could reach
about perhaps 33cm/s (about 1/3 of the 1m/s top speed of the ELD 505) if the tank walls were
extended higher. If even higher flow speeds are desirable, there is ample opportunity to optimize
the FMS and corners to minimize pressure drop. In the development of the FMS for example, no
attempt was ever made to remove conditioning elements. Adding turning vanes at the corners would
likely be effective at decreasing power and increasing speeds as well. In addition, it is perhaps
worth noting that the FLOWTUB design results in a much smaller total volume of fluid for a given
test section volume, which should reduce the power associated with flow acceleration relative to a
larger traditional tunnel.

Tunnel Size
Often a bigger contributor to the usefulness of a water tunnel than the power required to run it
is the laboratory space it requires (Breuer et al., 2022; Zahari and Dol, 2015; R. Gordon and
Imbabi, 1998). Figure 1.1 presents a to-scale visual comparison of the size of the FLOWTUB
tunnel to that of the ELD 505 tunnel. The FLOWTUB occupies less than 8% of the total bounding
rectangular footprint area and 3% of the total bounding box volume of the ELD 505 tunnel, despite
the two tunnels having the same test section cross sectional area. The FLOWTUB design admits
a test section cross sectional area of about 20% of the total available footprint area. Traditional
designs like the ELD 505 have test section cross sectional areas about 1.5% of total footprint area.
Thus for a given footprint, the FLOWTUB design has a test section area about 13x larger than a
traditional design. A larger test section will admit larger test models, which can be an advantage
when manufacturing precision is a constraint.

Reynolds Number
We can analyze the achievable Reynolds numbers for a FLOWTUB design versus a traditional
tunnel like the ELD 505 for a given amount of laboratory space. While the power requirement of a
tunnel scales with the cube of velocity, the Reynolds number scales linearly with velocity and with
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length.

In a hypothetical scenario where a given area is available for the construction of a water tunnel and
the goal is to achieve the highest possible Reynolds number, the FLOWTUB design admits a 3.6x
longer/wider model than a traditional tunnel. This 13x larger cross-sectional area will require a
commensurate increase in power to achieve a given flow speed, and perhaps another 10x for power
on top of that based on the relative efficiency of the FLOWTUB tunnel. Thus a FLOWTUB tunnel
with the same footprint and flow speed would take 130x more power to run than a traditional tunnel,
but would achieve a 3.6x larger Reynolds number given its larger test section size.

Given the high power requirement, it likely makes sense to operate the FLOWTUB tunnel at a
reduced speed relative to a traditional tunnel. If the FLOWTUB facility was supplied with 5
times the power, the resulting flow speed would be 1/3 as fast, but the Reynolds number would be
about 20% higher than for a traditional tunnel. This speed ratio is similar to what the FLOWTUB
tunnel presented here could achieve if the thrusters were run at maximum rpm. An additional
advantage of having a larger test section size at a given Reynolds number is that the dynamic
pressure is proportionally lower, which minimizes structural challenges for models in the tunnel.
Alternatively, for the same power input, the FLOWTUB would run at 1/5 the speed of the traditional
tunnel, but with 72% of the Reynolds number.

In general, the FLOWTUB design trades power efficiency for simplicity and a larger test section.
At the scale described here, this power difference is negligible, but as the tunnel footprint and
Reynolds number requirements grow the power requirements could begin to drive the design.

Acceleration ability
The startup and stopping LDV plots presented in Figure 2.4 give some indication of the capabilities
of this type of tunnel for producing accelerating flows, like gusts or startup flows. The throttle
signals used to produce these plots were open loop and not optimized in any way. Faster response
times without overshoot are likely possible by providing closed-loop non-linear throttle signals. In
the case of the deceleration test, the thrusters can be run in reverse to actively decelerate, instead of
the passive deceleration dictated only by the resistance in the circuit.

Relative to a single large pump, each thruster has a much smaller rotational inertia and so can be
spun up and down more quickly. The FLOWTUB design also has significantly less fluid volume
than a similarly sized traditional tunnel (about 15% the amount of water used by the EDL 505), and
does not contract the flow into small diameter piping anywhere in the circuit. This means that the
FLOWTUB is able to accelerate more quickly than a traditional tunnel. Such a quality may allow
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testing of the sort only previously available to tow-tank facilities. One can even imagine running
the tunnel in closed loop along with a gantry system to produce a arbitrarily long startup sequences
by matching the gantry and flow speeds. Incidentally, the current FLOWTUB does have a gantry
system installed above, and the high damping of the FLOWTUB tunnel significantly reduces the
amount of time it takes for the tank to reach a quiescent state between startup tests using the gantry.
Fast response times are also helpful for static measurements, by making nulling less onerous.

Multi-sourced opportunities
In addition to uniform steady flows, the FLOWTUB propulsive configuration is particularly well
suited to investigate phenomenon characterized by complex spatially and temporally varying flows.
Each of the 81 thrusters that drive the flow are uniquely addressed and controlled by software such
that inputs of arbitrary complexity can be realized. Each thruster is also capable of operating in
forward or reverse, so the tunnel can easily be operated in a blowing configuration if it is desirable to
specify spatially and temporally non-uniform flows. Similar capabilities have begun to be explored
with air as the working fluid (Nishi, Miyagi, and Higuchi, 1993; A. Nishi et al., 1997; E. Johnson
and Jacob, 2009; Jia-Ying et al., 2015; Noca et al., 2019; L’Ecuyer, 2021; Dougherty, 2022; Olejnik
et al., 2022) and have found success in applications with significant space constraints (Veismann
et al., 2021). There is naturally a large opportunity for similar experiments in water.

A particularly interesting avenue of research may be the generation of turbulence on demand
by varying the inputs to the thrusters in space and time (A. Nishi et al., 1997; L’Ecuyer, 2021;
Dougherty, 2022). Somewhat similar setups using arrays of synthetic jets are used to generate
isotropic turbulence in in the absence of mean flows (Variano, Bodenschatz, and Cowen, 2004;
McCutchan and B. A. Johnson, 2023). There may be opportunities with FLOWTUB facilities
to investigate isotropic turbulence with non-zero mean flows without additional components like
active grids.

Manufacturing differences
An additional difference between FLOWTUB and traditional tunnels is the complexity of its
constituent components. Each element of the FLOWTUB was purchased as raw material and
assembled by a single graduate student. It is readily apparent in Figure 1.2 that the tunnel consists
of easily manufactured right angles and straight lines. The only tools required for the creation of
the water tunnel structure are a drill, wrenches, hacksaw, 3D printer, waterjet, and lasercutter—all
of which are inexpensive or readily available at most research institutions. Traditional contraction,
settling, turning, and diffuser sections are often geometrically complex and bulky components that
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must be manufactured offsite, shipped to location, maneuvered into position, and fastened with
water-tight seals. The FLOWTUB design omits such elements entirely, resulting in a large cost
savings for tunnel manufacturing and installation.

Because the test section is contained within the outer tank, it is not essential that it be completely
water-tight. Gaps are to be minimized, of course, but removing the requirement to make every seal
of the water tunnel completely sealed greatly simplified the design and allows the separate elements
to be truly modular. This was extremely useful during iterations of the FMS, in which the entire
unit could be removed from the tunnel, modified, and reinserted in the span of minutes rather than
hours, all without draining the water. Traditional tunnels often have the honeycombs and screens
exposed at the free surface for this reason, but these elements are often so large that they become
difficult to move and replace for this scale of test section.

The test section itself, by virtue of having water on both sides of each surface, was able to be
composed of inexpensive 1cm thick acrylic sheets rather than more expensive and heavy glass or
thicker acrylic. The total dry weight of the test section is less than 50 lbs, such that lifting it into
and out of the tank is a manageable operation without any specialized equipment beyond a handful
of people and some rope. Acrylic plastic (polymethyl methacrylate, PMMA) expands as it absorbs
water, with linear expansion as high as 0.5% (Rose et al., 1955). This was accounted for relatively
easily in this design by over-sizing clearance for bolt holes to allow the material to expand as
needed. This design requirement could be more challenging for traditional tunnels where the test
section must be completely water-tight, which is one reason such tunnels often opt for glass over
cheaper and lighter acrylic.

Cost and thruster longevity
The nominal lifespan of the hobby-grade thrusters used in this work is on the order of one year.
Roughly half of the 81 thrusters ceased to function within about a year and a half of first installing
them in the tank. During the PIV experiments described above, 10 thrusters (12.3%) had stopped
working. After replacing the thruster array, no changes in tunnel flow quality were measured,
though the flow speeds for a given thruster rpm increased roughly in proportion to the number of
operational thrusters. Decreased friction in the new set of thrusters meant that they were also able
to spin at lower rpm, keeping the minimum flow speed unchanged. Because the top speed is limited
by the water level in the tank rather than thruster power, the overall operating range of the tunnel was
essentially unchanged as well. This demonstrates that the FLOWTUB design is inherently robust
to thruster failures. The cause of these failures appears to have been corrosion of the aluminum
motor housing, which was accelerated by chlorinating the water to prevent algae growth. Avoiding
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the use of chlorine has solved the motor housing corrosion problem, as no motors have failed in
over a year since replacing the array.

The Diamond Dynamics TD1.2 thruster motors used for this tunnel had a unit cost of $41.50
including the cable and electronic speed controller. This price is low enough that replacing all
81 thrusters would cost less than $3,500. The cost of the entire FLOWTUB tunnel (not including
labor) was about $30,000, with about one third of that cost coming from the outer aquarium tank. A
traditional water tunnel with a similarly sized test section would cost over $200,000, not including
the cost of lab space.

Maintenance and Operations
The simplicity of the tunnel geometry has obvious benefits for maintenance. The glass tank and
open top affords visual and physical access to everywhere in the tunnel, which is invaluable for
cleaning, maintenance, diagnosing flow quality concerns, and for optical flow measurements. A
common issue for traditional tunnels is that particulates (including seed particles for DPIV) tend to
settle out or stick to surfaces in the slower flow regions upstream of the contraction. The FLOWTUB
tunnel has a more uniform cross-sectional area, which largely eliminates this issue.

For experiments with a visual/optical component, the tank-within-a-tank architecture does present
some possible complications. The optical path from outside the tank to inside the test section
includes a glass wall, return flow water, the acrylic test section, and the test section water. However,
because the acrylic wall is surrounded by water on both sides, refraction is not of any more concern
than a traditional single-walled water tunnel test section. Looking through the return flow has also
not been an issue for DPIV studies because only the field of view is illuminated by the laser and is
in the camera’s focal plane.

In a recirculating flow facility, injecting dye for flow visualization can create a situation where
contrast is reduced as dye concentration in the bulk flow rises. This limitation is commonly dealt
with by introducing chlorine bleach to break down dye in the water, but as mentioned above,
chlorination has negative side effects, namely corrosion of the thrusters. Instead, the tunnel is
typically drained and refilled when necessary.

2.3 Conclusion
A novel water tunnel design has been developed which generates comparable flow quality and test
section size to traditional tunnels at a small fraction of the total size and cost. Flow uniformity is
within ±4% of the mean and the turbulence intensity is less than about 0.5% for all speeds. The
test section has about 13 times larger cross-sectional area than would be afforded a more traditional
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water tunnel in the same footprint area. These results are realized by driving the flow with an
array of small electric thrusters through a test section that is centered within a large aquarium
tank. An aggressive flow management system without any contraction, settling, or turning sections
ensures comparable flow quality to traditional tunnels at the expense of a lower power efficiency.
The thruster array architecture also affords inherent versatility to generate spatially and temporally
varying flows and benefits for operations, maintenance, and overall cost. The FLOWTUB tunnel is
actively being used for fluid mechanical studies at GALCIT and presents multifarious opportunities
for continuing research.
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Part II

Evolution of Delta Wing Surface Contour
from Flat Plates to Boxfish at Low Reynolds

Numbers
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28C h a p t e r 3

INTRODUCTION

A wing with swept leading edge can generate a vortex which acts to reduce the pressure on its
leeward surface, augmenting the wing’s lift. Delta wings, sharing their shape with the Greek letter,
are a particularly well-studied class of such wings. Interestingly, similar vortices are generated from
the keels of a variety of bony fish known as boxfish. Boxfish have many obvious morphological
differences from a flat, swept wing, perhaps chief among them being their height. The tall body
of the fish constrains the space available for a vortex to form relative to a flat wing with similar
planform.

The confinement of this vortex and the resulting changes to the flow-field over the wing and wing
performance at low Reynolds numbers will be addressed in the remaining chapters of this thesis.
Such questions have relevance beyond our understanding of boxfish biology to a wide variety of
aerospace vehicles for which vortex lift and large internal payload volumes are desirable, such as
blended-wing-body airplanes, hypersonic reentry vehicles, and UCAVs.

3.1 Delta Wing Background
Delta wings are classified by their triangular planform shape, defined primarily by the sweepback
angle of the leading edge (Λ, Figure 3.1a). It is useful to refer to a body-fixed reference frame
with the x-axis aligned to the wing chord, y-axis pointing starboard, and z-axis up from the wing
surface. The body x-axis aligns with the freestream flow direction at an angle-of-attack (𝐴𝑂𝐴) of
zero.

In addition to the lift (𝐿), drag (𝐷), it can be helpful to consider the force components normal
(𝑁), and tangential (𝑇) to the wing (Figure 3.1b). The pitching moment is often reported about the
quarter point of the mean aerodynamic chord (𝑀𝐴𝐶), which is defined as 𝑀𝐴𝐶 =

∫ 𝑏/2
−𝑏/2 𝑐(𝑦)𝑑𝑦/𝑆,

where 𝑆 = 𝑏𝑐/2 is the wing planform area, 𝑏 is the wing span at the trailing edge, and 𝑐 is the wing
chord (Schlicting and Truckenbrodt, 1979). Positive moments pitch the wing up. Force results
later in this thesis are reported as coefficients normalized by the wing planform area and dynamic



pressure (𝑞 = 1/2𝜌𝑈∞) as follows:

𝑐𝐿 =
𝐿

𝑞𝑆
(Lift coefficient)

𝑐𝐷 =
𝐷

𝑞𝑆
(Drag coefficient)

𝑐𝑁 =
𝑁

𝑞𝑆
(Normal force coefficient)

𝑐𝑇 =
𝑇

𝑞𝑆
(Tangential force coefficient)

𝑐𝑀 =
𝑀

𝑀𝐴𝐶𝑞𝑆
(Pitching moment coefficient).

Reynolds numbers are reported based on freestream speed and wing chord from apex to trailing
edge.

Delta wing flow field
The flow field over flat delta wings has been well studied over the past nearly 100 years. The swept
leading edges of delta wings create a pair of stable counter-rotating vortices emanating from the
wing apex across a wide range of geometries and angles of attack (Earnshaw and Lawford, 1964).
These vortices are referred to as leading edge vortices (LEVs), or primary vortices. In many cases,
the LEVs induce an outboard flow along the wing surface under the LEVs, which separates due to
ordinary boundary layer separation into another pair of secondary vortices with opposite sense. A
cartoon of the general delta wing flow structure as viewed from behind is provided in Figure 3.2
after Deitrich Hummel (1981). Between the LEVs, flow along the wing surface can be attached
and aligned to the x-axis direction.

On an ideal delta wing of infinite chord in an inviscid fluid, there is no length scale to differentiate
the flow field at different spanwise cross-sections, so the flow-field is necessarily self-similar. This
permits a class of potential flow solutions using the assumption that the flow is conical (Brown and
Michael, 1954; Mangler and J. H. B. Smith, 1959; J H B Smith, 1971; Pullin, 1975; Nutter, 1981).
In reality, observed delta wings LEVs do tend to follow straight-line trajectories near the apex, but
must eventually bend to match the freestream flow direction near the trailing edge.

The leading edge vortices themselves are formed when a shear layer formed by separation at the
leading edge rolls up into a region of concentrated vorticity with an axial velocity typically higher
than the freestream speed. The vorticity generated at the leading edge is then convected along the
vortex axis, maintaining the stability of the vortex over the wing. A similar leading edge vortex is
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formed over wings of lower sweep at startup, but without axial convection to remove vorticity no
stable LEV is observed (M. Lee and Ho, 1990).

As the angle of attack is increased, a phenomenon known as vortex breakdown occurs in which
the LEV undergoes a sudden increase in diameter, often accompanied by a reversal of the axial
flow direction (Lucca-Negro and O’Doherty, 2001). This process can be understood as being
caused by the balance of vorticity determined by the flow geometry at the leading edge (W. H.
Wentz Jr. and Kohlman, 1971). A Rossby number that describes the ratio of azimuthal to axial
velocity in the vortex, or the helix angle, can be a useful parameter for predicting when bursting
may occur (Delery, 1994; Spall, Gatski, and Grosch, 1987). Increasing the angle of attack also
affects the position of the LEV over the wing surface, tending to move it inboard and away from
the wing surface (Grellmann, 1964; J. H. B. Smith, 1968).

A useful model for understanding and predicting the normal force of delta wings was proposed by
Polhamus (Polhamus, 1966). This model separates out the contribution of an attached flow over
the wing and the non-linear incremental force contributed by the vortex suction. Experimental data
matches this prediction well, and also shows wing stall occurring at some critical angle of attack
related to the breakdown of the LEV and separation of the centerline flow (W. H. Wentz Jr. and
Kohlman, 1971; Earnshaw and Lawford, 1964). Typically stall occurs much higher for delta wings
than it does for higher aspect ratio wings, with peak lift reached around 𝐴𝑂𝐴 = 30. Stall tends to
be accompanied by an undesirable pitch-up which has been the focus of much research (Hirschel
et al., 2021).

Effect of delta wing geometry
Similar to the angle of attack, the sweepback angle or aspect ratio of a delta wing affects the ratio
of normal to tangential flow incident on the leading edge, changing the strength and position of
the LEVs, the amount of vortex lift, and the angle of attack at which stall occurs (Polhamus, 1966;
Earnshaw and Lawford, 1964; M. V. Ol and Gharib, 2003).

Slender delta wings (typically referring to wings having sweepback angles Γ > 65°) have higher
vortex lift than non-slender wings with lower sweepback. As the sweepback angle is reduced, the
LEV tends to move much closer to the wing surface, which can cause it to interact more strongly
with the surface boundary layer (I. Gursul, R. Gordnier, and M. Visbal, 2005). This can increase
the dependence of the flow field on Reynolds number (Taylor, Schnorbus, and Ismet Gursul, 2003).
For 50° wings at Re≈ 104, the LEV has been observed to split into a dual-primary structure at
low angles of attack (Raymond Gordnier and Miguel Visbal, 2003; I. Gursul, R. Gordnier, and
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M. Visbal, 2005; Taylor, Schnorbus, and Ismet Gursul, 2003). The dual vortex structure reverts
back to a single primary LEV as the AOA is increased and the LEV moves away from the surface.
Lower sweep angles have also been observed to cause earlier vortex breakdown and stall (Earnshaw
and Lawford, 1964).

The shape of the leading edge can also have a large effect on the delta wing flow field (Bartlett and
Vidal, 1955; Kegelman and Roos, 1989). Generally, a blunter leading edge will produce less lift
and less drag (Henderson, 1976; Luckring and Dietrich Hummel, 2013). A sharp leading edge has
a fixed separation point to satisfy the Kutta condition, while separation off a rounded leading edge
will depend on its radius, Reynolds number, and angle of attack (Hirschel et al., 2021; Verhaagen,
2011).

Generally, the effect of delta wing airfoil shape or leeward surface shape is understood to be small
relative to the effects of leading edge and planform geometry (Hirschel et al., 2021). However,
most studies concerned with the thickness of delta wings have focused on thicknesses less than
20% of the chord. Lift is substantially reduced and profile drag increased with increasing wing
thickness (Sharifi Ghazijahani and Yavuz, 2019; Kirby and D L I Kirkpatrick, 1971).

A body of literature exists examining a mechanism intended to reduce lift-induced drag by angling
the leeward surface forward nuder the LEVs such that a component of the suction force counteracts
drag (G. Lee, 1959; Shaw, 1970; D. I. I. Kirkpatrick, 1965; Traub, 2000a). Much research has also
looked into deviations from a planar planform via leading edge devices, gurney flaps, and conical or
spanwise camber. A series of studies by Traub found that pure anhedral on thin wings can augment
lift by moving the LEV closer to the wing surface (Traub, 2000b; Traub, 2000a).

Delta-wings with larger cross-sections have been found to produce significantly less normal force
and higher drag for both rhombic (D. I. I. Kirkpatrick, 1965) and triangular (Grellmann, 1964)
cross-sections. Despite having large thickness, these extreme variations on delta wing geometries
still exhibited a flow field similar to classical flat deltas, albeit with vortex positions strongly
influenced by cross-sectional shape. Increasing rhombic cross-section height at a given angle of
attack sifts LEVs up and outboard up to a critical surface height when they begin to move back
down and outboard (D. L. I. Kirkpatrick and Field, 1966). A similar study by Grellmann (1964)
found that triangular cross-sections first move the LEV inboard, then outboard as surface height is
increased for a given angle of attack. These studies were conducted at Reynolds numbers of around
106 and predated the development of experimental techniques such as particle image velocimetry
(PIV) which allow for field measurements of quantities like velocity and vorticity. They were also
limited to only cross-sections composed of straight lines for ease of manufacturing and to limit the

31



(a) (b)

Figure 3.1 Top (a) and side (b) views of flat delta wing geometry.

Figure 3.2 Cartoon of vortex sheets over a flat delta wing viewed from the rear.

number of parameters, which meant that the leading edge sharpness and cross-section shape could
not be controlled as separate variables.

3.2 Boxfish
Boxfishes are tropical reef-dwelling fish of the genus Ostraciidae. All boxfishes have a rigid
bony carapace covering their entire body, which has attracted interest from engineers looking
for inspiration to improve performance of rigid engineered systems like underwater robots and
automobiles (Kodati and Deng, 2006; Chen, Cai, and Bi, 2023; Qiu et al., 2023). While it is likely
that the rigid exoskeleton evolved primarily for protection against predation, boxfish manage to
swim and maneuver using a variety of gaits with their five fins (Walker, 2000; M. S. Gordon et al.,
2000).

Boxfishes’ unusual body geometries prompted a series of studies of the hydrodynamical function of
their carapace shapes. Starting with I. K. Bartol et al. (2002) and Ian K. Bartol, Gharib, Weihs, et al.
(2003), vortical structures similar to those over delta wings have been documented over various
longitudinal keels when the fish are yawed or pitched relative to the freestream. This has been found
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to be true for a variety of different species with substantially different morphologies, including on
live swimming fish Ian K. Bartol, Gharib, Webb, et al., 2005; I K Bartol et al., 2008. There
has been some debate about the impact of the carapace vortices on pitch and yaw stability, with
different studies producing conflicting results (Wassenbergh et al., 2015; Boute, Van Wassenbergh,
and Stamhuis, 2020), but all studies have confirmed the existence of such structures. Ian K. Bartol,
Gharib, Webb, et al. (2005) posited that the longitudinal keels of boxfishes act similar to the leading
edges of delta wings and that the concave region next to the keels may be important to create space
for the vortex to occupy. This raises the question of just how much space is required for a leading
edge vortex to exist, and how does an adjacent surface affect the growth and characteristics of such
a vortex?

3.3 Objective
A sort of continuum of wing types exists described by aspect ratio or leading edge sweep in which
the flow field varies from attached, primarily two-dimensional flow to being dominated by leading
edge vortices caused by separation at the leading edge (Hirschel et al., 2021). Intermediate sweep
angles, while historically less well studied than either extreme, exhibit interesting flow physics (M.
Ol, 2001; Taylor, Schnorbus, and Ismet Gursul, 2003).

The existence of boxfish with similar leading edge vortex dominated flow field suggests a different
continuum between flat delta wings and tall, contoured boxfish-like shapes, even approaching bluff
bodies.

The intention of the current study is to begin to probe that spectrum of shapes, beginning with
perturbations to the canonical flat slender delta wing. This also provides an opportunity to revisit
geometries like triangular cross-sections with modern experimental methods like SPIV. In particu-
lar, we would like to provide experimental evidence on the effect of a surface proximal to a leading
edge vortex on both the vortex and the overall performance of the wing. This can help to understand
the basic physics and to begin to unravel possible design levers available to future designers of thick
delta wings with subsonic performance requirements.
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34C h a p t e r 4

METHODS

The flow fields over delta wings of various surface contours were investigated using a combination of
experimental techniques, including fluorescent dye visualizations, stereo particle image velocimetry
(SPIV), and load cell measurements. Each of these methods, as well as the model geometries, are
described below. All experiments were conducted in the FLOWTUB water tunnel described in the
first part of this thesis.

4.1 Model Geometries
The basis of all the different delta wing shapes presented in this thesis is a 70◦ sweep flat delta wing
with a chord length of 150mm. This flat wing has thickness of 3mm, and a 60◦ windward bevel
at the leading edge. The top surface was then modified according to a custom parameterization to
examine the effects of changing the leeward surface contour. All 3D modeling was conducted in
SOLIDWORKS.

To minimize number of parameters involved and to retain the possibility of comparisons to conical
theory, all models were designed with a conical apex region. First the centerline profile (𝑧0(𝑥)) is
defined running from the model apex to trailing edge in the x-z plane. As seen in Figure 4.1, this
profile is linear from the leading edge to x/c=0.6, where a tangent 2-degree Bézier spline returns it
to a height of 0 at the trailing edge. The free control point of this Bézier spline is placed at x/c=0.8,
midway between the end of the conical section and the trailing edge of the wing. For the entire
conical front portion of the wing, the profile height was set to match the local semi-span (𝑦𝐿𝐸 )
which produces a cross section that is twice as wide as it is tall. The resulting maximum height
is about 𝑦/𝑐 = 0.23 and is attained aft of the conical section at approximately 𝑥/𝑐 = 0.68. These
parameters result in an tangent angle of about 55.5◦ where the centerline spline meets the wing
trailing edge. All models examined in this thesis (except the flat wing) share this same centerline
profile.

To enable features like the concavities near the LE seen on the smooth trunkfish, the cross-sections
of the models are described by a 3-degree Bézier curve (Figure 4.2). The cross-section profile
curve is constrained to have a horizontal tangent at the model centerline and the leading edge
(spline control points 𝑄0 and 𝑄3). The remaining two degrees of freedom (corresponding to the
positions along the horizontal of spline control points 𝑄1 and 𝑄2) are set indirectly by specifying



Figure 4.1 Centerline profile definition for contoured delta wings

Figure 4.2 Cross-section profile of delta wing leeward surfaces

the location of the spline’s inflection point (𝑦𝑖) and the tangent angle (𝜃) at that point. In the
aft section of the wing, the height of this cross section curve scales with spine height, while the
width of the cross section continues to expand with the local span. The resulting surface is smooth
everywhere to 2nd order, and is fixed at z=0 at both leading and trailing edges.

In the particular case where the inflection point is located on the midpoint of line 𝑄0𝑄3, this point
becomes coincident to the midpoint of line 𝑄1𝑄2 and the spline becomes rotationally symmetric.
Four of the models in this thesis comprise a family of shapes in this condition, changing only the
value of the tangent angle 𝜃 to range between 45◦ and 90◦. The symmetry of this cross-section
ensures that all the models in this family have the same cross-sectional area (and thus the same
internal volume) regardless of the value of 𝜃. Cross-sections for this family of surfaces where
𝑦𝑖/𝑦𝐿𝐸 = 0.5 are overlaid in Figure 4.3.
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Figure 4.3 Cross-section geometries for 𝑥/𝑐 < 0.6 of a family of delta wing surface geometries in
which 𝑦𝑖/𝑦𝐿𝐸 = 0.5 and 𝜃 = 45◦, 60◦, 75◦, 90◦.

Eight different model shapes were investigated, seven of which were generated with this parametriza-
tion. The remaining model was a variation of the flat wing with a vertical fence separating the wing
along the centerline. The centerline profile of the the "vert" model matches all the other models,
but the cross section deviates from the parametrization described above in that it is composed of
orthogonal straight line segments. The thickness of the centerline fence expands from zero at the
apex to about 3mm at 𝑥/𝑐 = 0.6, spreading at an angle of 2◦. After 𝑥/𝑐 > 0.6, the fence has a
constant thickness of about 3mm.

In addition to the models already mentioned, an extreme geometry was produced in which the cross-
section is nearly semi-circular, heretofore referred to as the dome model. This model demonstrates
the broad scope of this parametrization approach with the use of only two primary parameters:
𝑦𝑖/𝑦𝐿𝐸 and 𝜃. Notably, this parametrization maintains the same leading edge sharpness for all
models except the dome and th45 models, which are less sharp due to a different surface tangency
at the leading edge.

Parameters describing all eight models are listed in table 4.1. Cross-section profiles for all these
models in the conical region are overlaid in Figure 4.4, cross-sections at different x-locations for
each model are overlaid in Figure 4.5, and 3D wireframe views are provided in Figure 4.6.

On the windward side, a set of mounting tabs near the trailing edge allow the model to be bolted
with countersunk flat-head M2 bolts to a 3mm thick stainless steel sting arm. Sting arms were
cut from sheet stock on a water-jet table. Two dye injection ports near the model apex are routed
through the models to a small hole at the rear, into which is inserted 1.5mm diameter stainless steel
hypodermic tubing for dye injection. The ports for each model were designed to exit the model as
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Model Name x-section 𝑧0/𝑦𝐿𝐸 (𝑥/𝑐 < 0.6) 𝑦𝑖/𝑦𝐿𝐸 𝜃 [◦]
flat 0.0001 — —

vert 1 — —

r001 1 0.01 88

th90 1 0.5 90

th75 1 0.5 75

th60 1 0.5 60

th45 1 0.5 45

dome 1 0.98 80

Table 4.1 Delta wing geometries and parameters

Figure 4.4 Delta wing surface cross-section geometries for 𝑥/𝑐 < 0.6

normal to the surface as possible.

Two different mounting orientations were used in the course of the experimental campaign. In the
first, a long sting arm held the models with leeward surface facing downward (Figure 4.7a). In
this configuration, the angle of attack was set manually and measured to a precision of ±1° using a
digital inclinometer. The second mounting configuration used a geared servo motor to set the angle
of attack automatically, with the model’s leeward surface facing the side wall of the test section
(Figure 4.7b). In both configurations, the model and sting arm were suspended from an ATI Delta
IP65 load cell which was mounted on a two axis gantry (Figure 4.8).

Each model was manufactured using a Phrozen Sonic Mega UV resin 3D-printer out of 3D-
Materials ENGR-R42L resin. This particular material contains a proportion of inert ceramic dust
meant to increase its stiffness and dimensional stability, with a quoted modulus of 6.0 GPa. It was
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dome th45

r001

vert

flat

th60

th75

th90

Figure 4.5 Delta wing model cross sections at 𝑥/𝑐 = 0.1, 0.2, 0.3, ... , 0.9, 1.0. Leeward bevel and
bottom 𝑧/𝑐 = 0.02 not pictured.
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flat th90

vert th75

r001 th60

dome th45

Figure 4.6 3D CAD wireframe views of all delta wing models

39



(a) inverted (b) horizontal

Figure 4.7 Delta wing mounting configurations off of gantry. Gantry and tunnel not pictured for
clarity.

Figure 4.8 Wireframe CAD of tunnel with superstructure, gantry, and delta mounted inverted on
sting arm.
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difficult to mitigate the problem of models warping after printing, particularly in earlier attempts
with Phrozen’s Aqua Grey resin. Models printed with the ENGR-R42L resin hold their shape best
when not exposed to UV light, including the fluorescent lights in the laboratory. All models were
painted black after post-curing, both to protect them from UV, and to reduce their reflectivity for
flow visualizations and SPIV studies.

4.2 Fluorescent Dye Visualization
As has been noted by many previous authors (Lambourne and Bryer, 1962; Owen and Peake,
1986; M. Ol, 2001; Erm and M. Ol, 2012), the strong vortices of the delta wing flow field lend
themselves well to visualization by dye injection in water tunnels. This was a factor in the decision
to use a low-speed water tunnel for this investigation. Dye injected near the model apex tends to
be swept into/around the leading edge vortices, rendering them visible to an observer or cameras.
Two implementations were used to capture dye flow visualizations. In the first configuration, one
camera was placed under the tunnel, and one to the side. In the second configuration, the camera
setup for SPIV (described in Section 4.3) was repurposed to image dye in the plane normal to the
freestream flow direction and a gantry was used to capture three-dimensional tomographic images.

2D Dye Visualization
For the 2D dye visualizations, the model was positioned inverted such that the leeward flow field
could be imaged simultaneously in two orthogonal views. A 10W continuous diode laser (the
same used during the tunnel characterization PIV and later for SPIV) was expanded through two
orthogonal cylindrical lenses to illuminate the entirety of the leeward flow field. For all models
save the flat wing, the starboard side of the model is shadowed by the model surface, so the dye
on that side is not visible. Two IDT IDT XStream Mini-3520 cameras with Rokinon T1.5 50mm
AS UMC Cine DS lenses and Tiffen red 25 filters were focused on the lee-side of the wings, one
through a window below the tunnel, and one from the port side. A schematic of this arrangement
is provided in Figure 4.9.

Dye was injected through a pair of injection ports in the model leeward surface near the apex, driven
by a Harvard Apparatus PHD 2000 syringe pump. The typical procedure for acquisition of steady
flow two-view dye visualizations was to turn on the tunnel, wait 30 seconds to avoid startup effects,
then start the dye injection and camera recording at 100 fps for two seconds. Recordings were also
taken in which dye was only injected prior to the tunnel turning on, to provide a validation case in
which no dye is injected during data acquisition. The flow visualizations obtained in this manner
agree well with the steady dye injection visualizations, but are not presented here because they have
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Figure 4.9 Schematic of 2D dye testing configuration. Syringe pump, dye injection tube, and
supporting structures not pictured.

lower contrast.

Two sets of images were taken of each model at three angles of attack, 10◦, 20◦, and 30◦. The first
set of images was taken without dye injection with the model illuminated by white flood lights.
These images were used to determine the model’s position and orientation in each view. A custom
matlab post-processing script streamlined the process of manually identifying points on the model
edges. The second set of images were recorded with the flood lights off, the laser and dye injection
on, and the water tunnel operating at a speed of 10cm/s, Re 15300 based on model chord. Several
dye injection flow rates were used ranging from 3 to 16.6 mm3/s. These flow rates through the
injection ports on the models produce flow speeds less than 5% of the freestream.

As a simple validation of this dye injection, additional tests were run in which dye was injected for a
few seconds with the tunnel off, forming a region near the model apex with high dye concentration.
After halting dye injection, the tunnel was then rapidly brought up to speed, which caused the dye to
sweep over the models and visualize flow structures. This method minimizes any potential impact
of the dye injection on the visualized flow, but results in much lower contrast images because the
dye concentration decreases with time. Because of this limitation, startup image sequences were
recorded for less than 10 convective times based on freestream speed and wing chord. Thus these
sequences may not converge to the steady state flow configuration.

The images from the side view and top view of the wing were then used to identify the location
of the leading edge vortex relative to the leading edge using a custom MATLAB script. Images
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were filtered with imbinarize, bwareaopen, and imclose. Next regionprops was used to identify the
LEV based on its aspect ratio and orientation. Finally, the group of pixels representing the LEV
was fit with a line in the conical apex region. Repeating this procedure in the top and port view
images provided measurements of the LEV angle inboard of the leading edge, and elevation angle
above the wing z=0 plane. With a bit of simple trigonometry, these angles were used to calculate
the position of the LEV in the model z-y plane.

Tomographic Dye Visualization
The second dye-visualization technique took images of injected dye in a plane normal to the
freestream direction. By translating the wing through a stationary laser sheet while injecting
dye, a full 3D tomographic image can be captured. A similar technique was employed by Yoda
and Hesselink (1990) with a scanning laser sheet and stationary model. This setup was optically
identical to the SPIV configuration described below (Figure 4.10), but additionally used the x-axis
of a gantry system installed above the tunnel to translate the models through the laser sheet as the
camera recorded continuously. The wings were oriented in the horizontal configuration, with angle
of attack controlled by the gantry (Figure 4.7b). The model was positioned such that the maximum
extent of the leeward port side of the wing could fit within the camera’s field of view, in some
cases missing part of the wing apex or wingtip. Only camera A was used for these experiments,
with a Tiffen Yellow 2 #8 filter placed between the lens and sensor to cut out most of the blue
laser light while leaving the model surface visible. Dye was injected near the apex as in the 2D
dye visualizations, and from a 1.5mm outer diameter stainless steel tube run from the trailing edge
along the model surface to 𝑥/𝑐 = 0.86.

The tunnel flow speed during these tests was 10.0 cm/s. The model was always started with the
apex 3 cm downstream of the laser sheet and ended with the trailing edge 3mm upstream of the
laser sheet. At the start of each run, the gantry moves to the start position, the tunnel ramps
up, the program waits at least 25s to reach steady state, then the dye and camera are triggered as
the model begins to move forward at a constant speed of 5 mm/s. This movement results in a
total flow velocity over the models of 10.5 cm/s, or a Reynolds number of 16500. Images were
recorded at 30 fps at maximum exposure (33ms), so each exposure captures 21 convective time
units (𝜏 = (𝑈∞ +𝑈𝑔𝑎𝑛𝑡𝑟𝑦)/Δ𝑡 𝑓 𝑟𝑎𝑚𝑒/Δ𝑥 𝑓 𝑟𝑎𝑚𝑒 = 1 +𝑈∞/𝑈𝑔𝑎𝑛𝑡𝑟𝑦) at a given cross-section.

This creates a series of images with an x-y resolution of 0.04 mm/px and a linear spacing in z of
0.167 mm. Each image was dewarped using calibration images and the PIVmap software distributed
by PIVtec. Under the assumption that the flow-field is essentially steady in time, each sequence of
images was stacked together into a 3D image of the model and dye using 3D-slicer software (Fedorov
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et al., 2012). First the images were imported through the SlicerMorph module (Rolfe et al., 2021)
using the ImageStacks utility, then reconstructed into a volume in the Volume Rendering module.

4.3 SPIV
The flow field over a delta wing of finite chord is inherently three dimensional, so flow measurement
techniques capable of producing three dimensional measurements can be particularly useful. One
such technique is stereo particle image velocimetry (SPIV), which uses the perspective difference
between two (or more) cameras to combine simultaneous 2D velocity measurements of the same
planar field of view to calculate a three-component velocity field.

Two IDT XSM-3520 cameras were used with Rokinon 135mm T2.2 Cine DS lenses. The water
was seeded with hollow silver-coated glass spheres (Potters Industries Conduct-O-Fil® SH400S20).
The laser was a 445nm 10W continuous diode laser originally intended for engraving. Two sets of
cylindrical lenses were used to focus the laser in the streamwise direction to a thickness of around
0.5 mm and expand it to a height of around 10 cm where it intersects the cameras’ field of view.
Using two opposing lenses in each axis makes it possible to finely adjust the laser focus/expansion
by varying the spacing between the lenses.

SPIV measurements were acquired on a single cross-section plane oriented normal to the freestream
direction and intersecting the models at 𝑥/𝑐 = 0.5, in the conical region of the models. To maximize
the measurement resolution, only the leeward port side of each model was imaged. All SPIV data
was acquired at AOA 20° with a freestream speed of 10.2 cm/s (Re 15500). Camera exposure was
set to 1050𝜇𝑠 at a rate of 600 fps for 200 frames.

Viewing arrangement
The complexity in SPIV measurements derives from the necessity of imaging the field of view with
cameras positioned off-axis. To achieve similar accuracy for the in-plane and out-of-plane velocity,
the two cameras should have an angle of roughly 90◦ between their viewing axes, or a 45◦ angle to
the object plane. Such extreme viewing angles are necessary to produce the parallax that contains
depth information, but requires a different lens position relative to the camera sensor to produce
focused images. A rotational scheme such as is described by Willert (1997) and M. Ol (2001) was
used here. The lens and camera were rotated such that the lens plane, sensor plane, and object
plane all intersect at the same line according to the Scheimpflug criterion.

Without optical access from the rear of the water tunnel test section, the only viewing arrangement
which enables two orthogonal cameras to view a cross-section of every model without occlusion
at all angles of attack less than 35◦ is with both cameras looking through a single side wall of
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Figure 4.10 Schematic of SPIV testing configuration. Centerline of optical path is indicated as a
dotted line. Lenses for laser and camera, camera orientation, gantry, and support structures are not
pictured.

the tunnel. Conveniently, this arrangement leaves space for a laser sheet to enter the tank directly
between the two cameras through the same wall. A schematic of this arrangement is given in Figure
4.10

An additional complication exists for water tunnel experiments as compared to wind tunnel exper-
iments due to the index of refraction difference. These can be mitigated either using water-filled
prisms or mirrors placed inside the tank to make the refractive interface normal to optical path (Raf-
fel et al., 2018). The latter choice was selected in this case because it was hoped to be simpler to
implement, and can avoid the slight astigmatism that is introduced by looking through an oblique
sheet of material with a different index of refraction. Initially, mirrors were placed outside the water
tunnel test section in the return flow where they would have minimal impact on the test section
flow. However it was found that looking through the 10 cm thick acrylic test section walls at an
oblique angle caused a significant astigmatism, despite having water on both sides. Instead, both
mirrors are placed inside the test section in the bottom corners as far from the model as possible.
The positions of the mirrors, camera, lens and wing were modeled in SOLIDWORKS to design
an arrangement in which both cameras could view every model’s entire cross section at any angle
of attack below 35◦. Custom 3D-printed mounts hold each mirror at the pre-determined optimal
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Figure 4.11 CAD of custom camera tilt and rotate adapter behind separately mounted lens.

angle. A stainless steel bar connects the two mirror mounts and enforces their streamwise location
within the test section. The mirror mounts rest on the test section floor against the test section wall
and are weighted with lead to discourage movement.

Custom mounting and alignment hardware holds the lenses, cameras, and laser. The lens mount
is always positioned normal to the tunnel wall. The camera mount has three degrees of freedom;
allowing for the camera sensor plane to be rotated about the sensor normal, tilted about a vertical
line in the sensor plane, and for the axis of that tilt to be rotated about the lens axis. All of these
rotations are facilitated by a PLA 3D-printed mount which was designed to maintain the position
of the sensor plane center point relative to the lens in all orientations (Figure 4.11). This setup
decouples the degrees of freedom relevant to the alignment of the camera, mirror, lens, laser, and
wing to the greatest practical extent.

Alignment procedure
Alignment of this system begins with placement of the mirrors at the predetermined location and
orientations. The laser is aligned to produce a vertical sheet of light spaced midway between the
two cameras. The laser plane is aligned normal to the tunnel wall by ensuring that the laser light
reflected off the tank is coincident to the incoming light. Next the lenses are positioned normal
to the tunnel wall pointing at the center of each mirror, and the camera is placed behind the lens
with its sensor plane rotation set such that the camera view is aligned to the tilt axis of the camera
mount. The camera focus can then be adjusted such that the focal plane intersects the laser plane.
This produces an image of a particle field in which only a single line is in focus. This is why the
Scheimpflug criterion is necessary. Because the camera axis is aligned to the tilt axis, the tilt axes
is rotated about the lens axis until the camera image shows that the focus line is aligned with the tilt
axis. The sensitivity of this technique is best when the camera aperture is widest (narrowest depth
of field). The camera is then tilted until the entire field of view is as focused as possible.
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At this point both cameras are focused, but still need further alignment to ensure they both see
the region within the laser plane. A model is mounted within the laser plane and the cameras
and lenses are translated relative to the mirrors to align the views of both cameras to one another.
This of course necessitates that the tilt alignment procedure be repeated. Once the cameras are
focused on the same field of view as well as is practical, the cameras can be rotated about the
sensor axis to optimize the orientation of the field of view without affecting the tilt alignment. In
practice, this whole process must be repeated several times to produce satisfactory results. In all
cases, astigmatism and coma in the final focused images required the camera aperture to be closed
somewhat to increase the depth of field at the expense of the amount of light.

Calibration and processing
The Scheimpflug criterion ensures that the object plane is in focus, but the amount of magnification
varies across the field of view. This effect must be removed via a calibration. A calibration target
was constructed consisting of a grid of 1mm diameter black dots spaced 2mm apart printed on a
sheet of transparency film. The transparency film was sandwiched between two 1.5mm thick sheets
of acrylic plastic using UV curing Norlan Optical Adhesive 68. A combination of laser-cut acrylic
and a 3D-printed adapter connect this sandwich to the same mounting arm used for holding the
wing models, which simplifies the process of switching out the calibration target for a model and
vice-versa. A calibration target constructed in this manner was suggested in Raffel et al. (2018). A
gantry above the tunnel was used to translate the calibration target from -1.2mm to 1.2mm relative
to the laser plane in 0.4 mm increments to acquire seven calibration images.

It was found that deformation of the test-section wall during tunnel operation (caused by the pressure
difference between the test section and the return path) was large enough to displace the field of
view of the cameras to such a degree that calibrations taken when the tunnel is off are not valid
when the tunnel is running. Therefore calibrations were recorded with the tunnel set to the same
speed as the SPIV measurements (10.0 cm/s). This caused the calibration target to vibrate with
a less than 0.5mm amplitude, presumably due to bluff body vortex shedding. This challenge was
circumvented by recording a time series of calibration images at each position and using only the
median image for calibration purposes.

PIVmap3, a software program packaged with PIVview by PIVtec, was used for calibration grid
detection and to compute an order 1 non-linear back-projection mapping, and to estimate camera
positions based on a first-order pinhole camera model. PIVview3C was then used for both the two-
dimensional DPIV analysis and trigonometric stereo reconstruction based on the camera position
model. For each camera view, three pass multi-grid cross-correlation was used to extract a 2D
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velocity field ending with 32x32px windows and 50% overlap. Residuals in all cases were at or
below about 0.5px.

Post-processing
The velocity field output by PIVview permits the calculation of the out-of-plane vorticity. After
averaging the velocity field through time, vorticity was calculated based on a circulation estimate
around the neighboring eight points as described by Raffel et al. (2018). To identify an approximate
boundary of the LEV, a thresholded region in which 𝑧/𝑦𝐿𝐸 > 0 and 𝜔 > 2.5/𝑠. Thus this boundary
contains both the LEV and the leading edge shear layer. The total circulation in this region was
calculated using a trapezoidal integration scheme, and diffusive vorticity fluxes around the region
boundary were computed as described by Eldredge and Jones (2019). The location of the center of
the LEV was estimated by the peak of a 2D paraboloid fitted to the 3x3 neighborhood of the peak
vorticity value. Profiles of several quantities including azimuthal (𝑈𝑥) and axial velocity (𝑈𝑧),
vorticity, and local helix angle (𝑎𝑡𝑎𝑛(𝑈𝑥/𝑈𝑧)) were also computed and plotted in a horizontal line
(𝑧 = 𝑐𝑜𝑛𝑠𝑡.) through this peak.

4.4 Force Measurements
A six-axis ATI Delta IP65 load cell was used to measure the lift, drag, and pitching moment of
the wings. The quoted resolution of this load cell is 0.031 N, 0.0019 Nm. At a freestream speed
of 10 cm/s, the dynamic pressure experienced by the wings is only around 5 Pa, and the wing
planform area is around 0.008 m2, so the maximum lift force at 𝐶𝐿 ≈ 1 is of the same order as
the load cell resolution. Fortunately, the quoted resolution can be dramatically improved upon for
steady state measurements by averaging out high-frequency noise over a suitably long time period.
Another limitation on the measurement accuracy is drift of the load cell voltage output, which is
likely caused by slight temperature variations. Drift is minimized by turning the load cell on more
than 15 minutes before taking measurements, but some non-linear drift is unavoidable. By taking
null recordings before and after each measurement this drift can be removed to first order. This
sets up the classic tradeoff between longer recording times minimizing random errors and shorter
recording minimizing bias error. A simple Allan variance experiment was conducted to determine
that a recording length of about 60s produces the lowest uncertainty.

To measure the forces on a model, first a null is taken with the tunnel off, then the tunnel is
turned on and after 30s for the tunnel to reach steady state the model forces are recorded. The
tunnel thrusters are then switched off and after another 30s a second null is recorded. This process
is repeated 20 times for the same angle of attack. The sting arm is mounted on a servo motor
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which can control the angle of attack to within 0.1◦. A custom python program automates this
procedure such that a full angle of attack sweep can be acquired without any manual intervention
after installing the appropriate model. To improve the accuracy of the non-dimensionalization, an
MSE mini-LDV G5B system was triggered to record the freestream velocity at the same time as the
force measurements. The freestream speed was 10.1 cm/s on average during these tests, yielding a
Reynolds number of 16200.

Post-processing of these measurements was conducted using a custom post-processing script in
Matlab. Linear drift for each run is determined from the two nulls and is subtracted off. All 20
runs are then averaged together to get an estimate of all three components of force and moment
in the load cell reference frame. Separately, the same procedure is followed without the model
mounted to measure the forces associated with only the sting arm. These forces are subtracted
from the model measurements to isolate the forces and moments on the model. Next the lift,
drag, normal force, tangential force, and pitching moment are calculated using the known offset
and rotation from the load cell reference frame to the wing mid-chord, which is the theoretical
aerodynamic center (Schlicting and Truckenbrodt, 1979). A 95% uncertainty associated from the
variation within and between runs for a single model and the sting-only forces are propagated to first
order to produce the error bars on the reported plots. The freestream velocity, water density, wing
planform area and mean aerodynamic chord are all used to compute aerodynamic coefficients from
the dimensional forces. Water density is determined from water temperature measurements made
with an analog thermometer under the assumption of 1 atm atmospheric pressure. Zero degrees
angle of attack was set as the angle at which the flat delta model produced zero lift.
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RESULTS

5.1 2D Dye Visualizations
Summaries of the top and side dye visualization views of all the delta wings are presented in
Figures 5.1 and 5.2. Dye injected near the apex leading edge is swept into the leading edge vortex,
rendering it visible. It is worth noting here that only flow structures which are seeded with dye
become visible, so other flow structures may exist which are not visualized with this technique.
LEVs on some wings appear thicker than others, but this is primarily a function of the dye being
entrained at some distance from the vortex core, causing a spiral pattern which manifests as a wavy
line in a 2D image. Each image presented in Figures 5.1 and 5.2 is a single frame out of a 2s
sequence captured at 20 fps. The position of the primary and secondary vortices was found to be
quite steady through time, which enabled the tomographic dye visualizations described in Section
5.4.

A clear LEV is observed in all cases except the th45 wing at 10° AOA and the dome wing at all
angles, where the dye remains attached to the surface before separating off the back end. The LEVs
over all models follow a linear trajectory in the conical region of the wing (𝑥/𝑐 < 0.6). Models
with thickness contours generally have the LEVs displaced outward closer to the leading edge (top
view) and upward away from the wing surface (side view). After the conical region, the displaced
LEVs tend to curve inwards as they approach the trailing edge.

Secondary vortices are also evident in some cases. Over the flat model, clear secondary vortices can
been seen to burst near 𝑥/𝑐 = 0.5 for AOA 10° and 20°. Similar secondary vortices are observed
over the vert and r001 wings at 20°, with a significant delay in bursting over the latter. At 30°
secondary vortices are observed near the apex of almost all of the wings, the only exceptions being
and th90 wing. The th75, th60, and th45 wings exhibit particularly long-lasting secondary vortices
at 30°, bursting not much sooner than the primary LEV.

At 20° AOA, vortex bursting is visible near the trailing edge for models th75, th60, and th45. All
models exhibit LEV bursting at AOA 30° at a similar chordwise position around 𝑥/𝑐 = 0.7.

Injecting dye only before turning the tunnel for a 20° angle of attack for a subset of models on
yields similar results (Figure 5.3). With a broader initial dye location, additional features are visible
including secondary vortices and structures aft of the wing’s maximum thickness. These frames
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Figure 5.1 Top views of fluorescent dye over delta wing models at Re 15,300. Wing leading and
trailing edges are outlined in black for clarity, centerline is denoted with dotted black line. LEV
position is indicated by a red dashed line. Only port side of wings are shown; images are flipped
vertically.
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Figure 5.2 Port side views of fluorescent dye over delta wing models at Re 15,300. Wing leading
edge is outlined in black for clarity. LEV position is indicated by a red dashed line.
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were captured roughly 4 convective times after the start of the tunnel based on wing chord and final
freestream speed.
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Top view
Side view

th90

th60

th45

Figure 5.3 Top views and side views of fluorescent dye over delta wing models after impulsive start
to Re 15,300. Only port side of wings are shown; images are flipped vertically.
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Leading Edge Vortex Location
Changes in the leading edge vortex position extracted from Figures 5.1 and 5.2 are summarized
in Figures 5.4 and 5.6a. For the flat model, as angle of attack increases, the LEV shifts upward
away from the wing surface and slightly inward toward the wing centerline. This trend generally
holds for all the tested wings. Wings with larger cross-sectional area, particularly the th90 and th75
wings, maintain a constant LEV spanwise location as the AOA is raised from 10° to 20° before
shifting inward at 30°.

Compared to a flat wing, models with larger cross-sectional area have LEVs farther outboard (away
from the wing centerplane). The vertical position of the LEV can either increase or decrease
with cross-sectional area. At 10°, the LEVs over all wings are at approximately the same height.
Models with a smaller surface slope in the vicinity of the flat plate LEV position (th45, th60, r001)
have elevated LEVs at 20° and 30°. Conversely, models with steeper surfaces (th75, th90) have
LEVs closer to the model x-y plane than the flat wing at high angles of attack. This information
is presented more directly in Figure 5.5 and 5.6a, which show each model’s cross-sectional shape
along with the LEV location in the cross section plane. Generally, the LEV appears to be displaced
in a direction related to the local surface normal direction.

The distance of the LEV to the nearest point on the wing surface tends to decrease as the model
surface is raised in the vicinity of the LEV (Figure 5.7a). The angle of the vector connecting the
closest point on the wing surface to the LEV depends on the particular cross-sectional shape and
angle of attack (Figure 5.7b). As the LEV tends to move inboard and upward with increasing angle
of attack, the nearest point on the model cross section changes. For the th90 wing for example,
at 30° the LEV is positioned horizontally from the nearest point on the wing surface, which has a
vertical slope.

5.2 SPIV
The two dimensional dye visualizations described above showed that all models have a well defined
LEV at 20° AOA, but that the location of the LEV and the existence of secondary vortices varies
across model shapes. To further understand the differences in the apex region flow fields, stereo
PIV measurements were taken at 𝑥/𝑐 = 0.5, which the dye visualizations have demonstrated is
within the conical apex region of each wing before vortex bursting.

Vorticity Contours
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(a) top view (b) side view

Figure 5.4 Change in location of LEV with AOA relative to leading edge in spanwise (a) and normal
to leading edge plane (b) directions.

(a) AOA=10° (b) AOA=20° (c) AOA=30°

Figure 5.5 Position of LEV in cross section of various delta wing models. The port half of each
model’s cross-section profile is represented by a solid curve, with the LEV for that model marked
in the same color. LEV position is plotted at AOA 10°, 20°, and 30° for all wings, except th45
which has no visible LEV at 10°, and the dome model.
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(a)

Figure 5.6 Position of LEV in cross section of various delta wing models at AOA 10°, 20°, and
30°. LEVs generally move up and inboard with increasing AOA over a given wing.

(a) (b)

Figure 5.7 Distance from LEV to wing surface (a), and angle of shortest line between wing surface
and LEV referenced to vertical (b).

Figure 5.8 compares time-averaged contours of vorticity in a plane normal to the freestream for
each model. Velocity vectors (downsampled by 3 for clarity) are overlaid, and the location of peak
vorticity is indicated by a black x. The model surfaces were masked out before processing, so the
resulting edge of the PIV results represents the cross-section shape reasonably well. All contour
plots share the same colormap, which is included at the right side of the figure.

The leading edge vortex is clearly visible over all of the wings (except the dome wing) as a region
of positive vorticity which originates at the leading edge (𝑦/𝑦𝐿𝐸 ). Vorticity of opposite sign can
be seen on the leeward surface of the models due to the boundary layer flow induced by the LEV.
Concentrations of this negative vorticity are visible between the LEV and leading edge on most
models as well. This matches the classical expectation of secondary vortices caused by ordinary
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flat th90

vert th75

r001 th60

dome th45

𝜔𝑏/𝑈∞

Figure 5.8 Vorticity contour plots for all wings at AOA 20°, Re 15,500. Black arrows indicate
in-plane velocity. Peak vorticity location marked with black x.
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separation of the induced flow boundary layer, although dye flow measurements detailed in 5.1
indicated that secondary vortices on all models (with the possible exception of r001) are either
nonexistent, or have already burst upstream of this 𝑥/𝑐=0.5 cross-section.

As the model surface is brought closer to the location where the LEV resides over the thin wing,
the LEV becomes smaller and less circular. For the family of wings with equal cross-section
shown in the righthand column the round region concentrated vorticity that exists at th90 warps
monotonically from round to a thin higher aspect ratio smear close to the wing surface at th45. In
the extreme case of the dome model, the LEV appears to be suppressed entirely.

The th45 model has a region of positive vorticity which is elevated off the model surface, but is no
longer obviously distinct from the leading edge shear layer. Two peaks of vorticity exist over this
model, one near the top of the region, and one about halfway up from the leading edge. These two
peaks have magnitudes within 1.5% of each other. A similar second peak is visible on the th60
model, but in that case has an 18% lower value than the primary peak.

Out-of-plane Velocity Contours
Another set of contour plots in Figure 5.9 show the velocity in the freestream direction normal to
the measurement plane normalized by the freestream velocity. For the flat plate model, a region of
higher velocity exists is coincident to the LEV (jet-like profile). Following a similar trend to the
size and symmetry of the LEV, this region disappears as the surface is expanded outward. Velocity
deficits and even reversal are observed on the flat and vert wings between the LEV and leading edge
(wake-like profile) where a secondary vortex might be expected to reside. This is consistent with
the dye visualization in Figures 5.1, 5.2 which indicated that both these models have a secondary
vortex which bursts upstream of the measurement plane.

Profiles Through LEV
Profiles of several parameters are plotted along a horizontal line through the location of maximum
vorticity (𝑧 = 𝑧𝐿𝐸𝑉 ) in Figures 5.10. The left hand column gives profiles in horizontal positions
relative to the wing, and the right hand profiles have all the profiles shifted to align the location of
the LEV at (𝑦 − 𝑦𝐿𝐸𝑉 )/𝑦𝐿𝐸=0. An axial velocity surplus occurs near the LEV location, and the
flat and vert models again show a deficit related to the secondary vortex (Figures 5.10a and 5.10b).
The out of plane velocity converges to match the freestream velocity near the leading edge for all
models.

Figures 5.10c and 5.10d give similar profiles for the vertical velocity (𝑈𝑧) along the same horizontal
line. On this particular line through the center of the LEV, 𝑈𝑧 represents the azimuthal velocity

59



flat th90

vert th75

r001 th60

dome th45

𝑈𝑥/𝑈∞

Figure 5.9 Contour plots of out-of-plane velocity for all wings at AOA 20°, Re 15,500. Black
arrows indicate in-plane velocity. Peak vorticity location marked with black x.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.10 Profiles of out-of-plane velocity, vertical velocity and local helix angle along a horizontal
line through the LEV center. Right hand plots show the same data as the left but with horizontal
distance referenced to the LEV location.
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about the vortex. Qualitatively, the profiles resemble the classic Burgers vortex with a shear through
the LEV center, peak and then decay to zero far from the vortex. The vertical velocity associated
with the leading edge shear layer at 𝑦/𝑦𝐿𝐸 = 1 is approximately the same for all models.

The same patterns are evident in the vorticity profiles in Figures 5.10e and 5.10f. The flatter wings
have two distinct vorticity peaks: the LEV and the leading edge shear layer. The leading edge
vortex is constrained by the model surface on one hand, and the leading edge on the other. As the
model surface moves outboard in the vicinity of the LEV, the LEV begins merge with the leading
edge shear layer. This entails a reduction in the slope of the azimuthal velocity corresponding with
a drop in peak vorticity.

Interestingly, the local helix angle (defined as 𝑡𝑎𝑛(𝑈𝑧/𝑈∞)) reaches the same peak around 50° for
all models except th45 and dome as shown in Figures 5.10g and 5.10h. This peak occurs at the
same distance away from the LEV on all models: around 𝑦/𝑦𝐿𝐸 = 0.4 for the three flattest models
and closer to 𝑦/𝑦𝐿𝐸 = 0.6 for th90, th75 and th60.

Effect of Vortex Confinement
In all cases, the top of the LEV reaches to about 𝑧/𝑦𝐿𝐸=0.5. This motivates the definition of a
vortex confinement parameter, 𝜅, as the ratio of the model cross-sectional area in the bottom half
of the cross section (𝑧/𝑦𝐿𝐸<0.5) to the bounding rectangle with area 𝑦2

𝐿𝐸
/2 (Figure 5.11). The

total circulation in the LEV and other important parameters are well correlated with this parameter
(Figure 5.12). As expected from the previous discussion, circulation in the LEV is negatively
correlated with vortex confinement. The same is true for out-of-plane velocity through the LEV
core. These two effects balance each other such that the max helix angle is relatively constant
across geometries, with the exception of the th45 and dome wings in which no single LEV was
detected. The diffusive vorticity flux also appears to be constant as vortex confinement is increased
from the flat wing to the th90 wing, then increasing approximately linearly with 𝜅 > 0.6. The dome
wing dissipative vorticity flux is suspect because of the proximity of the vorticity gradient to the
model surface. Unfortunately the SPIV data do not have sufficient resolution to accurately resolve
convective vorticity fluxes through the LE shear layer.

5.3 Force Results
Force measurements for four of the delta wing models are presented in Figure 5.13. For reference,
the Polhamus leading edge suction analogy prediction for total and potential lift are also plotted
on the lift, drag, and normal coefficient plots (Polhamus, 1966). Lift measurements over a flat 70°
delta at a similar Reynolds number of 20000 by Traub (Traub, Moeller, and Rediniotis, 1998) are
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Figure 5.11 Confinement area 𝜅 is defined as the ratio of the area below 𝑧/𝑦𝐿𝐸=0.5 which is
occupied by the model on one half of the cross-section, B/A.

(a) (b)

(c) (d)

Figure 5.12 LEV circulation (a), axial velocity at location of peak vorticity (b), maximum helix
angle (c), and diffusive vorticity flux (d) along a horizontal line from LEV plotted as a function of
LEV confinement parameter 𝜅.
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plotted as well. The Reynolds number for the current measurements was 16,200.

The lift measurement compares well with Traub’s 1998 measurement for the flat wing. Traub’s
model was 1.3% thick with square edges, so difference in total lift could be related to the difference
in leading edge shape. Traub also did not report a freestream turbulence level, which could be
relevant at such low Reynolds numbers. The forces on the flat wing are generally well described as
a pure normal force with a tangential component near zero across all angles of attack. As expected
at a low Reynolds number, the lift, drag, and normal force of the flat plate model lies between
the Polhamus total lift and potential lift estimate. The Polhamus model does not include viscous
effects or vortex bursting, and so cannot capture the stall process. Interestingly, the normal force
of the th45 triangular cross-section model matches the Polhamus potential force prediction quite
well, particularly above 15° AOA, which is consistent with that wing having very little vortex lift.

Below 15° AOA, the th45, th60, and th90 wings have a lower normal force and lift curve slopes
compared to the flat model. However, above 15° the th90 model recovers to match the force of the
flat wing. Beyond 25°, the normal force of the th90 wing plateaus until sharply increasing again
above 35° to match the flat wing force at 45°. The normal force on the th60 model lies between
that of the th45 and th90 wings, so these wings define a continuum aerodynamically as well as
geometrically.

The relationship between each wing’s lift and drag highlights the differences between the models.
The three thick models have identical lift-drag curves until 𝐶𝐷=0.5, where the th90 and th60 wings
experience a reduction in lift for a given amount of drag compared to the th45 wing. At AOA 45°
all the tested wings have nearly identical lift and drag coefficients, despite the wide variation among
the models at lower angles of attack.

The tangential force on all the thick wings is higher than that of the flat wing at low angles of
attack. At around 20° however, the tangential force of all the thick wings enters into a downward
trend, eventually dropping lower than the flat wing, and even slightly negative as the angle of attack
increases.

The relatively large error bars on the moment data points reflect the fact that this moment is both
near the noise floor of the load cell, and similar in magnitude to the moments created by the
off-axis loading of the load cell, and the moment due to the sting arm. This measurement could be
contaminated if any of these sources have errors. The flat wing does not exhibit the characteristic
pitch-up expected near stall, which could be a good reason to be skeptical of these values. However,
the differences between the models show that the thicker models have a consistently more negative
(nose down) pitching moment compared to the flat wing. These thicker models also all have a rapid
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(a) (b) (c)

(d) (e) (f)

Figure 5.13 Delta wing force measurements.

shift in the pitching moment around 15°, the same angle of attack that shows a rapid increase in the
normal force.

5.4 Tomographic Dye Visualization
The three-dimensional flow field of the same three wings is presented in Figures 5.14 through 5.25
as embedded animations. Each animation begins looking at the models from the back and rotates
around 110° to see the port side. These animations may only play in Adobe Acrobat. Alternate
versions are provided separately as supplementary material. Figures 5.26 and 5.27 show cross-
sections of the same four models and angles of attack at 𝑥/𝑐 = 0.4 and 𝑥/𝑐 = 0.97, respectively.
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Single slices of each wing cross section are provided for each wing in the apex region at 𝑥/𝑐 = 0.4
(Figure 5.26) and near the trailing edge at 𝑥/𝑐 = 0.97 (Figure 5.27).

Anything bright in the 2D images is rendered visible. This includes the model surface, the injection
tubes, and the fluorescent dye. The black and white lookup table is inverted for presentation. The
stainless steel dye tube is particularly reflective, which caused an artifact near the trailing edge of
the model that looks like a straight line intersecting the tube. There is also some blooming near
the brightest locations where dye is injected. As the scans were acquired, dye injection from the
apex was reduced in favor of the aft dye tube. This causes the LEV to appear thinner approaching
the trailing edge in some cases. A single hot pixel on the camera present in every slice produced a
horizontal line through each scan, which is aligned with the scanning direction (freestream). The
laser sheet was incident from the top of the wing, so vertical surfaces (particularly on the th90
wing) are less visible. The windward and starboard portions of the wing are not pictured.

Over the flat wing both a primary and secondary vortex are visible at all angles of attack. Dye
injected off-axis into a vortex creates a spiral pattern. This is particularly evident over the flat
wing at 35°. At 10° and 20° angle of attack the secondary vortex bursts and the dye it contains is
entrained into spirals around the primary LEV. Bursting of the primary LEV is obvious at 35°. No
dye was injected through the aft tube for the flat wing.

At AOA 10°, the thicker models all appear to exhibit a laminar separation from the central bump.
Dye from the aft injection tube is drawn forward by reversed flow along the model’s rear surface and
swept into a shear layer formed by laminar separation just aft of the model peak. Between this shear
layer is a region that is filled with well-mixed diffuse dye, which is at too low of a concentration to
be seen in the volume renders without compromising details elsewhere on the model. This region of
separated flow is particularly clear in the cross-sections shown in Figure 5.27. As seen previously,
no LEV is seen on the th45 wing at 10°. Instead, the apex dye on the th45 model remains attached
to the model surface until it too separates near the aft of the model.

As the model angle of attack increases to 20° the flow pattern on the aft of the body changes
significantly. Most clearly on the th90 wing, the dye from the injection tube fills a thin region of
fluid near the body with clearly defined boundaries at the upstream and downstream edges. Near
the corner of the bump, the dye is swept into a helical pattern which is elevated somewhat over the
wing surface. No dye is seen inboard of this helical pattern, despite the injection location being
on the centerline of the model just upstream. These aft vortices are also visible in the 2D dye
visualizations when the dye was injected before an impulsive start of the tunnel (Figure 5.3).

At AOA 35° it is difficult to identify any structure in the flow field aft of the body. Dye from the
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burst leading edge vortices tends to remain in a diffuse roughly conical region. Adjacent slices aft
of the model body do not appear related, which indicates that the flow field in that region is not
stationary in time. Both the th60 and th45 models exhibit more than one vortex emanating from
the apex at 35°. Over the th60 wing, two vortices rotate in opposite directions, with the top vortex
being the primary LEV and the bottom rotating in the direction of a secondary vortex. On the th45
wing, three vortices can be seen near the apex which have alternating signs (Figure 5.26).
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Figure 5.14 flat wing at 10°

Figure 5.15 th90 wing at 10°
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Figure 5.16 th60 wing at 10°

Figure 5.17 th45 wing at 10°
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Figure 5.18 flat wing at 20°

Figure 5.19 th90 wing at 20°

70



Figure 5.20 th60 wing at 20°

Figure 5.21 th45 wing at 20°
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Figure 5.22 flat wing at 35°

Figure 5.23 th90 wing at 35°
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Figure 5.24 th60 wing at 35°

Figure 5.25 th45 wing at 35°
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Figure 5.26 Cross-sectional dye visualizations of flat, th90, th60 and th45 wings at AOA 10°, 20°,
and 35°, 𝑥/𝑐 = 0.4.
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Figure 5.27 Cross-sectional dye visualizations of flat, th90, th60 and th45 wings at AOA 10°, 20°,
and 35°, 𝑥/𝑐 = 0.97.
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DISCUSSION AND CONCLUSION

The results presented above demonstrate that many differences exist in the flow field and per-
formance of thick delta wings compared to a flat wing. The following discussion explores the
mechanisms behind the observed phenomena and offers suggestions for future research directions.

6.1 LEV location and strength
The dye visualization results showed that the location and linearity of the LEV can be significantly
altered by introducing a surface proximal to the LEV. Because the LEV has a finite size, it cannot
maintain its position as the wing surface begins to encroach upon the space that the LEV would
otherwise occupy. Generally, the LEV over a contoured wing appears to move in a direction normal
to the local wing surface relative to the flat wing. This suggests that LEV moves to the position
closest to the location it would take were the surface absent (over a flat wing) while maintaining
some distance determined by the balance of vorticity, convection, and viscous effects.

In addition, the SPIV study demonstrates that the LEV circulation is inversely proportional to the
confinement of the vortex after about 𝜅 = 0.3. From the flat wing vorticity contour plot in figure
5.8, the inboard edge of the LEV is at about 𝑦/𝑦𝐿𝐸 = 0.25. A value of 𝜅 = 0.3 corresponds to a
model which occupies an area equal to the inner 𝑦/𝑦𝐿𝐸 = 0.3 of the cross section up to a height of
𝑧/𝑦𝐿𝐸 = 0.5. Therefore it appears that the LEV strength does not change until the model surface
begins to impinge on the space that it would otherwise occupy. A similar trend seems to exist with
the diffusive vorticity flux, which begins to explain what happens to the vorticity generated at the
leading edge. It appears that after some confinement threshold the leading edge vorticity begins to
annihilate with the opposite sign vorticity from the leeward wing surface at a greater rate, rather
than contributing to LEV circulation. It is curious to note that the LEV circulation begins to tail
off at a lower confinement value (𝜅 = 0.3) than the dissipative vorticity flux begins to increase
(𝜅 = 0.6). This difference could suggest that there are other mechanisms at play, like a change in
the convective vorticity flux from the LE shear layer, or could be measurement error resulting from
insufficient resolution near the wing surface.

In the limiting case of the dome wing, no LEV is observed. All of the wings save for the th45
and dome have the same leading edge and leeward surface geometry, so they might be expected to
generate similar amounts of vorticity at their leading edges. Unfortunately the SPIV measurements



did not have sufficient resolution to accurately resolve the convective vorticity flux through the
leading edge shear layer, but the vertical velocity profiles in Figure 5.10c indicate similar velocity
in the shear layer for each wing. The vorticity contour plots indicate that essentially the entire
leading edge shear layer is entrained into the LEV in all cases. If all LEVs have the same vorticity
flux from the leading edge shear layer then the cases with less total LEV circulation must lose
vorticity either out-of-plane or to annihilation with the viscous boundary layer on the model
surface. The out-of-plane velocity contours in figure 5.9 and 5.10a show that the wings with high
vortex confinement actually have lower out-of-plane velocity at the vortex core, supporting the
latter explanation.

While all of the other wings have the same windward surface geometry, the th45 and dome wings
have a higher tangent angle where the leeward surface meets the leading edge. This may effect the
way that the flow separates from the leading edge, adding an additional effect beyond that of vortex
confinement. In fact the vorticity contours for the dome model indicate positive vorticity near the
model surface above the leading edge, indicating that the flow in this location is attached. Despite
this difference in leading edge geometry, all the tested wings lie along the same curve of vortex
confinement versus total circulation, indicating some universality to this parameter. Without flow
separation at the leading edge it is not possible to form a leading edge vortex in the first place.

Thus the condition of vortex suppression can be achieved either by confinement, or by delaying
separation at the leading edge by increasing the radius. Both of these mechanisms are likely active.
Of course rounding the leading edge can only delay separation, not eliminate it altogether, so we
might expect to still observe a vortex on the dome model, just higher up than before. However, the
centerline profile of all the wings is inclined at 20° to the chord, so at 20° angle of attack the peak
of the wing is aligned with the freestream. This means that the flow over the dome model does not
experience an adverse pressure gradient until its cross-sectional area begins to decrease in the aft
section. Therefore we should not expect to see separation anywhere on the apex of the model if it
does not occur at the leading edge.

6.2 LEV Shape and Dual-Vortex Structure
As the wing surface moves outward, the shape of the LEV also elongates from a round shape
to something more like an ellipse with its long axis parallel to the local surface direction. In
the case of the th45 wing, the surface is close enough to the LEV that it splits into two distinct
concentrations of vorticity, and is less obviously distinct from the leading edge shear layer. It is
unclear how common this dual vortex structure might be, but it was observed for the th45 wing
over a fairly wide range of angles of attack of 20° through 35°. At 20° the dual vortex structure
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is not visible in the 2D dye visualization data, but is clear in the tomographic dye scan and SPIV.
This could easily be due to subtle differences in the dye entrainment caused by something like a
small air bubble reducing flow on one side of the model, or could indicate that the appearance
of this configuration is incredibly sensitive to small changes in flow condition. This structure
was not observed by Grellman Grellmann, 1964 in studies of slender delta wings with triangular
cross-sections, or Kirkpatrick D. L. I. Kirkpatrick and Field, 1966 over rhombic cross-sections, but
both these studies involved only low angles of attack (<20°), high Reynolds numbers (>106), and
used low resolution measurement techniques (surface pressure taps, keil probe) that may not find
two vortices if only one is expected.

The rotation of a vortex tube generally tends to stabilize the vortex into a circular shape without the
influence of a nearby surface. Any local increase in the vortex radius generates a restoring Coriolis
force depending on the the Rossby number of the flow (Batchelor, 2000). Thus the elongation
of vortices as they are confined by the model surface is eventually untenable, forcing the vortex
to split into more than one distinct vortex, each with a smaller radius and more circular shape.
Perhaps this process can also be related to the break up of a shear layer due to the Kelvin-Helmholtz
instability. The split vortices are observed to be stationary, a condition that can also be seen on
sub-vortices formed by the Kelvin-Helmholtz instability around the LEVs on thin slender delta
wings Gad-el-Hak and Blackwelder, 1985; Ismet Gursul, 2005.

A dual-primary vortex structure is also observed on low-sweep 50° delta wings at low angles of
attack (Taylor, Schnorbus, and Ismet Gursul, 2003). This is understood to be due to the strong
interaction of the LEV with the wing boundary layer owing to the low height of the LEV above the
wing surface. As the angle of attack increases, the LEV lifts away from the surface and the dual
primary structure reverts to a single LEV. In the current case, the dual vortex structure appears on
the th45 model somewhere between 10° and 20° AOA and persists all the way up to at least 35°.
The height of the wing surface is such that the distance between the LEV and the surface is only
marginally increased with angle of attack, but the vortex also gains vorticity due to an increase in
the flow component normal to the leading edge. For the low sweep delta wings the appearance of a
dual-primary structure was found to be highly Reynolds number dependent because it depends on
the condition of the leeward surface boundary layer. A similar Reynolds number dependence is to
be expected in the current case.

A dual-primary LEV vortex structure has also been observed over rotating wings in experiments
meant to emulate insect wings (Lu, Shen, and Lai, 2006). A similar phenomenon is observed in
DNS simulations of the starting LEV over a rotating flat plate (Sader et al., 2024). Experiments
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and simulations over a blunt edged 65° sweep delta wing for the Second International Vortex Flow
Experiment (VFE-2) found co-rotating inner and outer primary vortices, but these appear to be
formed by a different mechanism, with the additional vortex forming farther inboard rather than
outboard, and not following a conical trajectory emanating from the wing apex (Luckring and
Dietrich Hummel, 2013).

It is possible to imagine the leading edge shear layer splitting into more than two primary vortices,
though this has not yet been observed to the knowledge of the author. The tomographic dye scan
of the th45 wing at 35° provides evidence of a third vortex with negative sign in between the two
positive sense primaries. This can perhaps be understood as a secondary vortex in the classic delta
wing sense, being the result of ordinary separation from the leeward surface of the spanwise flow
induced by the primaries.

It may be that this secondary vortex acts to split the leading edge shear layer, forcing the creation
of a pair of co-rotating LEVs rather than one vortex. This could also help to explain why the
dual-primary structure only appears to occur when the LEV is close to the wing surface. Shih and
Ding (1996) documented such an interaction creating unsteady shedding in the leading edge shear
layer over a 75° delta wing at Re 9,000. It remains unclear exactly what conditions are necessary
for this shedding to become steady to form two stable LEVs, but from the low-sweep delta results
it is clear that Reynolds number and surface proximity are important parameters.

6.3 Aft Section Flow Field
The flow field at the back of the delta wings is found to be highly dependent on model geometry
and angle of attack. The th90 wing produces three different flow fields at the three angles of attack
that were imaged using the tomographic dye technique. At both 10° and 35° a large separated wake
is produced behind the wing’s central bump, but at the intermediate 20° angle of attack the wake is
considerably smaller. This appears to be because of the formation of a pair of streamwise vortices
at 20°, which separate off the corners of the centerbody and induce a downwards flow over the
center aft portion of the wing. At 10° the flow separation off of the model appears to be laminar,
with a very smooth and stationary shear layer seen in the dye images. At 35° the separation appears
more turbulent. It is likely that results could vary with Reynolds number related to the condition
of the attached flow on the model upstream of the aft separation point.

As it happens, similar critical geometries in which a critical sweepback angle causes a dramatic
change in the flow configuration have been well documented in the literature. Morel (1978) first
reported on the flow over the rear window of hatchback cars. He found that as the angle of the
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sweepback is increased, a pair of counter-rotating vortices roll up around the corners of the swept
rear. These vortices induce a downwards flow which causes the previously detached inboard flow
to reattach to the body. The net effect is a sudden and dramatic increase in lift and drag. Then as the
sweepback angle is increased even farther, the vortices give way to a fully separated flow Sovran,
Morel, and Mason, 1978. Subsequent studies have largely confirmed that a similar flow field
exists over similar geometries Ahmed, 1983; Zigunov, Sellappan, and Alvi, 2020. This description
matches the observed flow field over the back of the th90 wing quite well. Differences in the
direction of the incident flow induced by the action of the delta wing’s LEVs appear to change the
critical angle at which the phenomenon is observed.

Both the th45 and th60 wings have evidence of the same sort of flow separation patterns off the
back end, but as the surface tangent slope is reduced from 90° down to 45° the aft region curvature
decreases, and streamlines face a more mild adverse pressure gradient. The corners of the aft region
from which the pair of counter rotating vortices separates in the th60 and th45 cases have a much
larger radius in the streamwise direction (figure 4.4, 4.6), so flow from outboard portions of the
wing is able to travel farther inboard before separating from the surface.

6.4 Wing Forces
All of these flow field features combine to produce the force plots in figure 5.13. While the flat
wing has the classic delta wing behavior, the th45 wing has a reduced lift curve slope, looking
similar to the Polhamus estimate for potential flow about a thin wing in the absence of vortex
lift (Polhamus, 1966). All the thick models have increased profile drag compared to the flat wing.
This is consistent with observations by Grellman that taller triangular cross-sections have reduced
normal force and increased drag (Grellmann, 1964). Increased profile drag is to be expected due
to the increased cross-sectional area.

The angle of the wing surface near the LEV also has implications for the wing forces. Following
the reasoning of G. Lee, 1959, integrating the pressure field over an inclined surface can alter the
direction of the resulting force vector. In the case of extreme leeward surfaces considered here this
is necessarily a coupled problem, with the surface shape affecting both the pressure field and the
integrated force direction. From Figure 5.7b, it might be expected that the th90 wing at AOA 30°
would have a lower normal and tangential force than the other wings with the same cross-sectional
area because the LEV suction force might be inclined forward due to the wing surface shape. This
intuition seems to be borne out by experiments, with the th90 wing having the lowest normal force
at 30°, though the tangential force remains high. However, the wings are not conical, so it is difficult
to separate this effect from that of the aft flow field.
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On the th90 wing, the criticality of the aft wing flow field creates a highly non-linear force profile.
When the aft flow is separated at 10° and at 35°, the th90 wing generates significantly less normal
force than the flat wing. At 20°, when the flow is attached, the normal force of the flat wing is
almost entirely recovered. This is despite the fact that the LEV over th90 wing has about 30% less
circulation than the flat wing at 20°. The pair of counter-rotating vortices that form over the aft
section appear to make up for the reduction in LEV lift.

The normal force of the th90 wing then decreases with angle of attack from 20° to 35°, where it
begins increasing again to match the forces from the flat and th45 wings at 45°. At 45° the flow
over the model should be fully separated regardless of the leeward surface geometry, so the normal
force is almost entirely determined by the wing planform, which is identical for all the models.

The shape of the th90 normal force curve at high angles of attack is somewhat reminiscent of the
normal force curves of low sweep delta wings presented by Earnshaw and Lawford (1964). In
their study, a similar stagnation and temporary reduction of normal force was found to be related
to the transition of the flow field from a conical configuration with attached flow at the center, to a
completely reversed flow at the surface. Lower sweep wings were found to have entirely reversed
flow from the rear of the model at lower angles of attack than wings with greater sweep. In the
present case, the region of flow reversal behind the th90 wing is larger at 35° than the other wings
owing to its less streamlined aft shape.

Across all angles of attack, the th60 wing achieves a normal force between that of the th90 wing and
the th45 wing, demonstrating that these wings do in fact define a continuum of shapes for which the
same salient flow features are relevant. It is interesting to note that while all three of these wings
have the same internal volume, the th90 wing is able to generate more lift at 20° angle of attack.
This appears to be explained by the retention of most of the LEV strength relative to the th45 wing.

The implication for designers hoping to create vehicles that rely on vortex lift and have large internal
volumes is that stronger LEVs comparable to those over flat wings can be generated over thicker
geometries, provided that there exists some concave region inboard of the leading edge for the LEV
to occupy. This matches Bartol’s prediction about concavities near boxfish keels Ian K. Bartol,
Gharib, Webb, et al., 2005. The relationship between confinement parameter and LEV strength
(Figure 5.12) suggests that vortex lift can be retained by designing a surface that does not overlap
the LEV over an equivalent flat plate wing.

However, including a central bump or fuselage does come at a cost of increased profile drag related
to the increased cross-sectional area, and the aft shape of the wing is non-trivial: even wings that
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generate strong vortex lift can develop non-linear forces with AOA if the flow separates off the back
of the central bump.

6.5 Future Directions
The experimental results presented here open up ample opportunity for further study.

One particularly pressing question is that of Reynolds number sensitivity. Ordinary separation
of the leeward surface boundary layer has dramatic effects on the flow field and resulting force
over the wings tested here. Interactions between the LEVs and the boundary layer in this case
likely have much stronger Reynolds number dependence than canonical flat slender delta wings,
which have elevated LEVs with minimal surface interaction. Separation off the back of the model
and the resulting wake will also depend on Reynolds number. For instance, it is clear from the
tomographic dye images that laminar separation occurs at 10°, while at 35° the separation appears
more turbulent.

Tests at higher Reynolds numbers via faster flow speeds could also improve the signal-to-noise-
ratio of force measurements. The pitching moment measurements in particular could stand to be
improved, which would help to understand the wing stability implications of both the LEV position
and strength changes, as well as the aft section separation/attachment condition. The FLOWTUB
water tunnel test section is large enough to accommodate models with twice the chord length, and
has been run at speeds twice as fast as the 10 cm/s used in all the tests done here, so a 4x increase
in Reynolds number and 16x increase in pitching moment magnitude should be possible without
dramatic changes to the force measurement setup.

Another area of interest would be to collect more SPIV data to investigate the dual primary vortex
phenomenon observed over the th45 wing at high angles of attack, as well as the aft section flow
field and wing wakes. In an ideal case, this could be accomplished with an extension of the
tomographic dye technique to SPIV, wherein the model is traversed though a cross-sectional laser
sheet to gather a series of SPIV planes. In this way, a full time-averaged 3D velocity and vorticity
field could be measured. However, this technique would be of limited utility for non-stationary
flow fields as it requires a steady in time assumption to correlate adjacent planes. Additional
challenges related to light intensity, increased noise due to reduced-time averaging for a given slice,
and large data sets might make this technique less straightforward to implement. To aid in data
processing, a hardware accelerated PIV implementation like rapidPIV could be particularly useful
in this case (Bollt, Foxman, and Gharib, 2025).

The results presented here are also over a very limited set of models. There is broad opportunity
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to investigate the flow fields over different sets of parameters for within the same family of wing
shapes. For example, how does LEV strength and location change if the tangent angle of the surface
is held constant and the height or width of the central bump is increased? Does there exist a critical
surface height at which the LEV ceases to shift outboard with increasing bump width and instead
reattaches or appears above the bump?

The aft shapes investigated here are also arbitrary. One could imagine that a longer aft region with
a lower pressure gradient should have less flow separation, which could have dramatic implications
for wing performance. This warrants a broader study of airfoil shapes for delta wings with extreme
thickness, where the three-dimensional complexity of the flow field will likely benefit from three-
dimensional surface geometries controlled by more parameters than were presented here.

This investigation also only considered steady flows. Startup flows (like those presented in figure
5.3) likely contain interesting unsteady physics as this complicated flow field develops temporally.
Some of this work is currently being conducted computationally by Caroline Cardinale under Tim
Colonius, using an incompressible direct numerical simulation (DNS) code (Liska and Colonius,
2014; Liska and Colonius, 2017; Yu, Dorschner, and Colonius, 2022). Results from these simu-
lations have largely matched up with the experimental measurements, both qualitatively showing
the same flow features, and quantitatively matching lift and drag coefficients for the flat and th90
models. CFD could also could offer a way to search a wider parameter space than is feasible with
physical models.

There are also many opportunities to develop and compare to existing analytical theories for
conical and non-conical wings. The wing surface being closer to the LEV also suggests flow
control possibilities like axial blowing.

6.6 Conclusion
Part II of this thesis provided a further demonstration of the utility of the compact tunnel developed
in part I. A series of delta wing shapes with large thickness to chord ratios were placed in the tunnel
and the resulting flow field was probed with a combination of dye visualizations, SPIV, and force
measurements. These investigations yielded a number of preliminary conclusions listed below.

First, confining the leading-edge vortex (LEV) by raising the height of the leeward surface of a
delta wing was found to alter both the location and shape of the LEV. As the surface is brought
closer to the LEV, the total circulation in the LEV is reduced until the LEV is entirely suppressed.
When the LEV, it can split into a pair of co-rotating primary vortices - a phenomenon that, to the
author’s knowledge, has not been reported on thick delta wings with high wing sweep.
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Wings with increased cross-sectional area tend to show degraded aerodynamic performance. This
is primarily due to increased profile drag and reduced normal force at a given angle of attack.
However, wings with identical cross-sectional area can have drastically different flow fields and
force curves depending on the spanwise thickness distribution.

It is possible to retain most of the strength of the LEV even for large wing cross-sections by biasing
thickness away from the leading edge, thereby minimizing the extent of vortex confinement. In doing
so, it is possible to achieve comparable vortex lift to that of a flat wing with a much greater internal
volume, although the longitudinal profile is also important for determining flight performance
across angles of attack. The impact of confinement on LEV bursting appeared minimal.

Finally it was observed that the aft section of a thick delta wing can develop its own set of counter-
rotating vortices, resembling the vortices seen behind slanted conical bases or Ahmed bodies.
These rear vortices can contribute to non-linear force responses with respect to angle of attack,
depending on the specific wing geometry and curvature.

These conclusions are specific to the shapes and Reynolds numbers (approximately 104) studied
here, and further investigation is required to determine their broader generality. An additional
outcome of this work is the first demonstration of the tomographic dye visualization technique for
generating 3D images of wings and thier flow fields with a moving model and stationary optical
system. This work opens several avenues for future research, including numerical modeling,
Reynolds number sensitivity studies, and exploration of a wider variety of wing geometries.
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TURBULENCE POWER SPECTRA AND BUILDING VIBRATIONS

As referenced in section 2.1, turbulence measurements in the water tunnel were contaminated
somewhat by building vibrations. A power spectrum of the CTA voltage at various tunnel speeds
shows a consistent set of peaks from around 15-30Hz, which appear unchanged at all tunnel speeds,
including with thrusters fully turned off (figure A.1). Flow-related peaks should be expected to
change change frequency with freestream velocity, so these are more likely to correspond to some
other signal in the measurement system. A back of the envelope estimate assuming a Strouhal
number of 0.2 and freestream speed of 10cm/s finds that frequencies in excess of 16Hz require
length scales on the order of about a millimeter or smaller.

The source of these > 16𝐻𝑧 frequency peaks can be traced back to vibrations in the laboratory.
The water tunnel’s structural setup includes a superstructure suspended from the ceiling, which
supports elements within the tank and serves as the mounting frame for measurement probes,
such as the hot-film probe used in turbulence measurements. To assess the influence of structural
vibrations, figure A.2 compares the power spectra of four measurements to identify the source of
these vibrations.

The black curve in the power spectrum represents data from the hot-film CTA probe, rigidly
mounted to the tunnel superstructure. These measurements were taken with the thruster array

Figure A.1 Power spectrum of freestream flow at center of test section at four different speeds.



Figure A.2 Caption

powered off and the water in a nominally quiescent state after settling overnight.

For a zero-flow baseline in the absence of structural vibrations, a 125mm diameter cylindrical
cup was filled with approximately 0.5 L of water, placed on an optical table with S-2000 laminar
flow isolator legs, and covered to block airflow disturbances from HVAC systems. Hot-film
measurements from this setup are shown in green and blue on the power spectrum plot. The green
curve represents measurements when the probe is mounted on the optical table itself, while the blue
curve reflects measurements with the probe mounted from a corner of the tunnel’s superstructure.

Mounting the probe on the superstructure yields a similar power spectrum to the measurements
in the quiescent tunnel, whereas mounting the probe on the optical table reduces the peaks in the
spectrum by several orders of magnitude, particularly in the 10 to 50 Hz range. All the hot-film
measurements share a similar low-frequency peak around 5 Hz. At this frequency, vibrations are
only attenuated about 80% by the optical table per its specification.

Further supporting the link between vibration and these frequency peaks, the purple curve in the
power spectrum displays data from an accelerometer mounted on the tunnel superstructure. The
frequencies below 50 Hz in the accelerometer data align closely with those observed in both the
quiescent tunnel and superstructure-mounted cup measurements. The power spectrum of load cell
measurements described in section 4.4 shows similar peaks as well.
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