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Abstract

This dissertation examines the impact of the initiative process on state interest group mobi-
lization, characteristics and lobbying tactics and behavior. I develop a mathematical model
of how access to the initiative process influences interest groups’ decisions. Key aspects of
the model include the examination of the effect of uncertainty about voters’ preferences and
the influence of the initiative on groups’ ability to lobby the legislature directly. Using the
model I develop three predictions about how initiative states should differ from non-initiative
states. The remainder of the dissertation tests these predictions and related implications in
a variety of data. First, I find that initiative states are more likely to adopt policies than
non-initiative states through event history analyses of capital punishment and casino-style
gaming adoptions. Second, I find that initiative states have more interest groups than non-
initiative states and that the additional groups come from traditionally under-represented
areas. Third, through a survey analysis of interest groups in four states, I find that initiative
state groups have larger membership and less resources, on average. These differences in re-
sources are reflected in their lobbying tactics as initiative state groups tend to rely more on
outside lobbying tactics. Fourth, I find that, even after controlling for resource differences,
initiative state groups still rely more on outside lobbying and less on inside lobbying. These
tests confirm the predictions of the model, provide insight into how state interest groups

behave and demonstrate the sizable effect of institutions on state interest group politics.
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Chapter 1 Introduction

The debate on direct legislation, by the press and from the platform, produced no lasting
contributions to political theory. It consisted of pictures of the promised land by the advo-
cates and forecasts of chaos by the opponents, and both prophecies were liberally spiced with
personal denunciations approaching dangerously on libel.

— V.0. Key, Jr., and Winston Crouch

The Initiative and Referendum in California

In many ways, little has changed in the sixty years since Key and Crouch wrote this state-
ment. The debate about the initiative process still focuses on gloom and doom predictions
about the end of democracy in books with titles Paradise Lost (Schrag 1998) and Democ-
racy Derailed (Broder 2000), and is still staunchly defended by its supporters as the only
remedy for the ills of state government. The critics have generally focused on the growing
importance of money in initiative campaigns, arguing that this restricts use of the initiative
only to an elite set of interest groups, thereby subverting the intentions of the Progressive
reformers who fought for its adoption as a recourse against wealthy economic intercsts that
had seized control of state legislatures around the beginning of the twentieth century. Even
the hallowed Tax Revolt of the late 1970s and early 1980s has come under attack as a “fauz
populist moment” (Smith 1998).

In many ways these negative assessments of direct democracy result from the failure
of scholars to meet the first criticism leveled by Key and Crouch: there have been few
advances in our theoretical understanding of how the initiative process influences politics.
The evidence of the failure of direct democracy is often a handful of select initiatives chosen
to highlight its shortcomings instead of systematic studies that assess the impact of the
initiative on state politics. The observation that a few initiative campaigns are costly does

not in itself constitute a valid reason to condemn the process.
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Perhaps the lack of solid theoretical underpinnings has also led to this narrow view of the
initiative process and its focus on the few items that voters are actually asked to decide at the
ballot box. Stepping back from the process itself leads to a greater question about democracy
and the role of institutions: how does the ability of citizens to circumvent the legislative
process influence state politics? Changing the institutional structure individuals and groups
face will alter which interests and characteristics are rewarded. For example, if membership-
based citizen groups are better suited to using the initiative process to modify policy than
economic interests, its presence may be a boon to them and they will be advantaged in states
with the initiative. The balance of power will be tilted back towards them, even outside the
narrow confines of the ballot, and they may prosper.

In this regard, this dissertation is as much about interest groups as it is about the
initiative process. Recent work has suggested that groups are a product of their environment,
so it stands to reason that they will respond to differences in it as fundamental as direct
democracy. In short, this dissertation adds to the theoretical understanding of the initiative
process by focusing on those that are most influenced by its presence: interest groups seeking
to influence policy.

The main set of findings indicate that groups are indeed responsive to their institutional
environment. Not only do they use the initiative process to influence policy, but they take
this ability into account during their decision making. The process works as follows: access to
the initiative process enhances the ability of groups to influence policy, leading more groups
to mobilize and be active. Because different groups are able to use the initiative with different
levels of effectiveness relative to the legislature, the groups that mobilize because of it have
different characteristics than the groups that would have mobilized anyway. In particular,
the average interest group in initiative states has more members, less financial resources
and fewer paid employees. These differences in resources translate into different lobbying
strategies as well: initiative state groups report that contacting agencies or legislators are
less important activities than do groups in non-initiative states. Finally, the overall lobbying
strategies that groups employ also differ, with groups in initiative states relying less on these
inside lobbying strategies and more on outside strategies like protests and letter writing

campaigns.
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Clearly the effect of the initiative process is dramatically more pervasive than the few
pumber of items voters are actually called to decide upon on any ballot. To determine
the overall consequences of direct democracy for state politics, it is necessary to examine
how it influences interest groups’ behavior. The objective of this dissertation is not to
defend the presence of the initiative process in the states that have it: rather I will expand
the domain over which its consequences are evaluated. Rather than focusing on a select
number of high profile initiatives or even policy areas, I consider the possible consequences
of the fundamental change wrought by giving groups the ability to circumvent the legislative
process, including how many groups successfully mobilize, what they look like and how they
attempt to influence policy.

To accomplish this task, this dissertation is organized into seven main chapters. Chapter 2
develops the formal model upon which the empirical work is based. By developing a formal
model T can make predictions about the wider consequences of the initiative process for
interest groups’ decision making, such as how it influences mobilization.

Building on the theoretical predictions derived in Chapter 2, the next chapter goes into
detail developing the predictions that will form the basis for the empirical tests in the rest
of the dissertation. Since these three predictions cover different phenomena such as policy
adoptions, interest groups’ mobilizations and lobbying decisions, I also discuss the data
required to test each of them. By examining the predictions in different data sets representing
dramatically different aspects of interest groups’ behavior, I provide a stronger test of the
predictions and also demonstrate how the effect of the initiative process extends to many
different aspects of state politics.

The first set of empirical tests examines the influence of the initiative process on policy
adoptions. Chapter 4 uses the model’s predictions about which states interest groups will
target first for policy change. Ifind that initiative states are significantly more likely to adopt
both casino-style gaming and capital punishment and that the outcomes in initiative states
are responsive to voters’ preferences. The use of the initiative process also has implications
for diffusion processes as well: I find evidence that for policies where voters’ preferences are
uncertainty, there is a positive diffusion effect between initiative states, but not elsewhere.

After demonstrating that interest groups can use the initiative process to influence policy
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outcomes, I move on to determining if this is reflected in interest groups’ decisions regarding
mobilization and lobbying techniques in the ways predicted by the model. Chapter 5 tests
the resulting prediction that there should be more interest groups in initiative states due
to initiative mobilizations. I examine the total number of groups in each state and find
that there are indeed more interest groups in initiative states. I also find evidence that
groups that are generally viewed as less successful in the legislature are disproportionately
mobilized by access to the initiative, leading initiative states to have more diverse interest
group populations.

To examine the effect of direct democracy on interest groups’ characteristics I conduct
survey analysis of groups in initiative states and non-initiative states. Chapter 6 discusses
the survey design and instrument and studies the average characteristics of respondents. The
additional groups found in the previous chapter lead initiative states to have groups with
more members and less financial resources, on average. I explore many other characteristics
and then show how these differences translate into differences in lobbying strategies: groups
with different assets will use different methods to achieve their goals.

Beyond these shifts in lobbying strategies resulting from distributional changes in group
characteristics, the process of initiative mobilization may lead to groups that lean more
heavily on strategies associated with ballot campaigns rather than those associated with the
legislature. Before moving on to this analysis in Chapter 8, though, I discuss the importance
of confronting selection bias in survey data and develop a method that allows me to correct
for it in Chapter 7. This chapter also includes Monte Carlo analysis of the proposed two-
stage estimation procedure and introduces the model by examining the causes of interest
groups’ use of the initiative process.

Following this, the next chapter is comprised of two components. The first uses factor
analysis to construct lobbying scores for different strategies. I find evidence of a shift in
strategies from a simple inside/outside dichotomy to a new professionalized inside lobbying
which uses select outside lobbying techniques to supplement traditional inside ones accom-
banied by an outside lobbying dimension. I also find evidence of a new, third strategy,
which I refer to as the issue entrepreneur dimension. The second component is an analysis

of the determinants of interest groups’ strategies, which examines whether the presence of
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the initiative is an important determinant of whether a group emphasizes inside strategies
such as contacting legislators and agencies relative to outside strategies. This is in fact the
case: groups in initiative states do use outside strategies more and inside ones less. Groups
that are involved in initiatives, though, are able to use this leverage to increase their ability

to inside lobby, though, as the model predicts. Finally I summarize the findings and provide

conclusions and a discussion of their implications.



Chapter 2 Modeling the Initiative Process

The stepping stone in this dissertation’s attempt to understand how interest groups use the
initiative process to influence state policy outcomes and the broader implications this has for
their decisions regarding mobilization and lobbying techniques is a model of interest group
behavior that attempts to incorporate the basic environment these groups face. Rather than
focus on understanding any one specific initiative campaign or interest group, the objective
is to understand patterns that can be investigated in detail. The patterns that are sought out
and what influences their appearance will depend on what it is that interest groups are trying
to accomplish and what resources they can employ in their endeavors, so in this chapter I
start by setting down these assumptions and then using them to derive predictions about
how interest groups can use the initiative process and how this influences their behavior in
general. What do we learn from this effort about the initiative process’ influence on interest
groups? The end result of this chapter is a set of empirical predictions about interest group

behavior that will be tested throughout the rest of this dissertation.

2.1 The Interest Group’s Environment

The spread of the initiative process is an outgrowth of the Progressive era in American
politics around the turn of the twentieth century. As citizens grew dissatisfied with the
increasing power of business and machine party politics, they sought to reform government to
return control of representatives to the common man rather than the wealthy elite. As one of
several reforms, including recall, referendum, direct election of Senators and managerial-style
government, the initiative process was seen as a way to allow citizens to directly implement
new legislation if their elected officials would not. Between 1898 and 1918, seventeen states
adopted the direct initiative process. While its popularity waned in the middle of the century,

recent anti-government sentiment has led many states since 1970 to consider adopting the
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initiative, with three states adopting between 1968 and 1978 and one more doing so in 19921

While the initiative process allows groups to propose legislation on their own, a model
of it must start with the legislature. As the seat of policy making power, legislatures are
generally the primary focus of any interest group that wishes to influence policy. They
attempt to do this through persuasive methods, including testifying at hearings, generating
grassroots public support or by offering campaign contributions to key legislators. When
they are not successful they may turn to other parts of government, including the courts or
the governor’s office, but for the purposes of the model developed here, all policy making
will be performed by the legislature. Further, the interest group’s sole objective will be to
achieve its policy goals. Certainly this is not the only objective that interest groups might
have: some could be interested in increasing their membership or building a reputation or
increasing access to officials, but here these are all viewed as methods or resources used to
influence policy.

Standing in the way of these desires is the legislature, which also cares about policy.
Since the legislature has a monopoly over policy making at this point, the outcome might
seem easily predicted: the legislature just picks its preferred policy and the interest group
goes home. Without the initiative process at its disposal, the interest group can not stop
the legislature from doing as it pleases. While this may seem an overly simple model of
policymaking, it is, in fact, what previous models of the initiative process have assumed
(Gerber 1999; Matsusaka and McCarty 1998). Interest groups do, however, have the ability
to try to influence which policy the legislature chooses. By offering some resource that
legislators might find useful, such as money, the group can seek to obtain policy concessions.

So in states with or without the initiative process, the interest group will have the ability
to offer monetary benefits, in the form of campaign contributions, to the legislature in
exchange for its preferred policy.? Since the interest group may not be willing to give up as
much as the legislature requires, or may not have enough available, it may not be able to

influence policy in the end. In states that do have the initiative process, of course, the interest

"For more detailed discussions of the Progressives and the initiative process, see Mowry (1951), Magleby
(1984) or Cronin (1990).

*The degree to which groups can influence legislators’ votes through monetary contributions is an area
of extreme empirical debate. See Baumgartner and Leech (1998) for a discussion of the various findings.
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group will then be able to take recourse by circumventing the legislature and proposing an
initiative to be submitted to the voters for approval. In all states, there is a cost to doing
this, mainly comprised of gathering a certain minimum number of signatures and writing
the proposed legislation. If the group incurs this cost, its initiative will be placed on the
ballot and voters will decide whether it passes or fails.

Ironically, in other models of the initiative process, this stage is never reached since the
legislature and interest group both know in advance whether the initiative will pass or not.
This knowledge allows them to strike a suitable bargain when they know it will pass since
the legislature can choose a policy that makes it not worthwhile for the group to spend the
money to propose an initiative (Gerber 1999). More realistically, the interest group and
legislature are uncertain about what would happen should an initiative reach the ballot. In
a rather scathing statment about how informed voters are, Magleby (1984) supports the
presence of uncertainty by referring to direct legislation outcomes as “electoral roulette.”
The addition of uncertainty also allows the model to make predictions about the role of
information in interest group decisions about how to influence policy and whether it is even
a feasible objective in certain circumstances.

The final key aspect of the interest group’s environment is related to the cost of an
initiative campaign. Certainly when there is a well-organized and well-funded opposition,
the initiative campaign runs the risk of becoming extremely costly, which may reduce its
appeal. The group will take this possibility into account when it considers proposing the
Initiative and in its attempts to persuade the legislature to move policy. Bringing together

all of these factors, the next section develops the model in more detail.

2.2 The Influence of the Initiative Process

As a starting point for the model, consider the initial circumstances: there is an interest
group (P) that is unhappy with the current status quo, which is at zero in policy space. The
interest group prefers policy at a different point in the policy space, labeled one, and would
gain utility of one if policy were to move. On the other hand, the legislature (L) is quite

happy with the current status quo and sees no policy-based reason to move it, since it would
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Jose utility of 8 from doing s0.* For example, consider a group that supports legalization of
marijuana for medicinal purposes. In most states it is illegal, so the current policy dictates
that medicinal uses are illegal, which translates into zero in the policy space. The group
would like to change this to a policy of one, or legalization of medicinal marijuana use.
The group interested in this change is Americans for Medical Rights and they have fought,
often successfully, to change this law in many states. In all cases they faced a recalcitrent
legislature and their only successes have come through the ballot box. There are some
examples where they have tried to work through the legislature, though, so this option must
also be considered.*

The group thus has at least two choices: it can offer to transfer $¢ to the legislature
in the form of campaign contributions, or it can do nothing. In direct democracy states,
there is also the option of proposing an initiative to the voters. To get this on the ballot,
the group will have to pay the fixed cost, $¢, of drafting the initiative and gathering the
necessary signatures and then will wage an initiative campaign against another group (R)
that is expected to react to the initiative on the ballot by spending some amount $sz, to
counter which the proposing group will choose to spend some amount $sp. These costs can
often be astronomical. After the campaign, the state’s voters will decide if the initiative
passes. Once the ballots are counted, the new policy is one if a majority of votes cast are in
favor, otherwise it stays at zero.

Since the outcome of the initiative vote is a determining factor in how access to the
initiative process influences the strategies of the interest group and the legislature, it is
important to specify exactly what the actors know about the voters’ preferences. Since there
are only two possible policy choices, the outcome of the initiative vote will be determined by
which policy is preferred by more voters. In particular, it is the location of the tie-breaking
voter that matters: if more than fifty percent of voters have ideal points at zero, then the

initiative will fail, but if more than fifty percent prefer one, it will pass. This allows me to

3 write the utility difference to the legislature as § so that the intensity of its preferences relative to the
Interest group can be varied, which will influence when and whether successful bargaining can be carried
out.

4Attempts through the legislature have occurred in non-initiative states, including New York and New
Mexico, as well as in initiative states such as Wyoming (Armentano 1997).
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focus on one voter, V', often referred to as the median voter (who is in this case also the
modal voter), whose vote completely determines the outcome of the election. The problem,
from the interest group and legislature’s point of view, is that it is not known whether the
median voter prefers zero or one, so the outcome of the initiative vote is uncertain until
election day.

This uncertainty could result from many factors. Voters might not yet have made up their
mind about which policy outcome they prefer when the interest group qualifies the initiative,
there might be uncertainty about exactly which voters will turn out (possibly influenced by
other campaigns) or their opinions could shift during the campaign period. The interest
groups and the legislature will have some information about what might happen, though,
possibly through polls or experience from previous initiatives — even a roulette wheel comes
up red forty-seven percent of the time. In the context of the model, the actors will know the

probability, A, that the median voter will support the initiative.

2.2.1 When the Initiative Matters

The outcome of the game is best understood by considering what happens if the group
proposes an initiative and then by using this information to backwards induct how the legis-
lature would respond at the lobbying stage. The group knows that based on the probability
that the median voter supports the initiative, labeled A, and the effect of campaign advertis-
ing, there is some probability, 7, that the initiative will pass.® By altering the amount that
it spends and knowing how much the other group will spend to counter it, the proposing
group knows that it gains the policy benefit of the initiative only if it passes, but spends
the advertising cost and the signature gathering cost, sp + ¢, for sure. Since the costs do
not vary — the qualifying cost is fixed and the advertising spending does not depend on
A — but the expected benefits increase with the probability of passage, as A increases the
expected value of proposing an initiative also increases. For very low values, the expected
benefit is too small to justify the expense, but as the probability of success increases, there

will be some point, A*, above which the group will always propose an initiative and below

*T let the probability of passage be the convex combination of the campaign effects and the probability

the median voter supports the initiative: (A, sp,sr) = aﬁfé? + (1 —a)A
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which it will not. This critical value is solved for by setting the expected benefit equal to
the cost.’®

As outside support for the model, return to Magleby’s discussion of state signature re-
quirements and passage rate. If groups are being strategic, then as the fixed cost of proposal,
¢, increases, the minimum probability above which they will propose an initiative also in-
creases. This means that initiatives with lower probabilities of passage are not cost-effective
from the group’s point of view and will not reach the ballot. Magleby’s breakdown of pas-
sage rates by signature requirements shows that states with higher hurdles also have higher
passage rates, providing preliminary support for the model.

In the case where A is below A*, the interest group does not propose an initiative. Es-
sentially, this is equivalent to the group being in a non-initiative state and thus does not
influence the contributions that the group makes to the legislature. This is not surprising:
when a group is not willing to propose an initiative based on its own merits, then the option
of proposing it does not affect the outcome. Either the group offers sufficient campaign
contributions to the legislature and policy is moved to one, or it does not and policy stays
at zero.

In the other case, when A > A*, the initiative is a credible threat for the interest group.
Since the legislature now has to worry about an initiative being proposed and passing if
it refuses the contributions offer, the initiative process also influences the interest group’s
ability to lobby.” When an initiative at one is successful, the legislature loses its preferred
policy of zero and gets no contributions in return, so it may be willing to move policy to
one itself in exchange for some compensation. As the probability of the initiative passing
increases, the amount that the legislature would accept decreases since it becomes more

likely that policy will move anyway.

SThe derivation of the formal results is presented in Appendix A for the interested reader. In this chapter,
I provide an overview of the model and its predictions.
Mt is a threat at equality since it may induce the legislature to prefer to bargain. The interest group
Elay be indifferent between the status quo and the initiative, but may benefit from forcing the legislature to
argain.
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2.2.2 The Effect of the Initiative on Contributions

In the case where the interest group does not propose an initiative, the legislature must get
its full utility loss, 3, from moving policy from zero to one, so if the gain is not worth at least
this much to the interest group (whenever 3 > 1), policy does not move. If it is worth this
much — the interest group gains more than the legislature loses — the exact amount of the
transfer is determined by bargaining. The only issue to be determined is how much money
changes hands, so I apply the Nash Bargaining solution, which dictates that the bargainers
split the net gain evenly, or the interest group gives the legislature the exact minimum that
it requires and then half of whatever more it is willing to pay on top of that.® While this
influences the amount of money that may change hands, it does not affect when successful
policy influence is achieved through the legislature.

When the initiative becomes cost-effective for the interest group, the amount that it is
willing to pay the legislature goes down. Because of this, the amount that the legislature gets
from the interest group decreases. Simultaneously, the utility that the legislature expects to
receive if it ignores the group goes down as well since if the initiative passes the legislature
will get its less preferred policy. This reduces the minimum amount the legislature would
accept, making the contributions even smaller still. These two forces constitute the indirect
effect of the initiative process: the legislature has to take into account what might happen
if it refuses the contributions, so it is willing to move policy for a relatively smaller amount.
As this quantity decreases, it crosses a point where the interest group is willing to offer
contributions rather than propose an initiative. Since the expected benefit of the initiative
depends directly on the probability that one would pass, the critical contribution level can
be translated into a probability of passage, \'.

A similar argument can be made for the legislature, which also has a critical probability
above which it accepts the contributions and below which it risks the initiative. Successful
bargaining only occurs when it is mutually beneficial, which happens when A is smaller than
both actors’ critical values. Since the interest group’s critical point is always higher than

the legislature’s, or A¥ > AP, the pivotal factor in determining if the outcome is an initiative

8See Morrow (1994) for a discussion of Nash Bargaining.
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or successful legislative contributions is whether A is less than the interest group’s critical

P
value, AT

2.2.3 Equilibrium Behavior

Combining the decisions that the actors make, as discussed in the previous section, allows me
to solve for the equilibrium of the game and use trhe solution to make predictions that can be
tested in later chapters. Since some of the key parameters can vary in different situations,
I express the equilibrium as a function of the probability that an initiative would pass.
Intuitively, when this probability is very low the ability to use the initiative has little effect
and when the probability of passage is very high it influences what groups and legislatures
will do. In between, the interest group makes a successful offer of contributions, convincing

the legislature to move policy to one.

Proposition 1 (Equilibrium) The legislature always chooses to set policy at its ideal point
inttially. If \i < AY the group does not propose an wnitiative and bargaining happens when
B < 1. When A\l < \; < AP the legislature and the interest aroup successfully bargain to

move policy, otherwise the group proposes an initiative (when \* < X < Al or AP < XA < 1).

Proof
See Appendix A.

So when initiatives are not likely to pass, the ability to propose one does not influence
the outcome. As they become more likely to pass then groups find it beneficial to propose
them and the legislature takes the risk of one passing. As this probability gets even larger,
the legislature does not want to take this risk and the groups are able to bargain. It is
this behind-the-scenes lobbying that can make the median voter worse off. This is true
even if advertising does not influence her vote since the uncertainty over her ideal point
9

Creates incentives for the legislature to accept contributions.” These incentives decrease as

the probability that voters would support an initiative decreases, so the group is often not

9 : 9 - . : —_

The potential decrease in utility for the median voter occurs when the legislature accepts contributions
and moves policy to one when it is more likely that voters prefer zero (A < 0.5) since a proposed initiative
would not be expected to pass.
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pe able to use proposal as leverage in its lobbying attempts.'® Finally, when the probability
of passage is near one, the group will not offer the legislature contributions greater than the
cost of the initiative since both avenues implement its preferred policy with virtual certainty.

This relationship between the contributions required to move policy and the probability of
yoters passing new policy provides the intuition behind the next result, which demonstrates
the effect of the initiative on the proposing group. In short, an interest group seeking policy
changes prefers to operate in a state that allows initiatives since it anticipates spending less

to get the policy it prefers.

Proposition 2 The presence of the initiative process makes the proposing interest group

weakly better off in expectation.

Proof
See Appendix A.

Propositions 1 and 2 are summarized in Figure 2.1, which presents the equilibrium trans-
fer and outcome as a function of A, the probability of an initiative passing. In the case without
initiatives, the outcome is necessarily independent of A and depends only on whether 5 < 1,
in which case the group offers contributions and policy is moved. Similarly, even with initia-
tives, when A < \*, the outcome is the same since proposing an initiative is not a credible
threat. Once lambda increases above \*, the initiative becomes a credible threat. Since the
policy space is binary, this means that the equilibrium suddenly shifts from bargaining to
the group proposing an initiative in the cases where the legislature is not willing to bargain
due to the low probability of success at the ballot box. When ) rises slightly aboves AZ the
probability of an initiative passing becomes large enough that legislature is no longer willing
to ignore the threat.!! The legislature moves policy itself in exchange for contributions, the
equilibrium amount of which is decreased by the threat of the initiative. The benefit for

the group of access to the initiative process is reflected by the distance between the upper,

19Gince this depends crucially on the set of probabilities where bargaining occurs rather than proposal,
how often it occurs depends on the cost of proposal. When the cost is very high, there is never bargaining
since initiatives are never worthwhile. As the cost gets very small, A* and A" converge and initiatives are
always preferred by the group over bargaining (since they are costless).

USince the derivation of A\* is done under the assumption that the initiative poses a credible threat
(A* <)), it follows that A* < A, otherwise the equilibrium would still be the same as in non-initiative
states.



15
pon-initiative equilibrium contributions line and the lower, initiative equilibrium line. The
Jower slopes downward since as the probability of the initiative passing increases, the group
offers less contributions. When # < 1, the group is better off since the contributions required
to move policy are less when the initiative is a credible threat. When # > 1 the group is
petter off since without the initiative, policy would not move at all and now the threat of
proposing an initiative makes this possible.
(Figure 2.1 here)

Lastly, when the probability is greater than A\’, the outcome is an initiative proposal.
When the probability of an initiative passing is near one, it is now the group that favors
proposing initiatives over lobbying: the cost of the initiative is less than the cost of the
contributions made in the bargaining outcome. Since a proposal is almost certain to pass,
the group uses the possibility of proposing an initiative to its advantage, meaning that the
ability to propose initiatives makes it better off; it would not propose one otherwise.

Interestingly, this means that the initiative process increases the relative effectiveness of
each dollar spent on contributions since fewer contributions are required for the group to
accomplish its goals. This means that there are two diametrically opposed effects of the
initiative process on campaign contributions. Being able to propose initiatives sometimes
leads groups to substitute this method of policy influence for direct legislative lobbying. This
obviously reduces contributions made since whenever an initiative is proposed and # < 1 the
group would have successfully bargained with the legislature. The other effect results when
£ > 1 and no contributions would be made without the initiative process. Since the ability
to propose initiatives decreases the minimum amount the legislature will accept, it creates
circumstances where the group now makes the contributions since the amount required is
now less than one. Remember that bargaining still occurs for some probabilities of passage
in Figure 2.1 when the initiative is a viable threat (when \* < A < AF). In this case, the
initiative increases the amount of contributions.

While the net effect on total contributions received can be either positive or negative,
depending on whether more successful contributions are added or more are lost to initiative
proposals, this is an important result because it means that the initiative process increases

the ability of groups to work with the legislature. Rather than merely creating an avenue for



16

dissatisfied groups to seek redress for their unmet policy goals, it also makes the legislature
more responsive to their goals. As I pointed out earlier, this behind-the-scenes bargaining can
sometimes make voters worse off on average, but there are also cases the where legislature’s
increased willingness to work with groups can benefit voters. While the net effect is not
clear, some interesting results can be found. Since the two cut points for bargaining differ
only with the cost of proposal, as this gets smaller there are fewer opportunities for behind-
the-scenes bargaining. The cheaper initiatives are to propose, the more are on the ballot for
voters to decide for themselves.

These conclusions provide important insights into the role of uncertainty over voters’
preferences in determining policy outcomes. When the legislature is forced to take into
account the possibility of an initiative passing, it is willing to move policy in exchange for
smaller contributions. Another way to interpret this is from the point of view of a mobile
interest group that, if faced with two states differing only in the presence of the initiative
process, would choose to try to influence policy in the initiative state rather than the other:
consider Scientific Games of Atlanta, which funded over 99% of California’s 1984 lottery
initiative’s qualifying fees (p. 35 in Bowler, Donovan and Tolbert 1998).

So far I have assumed that there is no extra information about voters’ preferences in the
two states. In the next section I expand the information about voters’ preferences available
to the actors by allowing for similarities between states. This generates a particular type of
diffusion pattern where information about voters’ preferences can be transmitted between
initiative states. This information may influence the equilibrium outcome since the expected

probability that an initiative would pass goes up when a neighboring state adopts.

2.3 Information Diffusion and the Initiative

Since the probability that an initiative will pass is such a crucial variable in determining
which strategy the interest group pursues, it makes sense that the players involved use
Whatever information they can to estimate this probability. The previous section only looked
at internal characteristics of the state, but now I allow the players to use information about

what happens in other states to learn about their own voters’ preferences. If there is some
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relationship between voters’ preferences across states, then the outcome of the game in a
neighboring state provides information for the current state that may influence the policy
outcome.

By allowing information to pass across state borders, this model examines a particular
type of policy diffusion: one based on the diffusion of information. By diffusion I refer to the
process whereby one states’ prior adoption of a policy influences the tendency of other states
to adopt the same or similar policies. Because the information about what would happen
if an initiative were proposed is only useful in initiative states, this type of diffusion should
only be observed towards direct democracy states. The outcome of the game in non-initiative
states provides no information about a possible initiative, though, so diffusion should come
only from initiative states. This implies a very precise type of diffusion: from initiative states
to initiative states but neither to nor from non-initiative states. When there is a positive
relationship between voters’ preferences (states where voters are more likely to support the
policy change tend to be bordered by states that also favor it), then when one initiative state
adopts a policy, actors in neighboring initiative states increase their expected probability of
their states’ voters passing an initiative, which influences their strategic choices and hence
possibly the policy outcome in their state.

This is a more explicit model of diffusion than that provided by previous examinations
of policy adoptions. In the recent policy adoptions literature that uses the event history
approach, diffusion is assumed to be an “I want one too” phenomenon with one state’s
adoption somehow increasing the propensity of a neighboring state to adopt (for example,
Berry and Berry 1990). While there are certainly reasons why this might be the case —
diffusion can have different patterns if it results from economic competition rather than
from information diffusion — these studies have not sought to incorporate a theoretical
underpinning for their notions of diffusion.

In a much more general inquiry into the existence and nature of policy diffusion, Walker
(1969) creates indices of policy leadership based on a century’s worth of adoptions in eighty-
eight policy areas. He finds that certain states tend to be policy leaders rather than followers
and that there may exist many leader-follower clusters in different geographic regions of

the country. He speculates that this could be a result of certain states being more prone
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to adopt new policies due to political or socio-economic circumstances and that regional
patterns may be decreasing in importance as state leaders interact on a more national level
through institutionalized meetings. One possibly key variable is the presence of the initiative
process, which was in the midst of its greatest lull in the middle of the century. The model
here suggests that it might play a particular role in policy diffusion.

Since the equilibrium outcome in the previous results depends on the expected probability
of an initiative passing, the actors’ beliefs about this probability are crucial in determining if
a state adopts the policy. Recall that in the original setup the precise value of \ is uncertain
and groups form expectations about it before any actions are taken, which is why it could
be treated as fixed in the previous section. In this section I look at how these beliefs are
formed, which allows me to study the role of neighboring states’ actions in determining the
equilibrium in the current state. If voters’ preferences are correlated across two states, then
interest groups and the legislature gain information from neighboring states about how likely
a proposal is to succeed in their state.

To allow for information to be transmitted by neighbors’ adoptions, there must be some
underlying relationship between voters’ preferences across neighboring states. If the prob-
ability of an initiative passing in state ¢ is fixed at A;, then nothing that happens in other
states can influence it. To create the potential for information diffusion I need to modify the
interpretation of A. Instead of knowing the probability that this particular initiative would
pass, the actors know that there are many different probabilities of an initiative on this issue
passing, but do not know exactly which one applies to the current initiative.!?

Without any other information, their best guess as to the probability that an initiative
would pass is the average of all of these possible probabilities, E[)\;]. In the previous results
there was no variation in this probability: E[\;] = A. Now, however, the relationship between
states’ voters’ preferences implies that neighbors’ adoptions reveal information about A;. As
an example, consider the case where groups in state ¢ know that state j just passed an
initiative that would implement the policy change. This means that the probability of

voters supporting the change, while not observed, must have been at least A}, or the interest

2Formally, let A; and \; be drawn according to some known pdf f(z) with support on [0, 1] and correlation
p-
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group would not have proposed the initiative in the first place. Since the group in state i
now knows that voters in state j had at least a A} probability of passing the initiative, it
eliminates all possible probabilities below it in Figure 2.1 and increases what it believes to be
the average probability that the inititiative would have passed. This increase in the expected
probability of state j supporting an initiative, combined with the relationship between the
states’ voters’ preferences, also influences the group’s beliefs about how likely an initiative
that it proposed would be to pass. When the correlation between preferences is positive,
the group’s estimate in its own state also goes up and when the correlation is negative, the

estimate goes down.'® This then influences the outcome in state i.

Proposition 3 (Diffusion) If voters’ preferences are positively correlated, neighbors’ adop-
tions increase policy adoptions in initiative states, but not in non-initiative states, and only

if the neighboring state is also an initiative state.

This means that of the four initiative/non-initiative state permutations, only one of them
produces a positive diffusion effect: an initiative state with a neighboring initiative state that
has adopted, such as Oregon adopting a policy shortly after Washington has already adopted
it. Since no useful information is either revealed or gained by non-initiative states, they have
no influence on policy diffusion. To see this more clearly, recall the nature of the equilibrium
outcomes in the two types of states. Returning to to Figure 2.1, notice that as \; increases,
initiative states go first from retaining the status quo at low values to initiatives at middle
values to adopting through the legislature at higher values to having initiatives at very high
values. All that needs to be shown is that the expected value of ); is increased when a
neighbor adopts. When the correlation between voters’ preferences is positive, it is easy
to show that E[A|\; > X5, p > 0] > E[\[A; < Aj,p > 0]. This extra information may
be enough to move the current state’s estimate of \; from the non-adoption region to the
adoption region.

In non-initiative states, adoption only depends on whether the interest group is willing

to offer the legislature enough in contributions to convince it to move policy. Since there is

13Since it seems most likely that the correlation is positive, I state the result in terms of a positive
relationship.
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no threat of an initiative, the probability that voters would support one does not enter into
either parties’ calculation and thus has no effect on the outcome. While the result as stated
uses the fact that the legislature only cares about policy outcomes and not about voters’
utility, the direction of the result does not depend on this. Even if legislators care about
both voters’ utility and policy outcomes, initiative states will still be influenced at least as
much by neighbors’” adoptions. All that matters is A; crossing the initiative threshold, A},
which is independent of the legislature’s utility.

This result suggests that an important component of policy diffusion results from interest
groups and legislators learning about their voters’ preferences through other states’ adop-
tions, at least in initiative states. If the correlation between voters’ preferences decreases as
states are farther apart, then initiative states will play a distinctive and possibly dominant
role in policy diffusion. This, along with the other predictions, forms the basis for the tests

conducted in the next chapters.

2.4 Predictions

While the results in the previous section provide predictions about how the initiative process
influences interest group behavior, it may not be straightforward to test them empirically.
For example, Proposition 1 gives us exact predictions about what the outcome will be in
any state once we know the relevant parameters: \*, ¢, § and a. Naturally, the real world
of state politics is more complicated and harder to predict than the abstract model that I
have used, though it attempts to capture the essential features of the initiative process. This
means that for the empirical tests I view the model as a partial data-generating process and
include other variables that may influence the observed outcome.!'® To develop the empirical

tests, I employ comparative statics analysis to generate predictions.

Prediction 1 (Policy)

1. Interest groups wishing to alter policy are more likely to target initiative states rather

than non-initiative states.

“For a discussion of how formal models should inform empirical ones and what the assumptions of one
mean for the other, see Morton (1999).



9. Interest groups in initiative states are more likely to seck policy change since it 1s less

costly.

These predictions are based on Proposition 2, which says that interest groups have higher
(expected) utility in initiative states. Interpreted literally, Proposition 2 states that an
interest group prefers to try to influence policy in direct democracy states relative to non-
initiative states. The above prediction is phrased in two parts to reflect the fact that policy
change can be sought from two different types of groups. The first half refers to nationally-
oriented interest groups who are interested in policy influence and can pick which states to
target. Because of the advantages that it provides, the presence of the initiative process will
lead groups to prefer direct democracry states: a group with a choice will target an initiative
state. There are certainly examples of interest groups that choose states to seck their policy
goals that are not the state they were founded in: two of these cases already mentioned
are Scientific Games of Atlanta, which heavily funded California’s lottery initiative, and
Californians for Medical Rights, which sponsored initiatives and legislation in so many other
states that it changed its name to Americans for Medical Rights.

Some interest groups may not have this choice: they may be tied for one reason or
another to a particular state. So it may scem that single-state groups’ activities might not
be spurred by the presence of the initiative process. The second part of the prediction states
that this is not the case, though. For some parameter values, the interest group knows it
can not bargain with the legislature, so it will not pursue its policy goals actively. With the
initiative process, though. the group not only gains leverage with the legislature, but it has
another option at is disposal. This will lead some portion of the groups that had no reason
to attempt to influence policy beforehand to seck it now.

These two processes have another consequence for interest group populations, also based

on Proposition 2.

Prediction 2 (Mobilization) Initiative states have more interest groups than non-initiative

States.

Since the expected utility of formation is greater, more groups mobilize. By providing

another way for groups to influence policy, the initiative process leads to more groups being
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active. Not only do they hope to use the initiative process directly, but they know that it
increases their bargaining position with the legislature. These first three predictions lead
directly to the next one, since these groups, as well as the ones that would have formed
without the initiative process’ added incentive, are looking for information to help them

make decisions about when to try to influence policy.

Prediction 3 (Diffusion) Information diffuses only from initiative states to other initia-

tive states.

Prediction 3 arises directly from Proposition 3, which shows how groups in initiative states
use outcomes in neighboring states to calculate the probability that an initiative proposed
in their state would pass. Because information about initiatives is useless to groups in non-
initiative states, there is no diffusion to groups in these states and because outcomes in
non-initiative states are independent of whether an initiative would pass, no information is
provided by these states.

These three predictions are tested in the following chapters using different types of data
since they apply to different phenomena. The first prediction is about policy outcomes and
is tested by looking at which states adopt certain policies quickest. The second is about
the size of state interest group populations and uses data on the number of groups in each
state. The third is about policy diffusion and is examined along with the first in the context
of policy adoptions. gather survey data on group lobbying techniques to test it. The next

chapter discusses how I plan to test these predictions in more detail.

2.5 Conclusions

The model developed in this chapter makes specific predictions about where interest groups
will focus their efforts to change policies they do not like. By offering them an explicit
mechanism to circumvent the legislature’s monopoly control on policy-making, the initiative
Process gives them a specific tool that they can use to appeal directly to voters for change.
Beyond this direct effect, there is also an indirect effect due to the threat a potential initiative

poses to the legislature, which makes it cheaper for the group to persuade the legislature to
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move policy in exchange for campaign contributions. This second influence has the impor-
tant implication that policy outcomes in initiative states can be influenced by the initiative
without one ever being observed.

This result has implications for social welfarc. Because of the perceived threat to itself,
the legislature often agrecs to move policy in cases where voters would have less than a
fifty percent chance of passing an initiative. In these cases, voters are made worse off the
majority of the time, whereas when they actually get to vote they are always better off,
as long they are not unduly influenced by the campaign. This result differs from previous
findings, which conclude that voters in direct democracy states are better off for it (Gerber
1999). By including direct interaction between groups and the legislature, the model here
shows how behind-the-scenes lobbying can be detrimental to voters.

Another important finding also concerns uncertainty about voters’ preferences, but fo-
cuses on what information interest groups and legislators look can use to reduce it. By
allowing for similarities between voters across states, the model predicts a particular pat-
tern of diffusion based on information flows. Because of the threat the initiative poses,
when an initiative state successfully adopts the policy this information is used in neighbor-
ing initiative states to boost the expected probability that their voters would also support
an initiative. Since information about a possible initiative is useless to interest groups in
non-initiative states and is not provided by outcomes in non-initiative states, this particular
type of diffusion occurs only between direct democracy states.

In the next chapter I use the predictions generated by the formal model to develop
empirical tests. Rather than focus on one particular prediction or type of prediction I develop
tests which study the implications of these predictions in different circumstances, including
state policy adoptions, interest group mobilizations and interest group lobbying techniques.
There are reasons, developed in this chapter, to believe that initiative states will differ with
respect to all of these arcas. By looking past the immediate presence of the initiative process
on interest groups — observed campaigns — the rest of this dissertation will demonstrate

that interest group populations are fundamentally different in direct democracy states.
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Chapter 3 Designing Empirical Tests

3.1 Model Testing

The model developed in the previous chapter has many implications for interest group be-
havior and state politics in general. The next question is how to test these predictions to
provide support for the model and to increase our understanding of interest groups and insti-
tutions. By performing tests of the model based on the different predictions and in different
types of data I can better assess its ability to inform our understanding of these arcas, so
this chapter lays out the three different types of tests that I conduct in the remainder of the
dissertation.

One of the clear advantages of performing many different types of tests is demonstrating
that the predictions of the model apply to a wide array of phenomena rather than just one
particular type of data. Not only does this document how pervasive the influence of the
initiative process is on state politics, it also provides strong cross-validation of the model.
By consistently finding support for the predictions in a variety of different types of data
I demonstrate strong support for their validity. As discussed earlier, it would be best to
gather data that allows me to treat the model as a complete data generating process: given
certain values of these parameters, the model makes specific predictions about whether and
how a policy will be adopted.! This would imply assuming that the model is a complete
description of reality and that measures of each parameter exist, however. While the first
error would be a bit naive, the second point would assume that precise measures of most of
the parameters could be found.

As developed in Chapter 2, one of the key parameters is a potential initiative’s likelihood
of passage. This is an extremely difficult concept to measure since the only initiatives we

observe are ones that have a reasonable probability of passage or, in terms of the model, ones

1 . " : .
Morton (1999) discusses the differences between complete and partial data gencrating processes and
When each test is appropriate.
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that exceed the proposal threshold A*. So even if initiatives were proposed in some states,
not only does their observation make the model trivial to test, but it would be difficult to
extrapolate probabilities to other states. Some of the other variables, such as legislative
utility, voter responsiveness to advertising and the expected campaign expenditures by the
reactive group, are also problematic to measure with any precision.

Because of these measurement issues I conduct empirical tests for patterns of behavior
that are consistent with my predictions. Instead of examining the decisions of any one group
in any one state, I look at the decisions of many groups. This gives me leverage on whether
the initiative process influences group decisions on average rather than in one particular case.

To develop these tests and why they are appropriate in more detail, this chapter is
organized as follows. First I review the hypotheses developed in the previous chapter. Then
I discuss the type of data required to test each of them. This allows to more strongly focus
on each prediction and develop empirical tests in detail, and also provides an opportunity
to compare my tests to previous work. The first data discussed focuses on policy adoptions,
which provides a test of the adoption and diffusion hypotheses; I then turn to testing the
mobilization hypothesis with aggregate level interest group data; finally I discuss the survey
data I gather to examine the mobilization and lobbying hypotheses. Along the way I draw

out the predictions as appropriate to the data.

3.2 Review of Hypotheses

The previous chapter lays out the three empirical predictions that I test:

Prediction 1 (Policy)

1. Interest groups wishing to alter policy are more likely to target initiative states rather

than non-initiative states.

2. Interest groups in initiative states are more likely to seek policy change since it 1s less
costly.
These predictions are based on the fact that the initiative process gives groups another

way to influence policy. Not only can they use the possibility of proposal to circumvent the
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legislature, but they can also use it to make the legislature more responsive since it has to
account for the threat that an initiative poses. This means that we do not have to observe
initiatives on the ballot to demonstrate that the possibility of proposing one influenced policy
outcomes Iin a state.

The prediction is phrased in two parts to highlight the advantage that direct democracy
gives to groups and how this advantage functions differently in different policy areas. When
groups are more national in orientation and seek to implement new policies that they may
profit from, they have the opportunity to pick and choose which states to pursue reform in
first. These groups are likely to turn to initiative states when possible. Besides the example
of Scientific Games of Atlanta, which funded the 1984 California lottery initiative, there
are similar stories from the expansion of casino gaming: groups such as Bally’s and MGM
Grand have been involved in initiative campaigns to legalize casino gaming in other states
(Dombrink and Thompson 1990).

Americans for Medical Rights demonstrates this aspect of the initiative process, but it
also conforms to the other part of the prediction. Before their name change, this group
was known as Californians for Medical Rights as they pushed for legalization of medicinal
marijuana in their home state before finally succeeding with Proposition 215 in 1996. The
model indicates that groups like this are more likely to emerge in initiative states because

of the expanded political opportunity structure.

Prediction 2 (Mobilization) Initiative states have more interest groups than non-initiative

states.

Because of the ability to influence policy both directly and indirectly, access to the initia-
tive process increases the expected utility of mobilization for interest groups. A group that
1s considering whether to become active and mobilize also considers its ability to influence
policy. If the legislature is the only means at its disposal and the group knows that it would
be hard-pressed to convince legislators to move policy it may decide that the benefits of
mobilization are not worth the costs. Adding the initiative process gives it another shot
at influence and increases its ability to work with the legislature. Some of the groups that

would not have formed will now decide that the benefits exceed the costs. When these groups
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begin an initiative campaign, it is also likely that other groups will form and get involved.

On the other hand, the initial intuition of the model suggests that if the group seeking
policy changes is advantaged by the initiative process then other groups must be hurt and
should be less likely to form. Consideration of their decision process indicates that this is
not the case. If policy is already at the group’s preferred point, then the group has no reason
to consider formation unless it is threatened by the other groups’ actions. In the model, this
happens during the initiative campaign. Giving other groups the opportunity to propose an
initiative can increase mobilizations even more by inciting opposition. If, on the other hand,
the group already exists, then it has paid the costs of mobilization and would only disband
when its policy is secure — not when it may be threatened by another group. In both cases,

the tendency for the group to become or stay mobilized is greater with the initiative process.
Prediction 3 (Diffusion) Information diffuses only from initiative states to initiative states.

This prediction is based on how this information can be used and where it is provided. An
initiative state’s adoption of a policy provides information about how likely its voters would
have been to support an initiative. Specifically, the probability of passage must have been
above the critical threshold A*. This information, in conjunction with non-zero correlation
between states’ voters’ preferences, increases the expected probability of adoption in the
group’s target state if it too has the initiative process.

While there are other possible definitions of how much information an interest group can
have about voters’ preferences in initiative states, I have generated the prediction that is most
conducive to testing. Whether a state has adopted is the coarsest definition of information
available in this setting. The model allows for more specific information to spread, but it

still predicts that the pattern of information flow is between initiative states.

3.3 Developing Empirical Tests

While T have already briefly discussed the empirical requirements for testing these predic-
tions, it is useful to reconsider them. First and foremost there will be consequences for

interest groups’ decision-making processes. This means that I need data to investigate the
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effect of the initiative process on these decisions. There are two different levels at which the
initiative process’ influence will be detectable: the individual group level and the aggregate
state level. If more groups are active because of direct democracy, then the total number
of groups registered to lobby in each type of state will differ. The direct test of this uses
aggregate data on state interest group populations.

Of course these differences are the result of actions by specific groups, so there are also
important differences to be explored at the individual group level. Gathering specific details
about groups allows me to explore more general aggregate level differences between initiative
and non-initiative states. It also allows me to explore the effect on the individual groups
themselves. Gathering detailed individual level data makes it necessary to survey groups
directly, which raises many important issues.

The decision processes of the interest groups also have consequences for policy outcomes.
A third type of data, therefore, explores whether initiative states experience policy changes
sooner than non-initiative states. Policy adoptions also allow me test the diffusion hypothesis
by examining how outcomes in one state influence outcomes in other states. I will now go
through these three different types of data and how discuss they explicitly allow me test the

three predictions.

3.3.1 Policy Adoptions

There are two ways the initiative process influences policy adoptions. First it gives groups an
additional way to change policy, which can be employed when facing a recalcitrant legislature.
Sometimes the threat of an initiative is not enough to motivate the legislature to move policy
itself. In these cases there are initiatives on the ballot and voters decide what the final policy
outcome is. Unfortunately for empirical testing, the initiative can influence policy outcomes
without specific ballot items occurring. Because of the threat of an initiative proposal, the
legislature may be more willing to bargain with the interest group, in the sense that it accepts
offers of contributions that it would not have without the threat.

Because of this, I can not simply examine initiative campaigns to determine the effect of

the initiative process. Policy can move because of the initiative process without initiatives
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peing observed. This means that the key factor is whether a state has the initiative process
or not. Clearly interest groups do use the initiative process and since some of these initiative
pass, state policy outcomes are affected. Of course it may not be the case that the final out-
come differed, as maybe the legislature would have adopted the policy anyway — observing
initiatives does not necessarily mean that policy outcomes are influenced, just as surely as
not observing them does not necessarily imply that policy outcomes are not influenced.

The second way that the initiative influences policy outcomes is related to the leverage
it creates for existing groups, but which occurs at a different stage of the interest group’s
decision-making process. In addition to giving existing groups another way to influence
policy, it increases the incentives for groups to form in the first place. This means that there
will be more groups trying to influence policy than in non-initiative states. If groups that
are disadvantaged in the legislature benefit disproportionately from access to the initiative
process, then the added groups may more often be in positions to seek policy changes. The
presence of the initiative process results in a greater propensity for policy change because it
creates the incentives for groups seeking change to become active.

The objective in the policy adoptions chapter is to determine how the presence of the
initiative process, through facilitation of influence and inducement to get involved, alters
state policy outcomes. Because of the direct and indirect nature of its influence the key
variable is whether a state has the initiative process rather than if it is used in a particular

case.

Selecting Policy Areas

An important consideration when testing the influence of the initiative process is to choose
policy areas where its effect is not ex ante obvious. An obvious example where common
wisdom suggests that the initiative played an important role is the tax revolt of the late 1970s
and early 1980s. In fact, the adoption of these populist tax-cutting measures is synonymous
with California’s Proposition 13 in 1978. This period is also generally viewed as the birth of

the modern period of the initiative process’ resurgence:
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(until) the late 1970s, the process of direct legislation was not seen as a political
phenomenon of major significance. (...) In the 1970s, however, direct legislation
began to expand. (...) What is more, interest in direct legislation grew and
moved eastward from its traditional western base into virtually every state and
the US Congress. Not since the Progressive reform movement during the first
two decades of this century has there been such intense efforts to adopt direct

legislation and expand its use (Magleby 1984).

Thus, while it would be useful to actually demonstrate the influence of the initiative
process on the tax revolt, it seems to be a policy area where it must matter. Likewise, in
some recent policy adoptions, the initiative has played a central role. The group Americans
for Medical Rights has used the initiative process to legalize use of medicinal marijuana.
After their successful campaign for Proposition 215 in California in 1996 and a similar one in
Arizona, they also assisted in successful initiative campaigns in 1998 in Oregon, Washington,
Nevada and Alaska. Ballot measures also passed that year in Colorado and the District of
Columbia, but were nullified for procedural reasons.?

Since the only states that adopted medicinal marijuana reforms are initiative states, it
seems quite clear that the initiative played an important role. Further, that they all adopted
through the initiative itself suggests that legislators could not be persuaded with campaign
contributions. If this is true for all of these initiative states, then perhaps other states are
unlikely to adopt through the legislature.

Another policy area where the effect of the initiative process is well known is term limits.
All but one of the states that have adopted term limits are initiative states and almost all
initiative states have succeeded in imposing some form of limits. This is not surprising since
this is a policy area where action through the legislature is extremely unlikely. Legislators
would experience a loss in utility so they are loathe to pass these reforms themselves. In-
terest groups secking changes are forced to circumvent the legislature by resorting to ballot

Initiatives. This is clearly another policy area where the initiative process has had a huge

>The Colorado ballot measure was nullified due to a judges’ ruling that the initiative had not mustered
enough signatures. Initially it was not known for sure that the District of Columbia measure passed, because
the results were held up by the U.S. Congress since previous legislation had prohibited federal funds to be
used on any district initiative that would legalize drugs (Shinkman 1998).
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Rather than sclect one of these areas where the results would already scem to be in favor

of the effect of the initiative process, though noting that they scem to provide anecdotal
support for the model, it is preferable to choose a policy area where the initiative is less
obviously important. In Chapter 4, 1 explore the effect of the initiative process on state
adoptions of casino-style gaming and capital punishment. None of these areas is known
for the use of the initiative process and previous empirical studies have not considered its
possible importance. They are also areas that provide variation in the amount of uncertainty
regarding voters’ preferences. This is one of the keys to assessing the diffusion hypotheses,
gince as uncertainty about whether an initiative would pass decreases, less information can
be gleaned from what happens in neighboring initiative states. Casino gaming also allows
me to compare my predictions about diffusion with other possible patterns, in particular

diffusion as a conscquence of economic competition between states.

Timing of Influence

One important factor to consider is how the initiative process influenced policy adoptions.
Previous studies have simply looked at the current frequencies of adoptions by policy area -

when initiative states have a higher adoption rate, it is attributed to that institution (Gerber
1999).> A more detailed analysis posits that whether a state has adopted a particular policy
depends on many characteristics of the state, including the initiative process. Using cross-
sectional analysis in this setting can lead to incorrect inference, however, since the dependent
variable is whether a state has adopted the policy in question and the independent variables
are all measured in the current vear. When the independent variables are constant over
time, as is the case for the presence of the initiative process in most states for the last half
century, then this is the correct way to proceed. When some of the variables change over the
time period of adoptions, though, using current values to explain a phenomenon that may
have occurred over twenty years ago is a flawed approach, but some previous work on the

effect of the initiative process employs this method (Gerber 1999).

3 .
Oof course, the results may ultimately depend upon which vear is chosen to make the comparison,
especi SESA P : :
pecially if initiative states adopt relatively carlier than other states.
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A more appropriate model studies the timing of adoption by examining the different
factors influencing when a state adopts the policy. One approach might feature a dependent
variable that measures the number of years that it took a state to adopt after the first such
adoption in all states. Again, though, this would allow the measurement of independent
variables in only one year or an average of them over different years. The appropriate model
is one that examines whether a state adopts in each year that it could adopt and uses the
current values of the explanatory variables in cach of those ycars.

An approach that fits this description is a variant on the continuous-time Cox propor-
tional hazards model: cvent history analysis. Previous authors have used this model to
explain lottery adoptions (Berry and Berry 1990), casino-gaming adoptions (Von Herrmann
1998; Pierce and Miller 2000) and capital punishment adoptions (Lee and Mooney 2000),
but none of these studies considers the role of the initiative process. Lee and Mooney do
suggest one additional issue by examining repeal of capital punishment in the states. This
has consequences for my model since if groups can use the initiative process to implement
policy change in one direction, their opponents could turn the tables to undo the change.

This is unlikely to happen for two reasons. First of all, initiatives that have passed
and have received a majority of votes are obviously going to be hard to repeal in the near
future since the majority would have to reverse itself. If groups were uncertain about how
likely an initiative would be to pass beforehand, they will be very unoptimistic about their
chances for a reversal immediately after one passes. There are cases where groups have
tried to revisit a recent initiative, such as Proposition 26 in California’s 2000 election, which
sought to overturn 1998’s Proposition 10 that placed a fifty cent tax on cigarette packs, but
these examples might require a group with the stature and wealth of the tobacco industry.
Their failure also demonstrates how unlikely these about-faces might be to happen with
short periods of time. That being said, there is no reason that after enough years, when
the initiative’s policy has become the status quo across the country, that groups can not
use the initiative process to return to the previous status quo of many years ago. Capital
punishment provides one such possible example (Lee and Mooney 2000). Secondly, in many
states it is harder to repcal an initiative than to pass a new law. In California, for example,

the legislature is unable to rewrite laws that result from initiatives. Other states more
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typically maintain waiting periods of up to five years before legislative changes can be made.

piffusion and Information

The second advantage of event history analysis is that its dynamic nature explicitly allows
testing of the diffusion prediction. In particular, Prediction 3 makes specific statements about
when and where diffusion should occur. Event history analysis allows me to approximate
the formal model as well as possible in the empirical model by explicitly allowing a state’s
possibility of adoption to depend on other states’ previous adoptions.

While the model focuses on the discrete nature of neighbors’ adoptions, it is likely that the
interest groups involved in a potential initiative have much more information than whether a
neighbor has adopted. Besides knowing the actual vote outcome in that state, the group can
conduct polls about public opinion in its target state or look at votes on similar policies. As
the analyst, however, it is impossible to know exactly what information the group possessed
as it began to move forward. For this reason, I will use the formulation developed in the
formal model and focus on the number of neighbors adoptions.

The use of contiguous neighbors is a choice that abstracts from the model a bit more. In
the model, all that matters is the level of correlation of voters’ preferences between two states.
Empirically, I expect that this correlation is likely to exist strongly between neighboring
states. Walker (1959) finds strong regional patterns of diffusion across many policy arecas, so
there are already indications that this may be the case. Sticking with contiguity also allows
me to explore diffusion within the context of previous work, which tries to model diffusion in
a less specific fashion, so an additional bencfit is that the initiative diffusion in Prediction 3
that occurs in one of the four types of state dyads is a subset of general diffusion occurring
identically in all four.

Treating all states as cqually informative is also slightly restrictive. Large states may be
more informative than smaller ones, for example. Or states may more influenced by other
states with similar demographic profiles or political tendencies. Again, however, it is best
to maintain a structure similar to previous work in this area: without a theory about which

States matter more for neighbors, consideration of equality secems the best starting point.
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3.3.2 Group Population Characteristics

Prediction 2 is the most straightforward of the three predictions to test. Initiative states
should have more interest groups than non-initiative states. All that is required is data on
the number of interest groups in different states. Once this data is collected the comparison
can be made both using simple averages across the institution and using more detailed
regression analysis. The first issue that needs to be resolved, though, is how to measure the
existence of an interest group. Is it a group that is actively lobbying government during the
current year? Is it a group that can influence policy with its actions, but is able to utilize
only certain methods of influence due to legal constraints? Is it a currently latent group
whose mere potential existence influences legislators’ actions because of the consequences its
mobilization would entail?

While all of these definitions of a group have some appeal, the resolution is made some-
what easy by data availability. Clearly, constructing a measure of the number of existing and
latent groups is near impossible: in the minds of the Pluralists, all possible interests should
be expected to form when they have a grievance (Truman 1951, Dahl 1961). In reality, we
know that certain interests are more likely to form than others (Schattschneider 1960, Olson
1965), so this is not the correct measure. Since the model considers the ability of groups to
work with the legislature as well as to use the initiative process, it seems natural to consider
groups that fit this bill. Since active lobbying requires a group to register with the state, I
employ this as the definition of an interest group population in a state.

While the model does not directly confront how the additional groups will differ from
pre-existing groups, it seems reasonable to expect that they might. In particular, the initia-
tive process should provide extra appeal to groups that are left out of the legislative process.
Given the higher hurdle that membership groups face in mobilizing due to the collective
action problem (Olson 1965), it may provide enough added incentive to bring disproportion-
ately more of them into the fold. This implies that the initiative process will tend to increase
the diversity of representation in interest group populations as there is a well-documented
bias in representation towards groups representing business interests (Schlozman and Tierney

1936).
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Since the groups added by the initiative process are likely to come disproportionately
from traditionally disadvantaged types of groups, I would also like to study precisely which
groups are added. Unfortunately the data on registered interest groups that I use is only
proken down into ten economic-oriented categories and includes no other information about
membership, revenue or other useful characteristics. I use these ten categories to study the
effect of the initiative process on diversity as much as possible, but a more in-depth study
requires detailed data, which I collect via a survey of interest groups, discussed below.

A second way to test the effect of the initiative process on the number of interest groups
in a state is to examine a single state before and after it adopts the initiative and see how
the number of groups changes. So rather than focus on differences across states in one time
period, this type of analysis would examine differences over time in states that adopted the
initiative. In many respects this is a more appealing approach since it would hold constant as
many influences as possible, ideally just varying the presence of the initiative. Two different
types of problems emerge, though. The first is that there are only five states that have
adopted the initiative since 1920 and but one of them since 1975. Because of the decreasing
availability of data in the past, it is unlikely to be possible to construct a time series of
registered group totals for any of these states. The second problem is related: the only
available data on group-registration numbers covers the years 1975, 1980 and 1990 (with
1997 in the works), which overlaps only one change in institutional setting in Florida, which

I discuss in detail.

3.3.3 Individual Group Characteristics

Gathering data on a (relatively) small number of groups does not allow me to explore Pre-
diction 2 since there are not enough states included to conduct the appropriate analysis on
the aggregate number of groups. If its prediction is true and there are indeed more inter-
est groups in initiative states and they are drawn from a more representative population of
groups, then examination of their characteristics should support this. Obtaining detailed
information about interest group characteristics requires surveying the groups directly.

The first important determination is which groups to survey. Obviously, information is
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needed about groups that are in initiative states. To determine the effect of the initiative
on their decisions, though, it is also necessary to have the information about groups in non-
initiative states. Previous surveys that investigate how groups use the initiative process and
how users and non-users differ have focused on groups that were involved in initiatives that
were successful in reaching the ballot (Gerber 1999). Besides introducing possible selection
bias into the data by examining only groups that were involved in successful ballot initiatives,

it does not allow for consideration of a broader impact beyond instances of actual use.

Inside versus Outside Lobbying

Besides allowing me to investigate how access to the initiative process alters the profile of
state interest groups, the survey data also gives me the opportunity to explore how access
to the initiative process influences groups’ lobbying tactics and strategies. If interest groups
are the initiative process as leverage in their dealings with the legislature, this should be
reflected in their responses. Again, it is not clear how this increased efficacy will be balanced
out by groups abandoning the legislative process to use the initiative process, but there are
some possible ways to explore this. In particular I study whether it is merely the ability to
propose initiatives that increases legislative responsiveness or whether groups must signal
that plan to use the initiative that influences their ability to inside lobby.

On the other hand, groups in initiative states will be more likely to outside lobby than
groups in non-initiative states. There are many possible reasons for this. First, if my
expectation is correct and the groups that Prediction 2 claims are added are drawn more from
under-represented groups, specifically non-business groups, then the additional groups will
be more likely to employ outside lobbying techniques since that is where their comparative
advantage lies (Kollman 1998). A larger, broader membership can be used to signal support
for a possible initiative to the legislature and is also a useful resource when campaigning for
its passage whereas revenue-heavy groups tend to use their financial advantages to protect

the status quo (Gerber 1999).
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Other Differences

A survey also gives me the opportunity to ask groups about many different types of activities
and reasons for conducting them. Not only can I ask what types of lobbying activities, such
as campaign contributions and organizing protests, they are involved in, but I can ask why
they choose to use some of these strategies or why they get involved in a particular issue.
If traditional inside lobbying groups have built up strong ties to legislators over the years,
they should cite different reasons for contacting legislators than groups that are prone to
use the initiative process. They would also indicate different reasons for their current issue
involvement — initiative oriented groups may be motivated more by members concerns and

a sense of public duty than traditional groups.

Survey Data and Response Bias

One of the natural concerns when gathering data directly from respondents is whether the
set of groups that respond are representative of the entire sample of groups surveyed. This
creates problems both when taking population frequencies and when conducting regression
analyses. The first problem arises from a sample that is disproportionately weighted towards
certain types of groups, which can be fixed by weighting the observed data by the true
population frequency. The latter problem is considerably more serious in nature because it
requires a more complicated correction. In Chapter 7, I develop a statistical model, based
on previous work on selection bias, to correct for it.

At the heart of this correction is a survey instrument that features a double sampling
procedure. The primary sample is administered the main survey questionnaire as in any other
study. The secondary sample is administered a much smaller version of the survey comprised
of five questions anticipated to be related to response bias. Further, it is administered over
the phone, rather than through the mail, to a fraction of the number of groups selected for
the primary survey. All of these features are designed to ensure a high response rate. This
secondary data can then be used as an accurate measure of the true distribution of groups
and characteristics in the overall interest group population. If the responses to the primary

survey on the duplicate questions do not match those in the secondary one, the latter can
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pe used to correct for response bias, allowing me to make more accurate inferences.

Ultimately this attention to survey response proves quite beneficial, as there is strong
evidence of response bias in the survey data, especially on the part of business groups. Not
correcting for this leads to incorrect conclusions, particularly about the effect of the initiative
process on groups’ characteristics and lobbying strategies. Perhaps somewhat surprisingly,
little attention has been paid to this problem in the interest group literature. Neither of the
two most closely related studies — Nownes and Freeman’s (1998) look at state interest groups
and Gerber’s examination of initiative users and non-users (1999) — makes any attempt to
investigate the potential for bias in their survey data. The evidence here indicates that it is

an issue worth serious consideration in any future survey of interest groups.

3.4 Moving Forward

After laying out the predictions and empirical tests in detail, the last step is to actually
perform them. In the following chapters I accomplish this task. While there are other
possible tests of the model, I believe these are the primary and interesting ones in terms
of what they add to our understanding about interest groups and institutions. Chapter 4
shows how access to the initiative process increases the ability of interest groups to achieve
their policy goals. While other studies have examined policy diffusion models, none of them
has yet considered the role of the initiative process. They have also not modeled diffusion
as a consequence of the initiative process’ information provision aspects, so the analysis also
adds to our understanding of policy diffusion.

The following chapter demonstrates how institutions influence interest groups’ mobiliza-
tion decisions and the consequences this has for the diversity of interests represented. The
groups that are mobilized by the initiative process are traditionally under-represented as
evidenced by the abundance of studies that find a bias in interest representation towards
businesses. While adding broader based membership groups increases representational equal-
ity, there may be detrimental consequences from increasing the number of groups active in
a state, including Olson’s predictions about sclerosis in the political process (Olson 1984).

Too many groups can a hinder government’s functions.
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Chapter 6 continues in this direction by examining detailed information about interest
group characteristics. The survey data I collect allows me to more deeply understand how
the average interest group is influenced by the presence of the initiative process. Instead
of exploring the diversity of interests as in the previous chapter, I directly examine if the
additional groups are representative of a greater segment of society using group membership
numbers. These groups suffer on other fronts, though, with decreased revenue available for
political ends. These differences suggest that different lobbying strategies will be emphasized
so I also show how initiative states are marked by different patterns of lobbying. Previous
studies have not contained such detailed information about the effect of institutions on
interest groups’ characteristics and lobbying techniques.

After examining these average differences I continue the analysis by testing whether these
groups’ strategic calculations are influenced by the initiative process. Groups that owe their
existence to the possibility of using an outside strategy like proposing an initiative should be
more likely to rely on related strategies in times of need, even compared to identical groups
in non-initiative states. The initiative process and experience with it may train groups to
depend on outside lobbying techniques. This would constitute a fundamental alteration of
a state’s political culture.

In sum, then, these empirical studies perform two main functions. The first is to provide
tests of the model developed in the previous chapter. By applying its predictions to many
different types of phenomena I provide strong cross-validation of the model by showing that
it provides insight into different areas of interest group behavior. The second function is to
broaden our understanding of the role of institutions in politics. By focusing on the role
of direct democracy in interest group behavior, it moves us further in our understanding of

groups and state politics.
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Chapter 4 State Policy Adoptions

4.1 Policy Areas

To study the effect of the initiative on adoptions, I have selected two notably different policy
areas: casino-style gaming and capital punishment. The former has been viewed more as a
tool of economic revitalization, no doubt to the benefit of proponents, while the latter is a
social policy. The difference is useful since the dynamics of economic versus morality policy
adoptions tend to be different (Mooney and Lee 1999), as do the nature of the interests
involved. The major push for expansion of gaming has come from economic interest groups,
including many existing out-of-state casino companies, who wish to expand their market.
Capital punishment has been pushed by social groups and legislators in response to the
Supreme Court’s 1972 decision in Furman v. Georgia, which declared current versions of
capital punishment unconstitutional. This left interest groups and legislators in a position to
work quickly to examine public opinion in their state and move forward once a constitutional
version of capital punishment was found.

By selecting two policy areas that differ on many dimensions, I provide a more robust
test of the effect of the two policy adoption predictions discussed in the previous chapter.
First, direct democracy states should be more likely to adopt both of these different policies
faster than non-initiative states, Prediction 1. Second, I will argue in the next section that
casino gaming is characterized by a greater degree of uncertainty about voters’ preferences
than capital punishment, which, in terms of Prediction 3, implies that there should be an
opportunity for initiative-generated information diffusion in the former but not in the latter.

After discussing these two policy areas in more detail and presenting the timing of adop-
tions, I discuss the empirical model of policy adoption. By employing an appropriate model
of adoptions, I can better determine the effect of the initiative process and explore dynamic
processes like diffusion, something that other studies have failed to do. Following this I

present the operationalization of the two predictions to be tested in this chapter along with
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other control variables. I then present the regression results and discuss the findings, fol-
Jowed by a set of counterfactual analyses that highlight the effect of direct democracy on the
probability a state adopts these two policies. Lastly, I present alternate model specifications

to test various theories in different ways. Following this I offer discussion and conclusions.

4.1.1 Casino-Style Gaming

The sudden surge in legalization of casino gaming has proven a difficult question for scholars
to answer. While the Nevada model has been available for other states to emulate since 1931,
it was not until forty-five years later that New Jersey began its first attempt at adoption of
legalized casino gaming. Another fourteen years passed before another state ventured forth,
but it was not alone, as twenty others joined it in a three-year period (see Appendix B for
adoption dates), though many states considered the possibility (Dombrink and Thompson
1990). In 1996, gambling-specific operating taxes on casinos alone generated over two billion
dollars for state coffers, second only to the thirteen billion generated by lotteries (Christiansen
1998). The economic impact of these casinos is much larger, with casinos claiming revenues
of $550 billion in 1998 (von Herrmann 1999). My empirical test offers an evaluation of the
diffusion and policy adoptions hypotheses, Predictions 1 and 3, but also explores the role it
and other factors have played in casino gaming’s expansion.

While the United States has had a lengthy history with gaming, there have been periods
of adoptions followed by periods of appeal. Rose characterizes the current period of gaming
adoptions, starting with New Hampshire’s lottery adoption in 1963, as the third wave of
gambling in this country (Dombrink and Thompson 1990). The second wave ended around
the turn of the century, when federal court decisions effectively shut down the Louisiana
state lottery by declaring it illegal for it to use the mail service, thereby cutting it off from
almost all of its lucrative out-of-state business (Dombrink and Thompson 1990). This long
span of time between the second two waves indicates that I can consider New Jersey, which
adopted in 1976, as the first state to legalize casino-style gaming in the modern era.! Except

for California’s legalization of card rooms in 1988, no other state adopted casino gaming

"For a discussion on the subject of choosing a sampling period, see Berry and Berry (1990).



43
antil Towa began to allow limited riverboat casinos to operate in 1989. After this, a large
pumber of states began to experiment with various forms of gaming, with some, such as
Missouri, adopting through the initiative process, but others through the legislative process.
Figure 4.1 shows the trends of adoption in initiative and non-initiative states.? Ten of the

eighteen states that adopt between 1989 and 1992 are initiative states.?

4.1.2 Capital Punishment

Capital punishment is also a useful area to apply the model to since the Supreme Court
declared it unconstitutional in 1972 in its Furman v. Georgia decision. The ruling was based
on the majority’s belief that in its present form, capital punishment constituted cruel and
unusual punishment. “All five agreed that the 8 Amendment prohibited capital punishment
when it was imposed so rarely that it could not serve any valid social purpose, be it deterrence
or retribution (Meltsner, 1973).”

While this decision rendered the states’ current laws unconstitutional, it was not clear
whether the death penalty could be reinstated if the states avoided the constitutional prob-
lems found by the Supreme Court. States then had the opportunity to reconsider whether
to adopt it in an acceptable form. This created the opportunity for a new policy innovation
process and allows me to analyze adoptions after the decision since all states were forced
to enact new capital punishment legislation.? In addition, this facilitates the choice of a
starting date after which states can be considered potential adopters.

The trend in adoptions is best seen in Table 4.1.° This graph shows the total number

of states that had adopted by each year. All of the adoptions in the sample period are

The adoptions data are taken from von Herrmann (1999) and include states that allow casino-style
gaming off of Indian reservations: casinos, card rooms and video gaming devices, see Appendix B for adoption
dates by state. These adoptions include a broader scope of gaming than that studied by Pierce and Miller
(1999), who examine only large scale casino gaming adoptions.

3This period of rapid adoptions may have been triggered in part by Congress’ 1988 Indian Gaming
Regulatory Act which, in practice, authorized casino gaming on Native American lands (Christiansen 1988).
'I test for the effect of Indian tribes on state gaming adoptions and find no effect, but the recent use of the
Initiative process by Indian tribes in California (1998’s Proposition 5 and 2000’s Propositions 1A and 29)
Suggests it may be playing a role there as well.

The basic change that states made was to separate the assessment of guilt and the punishment imposition
Phases of the trial. In its 1976 decision in Gregg v Georgia, the Court ruled that the death penalty was not
unconstitutional per se and upheld the current format.

5See Appendix B for adoptions dates by state.
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petween 1972 and 1982, and 17 of the 34 total are in initiative states. These states are
disproportionally adopting since only 19 of the 48 states analyzed have the initiative. There
is a trend in this proportion that shows that initiative states also tended to adopt sooner.
The percentage of adopting states that have the initiative declines from 100% in 1972 to
66% in 1973 until it reaches 50% in 1977 where it hovers at or above for the duration of the

sample period, indicating that the initiative may have facilitated early adoption.

4.2 Empirical Models of Policy Adoption

To study these adoptions and test the predictions derived from the model, the approach taken
here follows Berry and Berry’s (1990) event history analysis of state lottery adoptions. This
method allows them to study the effect of both internal state characteristics and external
factors, such as other states’ adoptions, on a state’s choice of whether to adopt. I extend their
analysis by considering the possible influences of the initiative, explicit types of diffusion,
different types of divided government and by extending it to a similar policy area.’

Other scholars have studied the initiative’s effect in different policy contexts. Comparing
the percentage of initiative states that have adopted a policy to the percentage of non-
initiatives that have adopted the same policy, Gerber (1999) finds that significantly different
percentages of initiative states adopted the policy in five out of twenty-one areas, but only
two of these cases feature a greater percentage of adoptions by initiative states. In more
detailed cross-sectional regression analyses of capital punishment and parental consent laws,
she finds that the initiative increases the responsiveness of policy to the median voter’s
preferences. The drawback to this study is its cross-sectional nature: the reasons for adoption
are generally not likely to be captured by using independent variables that are measured up
to twenty years after adoption, rendering her conclusions possibly invalid.

A different approach is taken by Matsusaka (1995), who conducts a panel study of state
expenditures per capita over a thirty year period. He finds that initiative states spend

about four percent less than non-initiative states, which he interprets as evidence that states

%Also see Caudill, Ford, Mixon and Peng (1995) for an event history analysis of lotteries, von Herrmann
(1999) or Pierce and Miller (1999) for analyses of both lotteries and casinos and Mooney and Lee (1999) for
an analysis of capital punishment.
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spend more than the median voter prefers and the initiative process helps provide a check
on legislative excess. This work is expanded by Matsusaka and McCarty (1998), who show
that the effect of the initiative varies with uncertainty over voters’ preferences and with
Jegislators’ preferences.

While the time-series cross-sectional approach these last two papers take is similar to
that employed here, the underlying phenomenon being studied is decidedly different. The
event history approach used here helps pinpoint the role that the initiative plays in the
adoption and diffusion of new policies, as opposed to the marginal effect that it has on state
expenditures, which could be the accumulation of the effects of particular initiatives over
time. By increasing the incentives for groups to engage in lobbying and making it easier for
them to move policy, the presence of the initiative process in a state should make it more
likely to adopt policies. The nature of casino gaming also creates incentives for companies to
try to expand their operations by trying to legalize gaming in other states, whereas capital
punishment adoptions are likely to be spurred by within-state groups. The likely target
or source of these groups would also be initiative states, according to Prediction 1. These
two policy areas also provide contrasting tests of the diffusion hypothesis in Prediction 3.
Gaming interest groups face uncertain voters for two reasons: the inherent variability of
public opinion on gaming issues and the unfamiliarity engendered by their attempts at
converting new states.” Capital punishment supporters face the opposite circumstances.
First, they are more likely to arise from within a state, increasing their familiarity with
public opinion. Second, voters’ opinions on their issue are more stable and well formed, so
there is less uncertainty. This leads to a reduced role for information diffusion.

Because of the dynamic nature of Prediction 3, an empirical model that can account
for neighbors’ adoptions over time is required. As discussed in the previous chapter, I
use event history analysis since it is better suited to this problem than the cross-sectional
approaches taken in previous investigations of the effect of the initiative process on policy

adoptions. This method allows me to gain more information than cross-sectional approaches

"As a means of reducing this uncertainty, campaign leaders in Florida brought in consultants from the
Successful New Jersey campaign, hoping that their prior experience would help in persuading voters. In the
end, these attempts failed, partly because of the differences in the characteristics of voters (Dombrink and
Thompson (1990).
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by constructing a data set that measures the characteristics of the unit of observation, in this
case a state, in all years in which it could experience a change in the relevant state, or policy.
The model uses information from failure to make this change to improve the estimates of
what did influence it to change.® In this case the state variable is whether a state adopted
casino gaming or capital punishment. Since the probability of adoption is not observable, I
use an indicator variable that is zero until a state adopts, when it is coded as a one. This

Jeads naturally to a logit or probit regression model.

4.3 The Initiative and Policy Adoptions

In the previous chapter I derived two predictions about the role of the initiative process in
state policy adoptions. The first (Prediction 1) states that groups will seek to change policy
in initiative states rather than in non-initiative states, since the expected cost of doing so
is less but the benefit in terms of the policy adoption is the same. Not only can groups
propose initiatives, but this possibility makes it easier to convince the legislature to move
policy itself. The ability to accomplish this depends on the probability that a state’s voters
would pass an initiative, so I allow the effect of the initiative to depend on this as well.

To test Prediction 1 (that groups will seek to change policy in initiative states first), I
include an indicator variable for whether a state has the direct initiative process. I expect
this to have a positive effect on the probability of adoption. Prediction 1 shows how the
effect varies with the expected probability that an initiative will pass, so I include measures
of voter preferences with the expectation that more conservative states are less likely to
support gaming and more likely to support capital punishment. I interact this variable with
the initiative indicator and expect a positive coefficient.

The second relevant prediction, Prediction 3, is that initiative states should be more
likely to adopt when neighboring initiative states have adopted. Further, it states that this
effect should exist neither to nor from non-initiative states. This implies a very specific type
of informational diffusion which differs from other possible diffusion patterns.

To test the diffusion hypothesis I include the number of neighboring states that have

¥See Box-Steffensmeier and Jones (1997) and Allison (1984) for a discussion of the event history approach.
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previously adopted. Since the effect is expected to exist only between initiative states I
preak this variable into four components: initiative states’ neighbors’ adoptions by whether
they have the initiative or not and the two types of neighbors’ adoptions for non-initiative
states. Since I expect that there is a positive correlation between neighboring states’ voters’
preferences, the first of these four variables should be positive.” The other three diffusion
variables should have no discernible effect on the probability of adoption,

There are many other possible ways to code this variable, but I maintain the lagged
contiguous neighbors format that is dominant in the literature. This allows for a direct test
of initiative-related information diffusion relative to other conceivable patterns based on the
four state-institution dyads, but it also contains the single lagged variable that previous
studies have employed as a special case; if this is the true diffusion process then a test
of all four dyad cocfficients being identical distinguishes my results. More advanced, but
noncomparable notions of diffusion could allow for variation in the location or importance of
diffusion between any two states. Larger, more demographically or politically similar states
may provide a more precise informational value than others.

There is important variation in the diffusion prediction by policy area, however. When
there is little uncertainty about a states’ voters’ preferences, then there is no information to
diffuse after adoption. So it is important to distinguish between the two policy areas under
study in terms of the level of certainty about voters’ preferences. There are strong reasons
to expect a widespread uncertainty in the case of casino gaming and very little uncertainty
in the case of capital punishment. While casino gaming was a relatively unfamiliar policy,
voters had a more recent history with capital punishment.!® In their study of morality
politics diffusion using capital punishment adoptions, Mooney and Lee (1999) state that
“because these policies are often non-technical and highly salient to the public, citizens have
both the incentive and the ability to make their views known to their representatives (p. 1).”
In another, related study, they conclude that “moral value redistribution is likely to be even

less confused by technicalities than is economic redistribution (Mooney and Lee, 1999. p.

This expectation in no way influences the results. If the correlation is negative it will produce a negative
coefficient — there are no restrictions in the estimation.
_ 'OThis is not to say that casino gaming was unknown, just that voters had not been asked to consider it
I many decades.
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6).” For these reasons, it is likely that there is a much greater level of uncertainty regarding
casino gaming adoptions than capital punishment adoptions. This implies that Prediction 3
would not predict significant diffusion patterns in the latter set of adoptions.

Besides the issue of uncertainty, there are other important factors to consider when study-
ing diffusion. By not combining the other three state-institution dyads into one measure I
test for other possible patterns and perform a stronger test of the diffusion hypothesis. Not
only does it predict that the initiative state/initiative state dyad should have a positive dif-
fusion effect, but that the other three should have none. Including them separately allows
me to explicitly test initiative-related information diffusion against other plausible patterns.
First among these is initiative signaling, whereby outcomes in initiative states provide infor-
mation to policymakers in other states, be they potential initiative sponsors or government
officials, that there is support for a particular policy. This type of diffusion would produce
a pattern of information flow from adopting initiative states to all other states, independent
of whether they have direct democracy. Two of the included variables would be significant
under this type of diffusion. Of course, this process also depends on the extent of uncertainty
about voters’ preferences.!!

A second type of diffusion produces an even broader pattern. This can be thought of as a
general pattern of diffusion from any state to any state. Possible causes could include general
uncertainty about voters’ preferences, which might be reduced by neighbors’ adoptions in a
fashion similar to that in the model in Chapter 2 or as a consequence of purely economic
competition. In the case of casino gaming or other policy areas where reasonably large
amounts of revenue are at stake, one state’s adoption can drain revenue, jobs and taxes
from neighboring states that have not implemented the policy yet. This loss of revenue
and dwindling tax base can provide sufficient motivation for the state to adopt (Eadington
1999).12 Both of these types of diffusion would produce identical coefficients for all four of

the state dyad types, but there a possible difference across policy areas that can be used to

"To some degree, this also provides of test of legislative uncertainty/responsiveness to public opinion. If
legislators are both uncertain and responsive, neighboring states’ adoptions will provide the same information
tOIthem as it does to potential initiative-using interest groups, leading to discernible diffusion pattern.

?As an example, Towa’s gaming revenue dropped from seventy million dollars in 1992 to fifty-four million
dollars in 1993, believed to be because of the establishment of gaming in Illinois and the construction of
Casinos near the Towa border in 1992 (Nichols 1998).
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distinguish between them. While economic diffusion is not only plausible, but believed to

pe present in casino gaming adoptions, it is unlikely to be important in capital punishment

adoptions.'

There is a separate reason to expect a general diffusion process in the case of capital pun-
ishment, though. Because of the uncertainty about the Supreme Court’s decision and what
provisions for the death penalty it would allow and under what conditions, states could gain
information about the feasibility and wording of policy from other states’ adoptions. There
is little reason to believe that this type of diffusion would be based on contiguity, however,
as policy hurdles with respect to the Supreme Court are essentially identical everywhere in
the country.'* This would imply a time trend in adoptions based on the first state’s policy,
for which I later test.

I also include measures of other theoretically important variables in the model. To capture
the legislature’s preferences, I include measures of state financial need for gaming and crime
rates for capital punishment. When financial times are tougher, the legislature will have to
seek out sources of funding, of which gaming is one possibility. Besides the current year’s
budget deficit, measured as the difference between state general expenditures and revenue as
a percentage of revenue, I also include a longer-run measure of state debt: the outstanding
debt (including bonds) as a percentage of current year revenue. Even though states have
balanced budget amendments, the outstanding bond issues must be paid off at some point.

While it is harder to measure legislators’ preferences for executions, it makes sense to
believe that as crime rates increase, legislators may look more favorably on stronger methods
of deterrence. More specifically, I include the lagged state murder rate to capture this. I
also included the financial variables to see if officials were more likely to prefer stricter crime
laws when economic times were not in their favor.

I also need to capture the interest group’s utility gain from a policy change, since that
determines how much effort they are willing to make to obtain a new policy outcome. For

Casino gaming, this is relatively straightforward: proponent groups are most likely interested

“This is one reason that some states have attempted to place casinos near state borders, or on them in
thf case of riverboats (Eadington, 1999): to steal revenue from nonresidents.
4Though there could be some differences based on which appeals circuit a state is in.
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in profits, which depend on the number of customers available and how much money they
pave to spend. These two motivations are captured by total state population and state real
per capita income. As either increases, it becomes more valuable to the group to seek to
legalize gaming, so I expect positive coefficients on both. Capital punishment again poses
a problem since the benefits from a policy change are harder to measure. While there are
certainly economic benefits from reducing serious crime, which will be partially captured by
the lagged murder rates variables, it is not the case that they accrue directly to any one
group. Other benefits are non-economic and come from increases in social welfare and, as
such, are virtually impossible to measure.

I also include a measure to capture the effect of divided government on the ability to pass
new legislation. Berry and Berry find that states with divided government may have a harder
time passing revenue-related legislation and may be more likely to turn to the lottery as a
source of new revenue. My measurement is finer than theirs since I interact the partisanship
of the governor with the partisanship of the two legislative houses. This leads to a set of six
indicator variables interacting Republican or Democratic control of the governorship with
unified Republican, unified Democratic or split control of the legislature. These variables
also provide another measure of legislative preference to go with the financial and social
measurements.

To measure voters’ preferences I employ Erikson, Wright and Mclver’s (1993) estimates
of state ideology for casino gaming.'® I expect that more conservative states will experience
greater opposition to gaming policies, which translates into a positive coefficient on ideology.
In the capital punishment regression I use the percentage of a state’s population that adheres
to fundamentalist religious beliefs, also taken from Erikson, Wright and Mclver (1993), and
measured in 1972, the beginning of the sample period. Further, the model predicts that
access to the initiative process should matter more when voters are more likely to support
change, since the probability of an initiative passing is higher and lobbying is cheaper, so as
both measures increase, I expect the effect of the initiative to be larger. Other studies have

used more direct measures of voters’ preferences, but due to the lack of sufficient observations

( T use ideology instead of the partisanship measure since it is more stable over their period of analysis
1976-1988).
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i all states over time, theyv are also constant over the analysis. To the extent that public
ppinion ou an issue that a state has already adopted is shaped by that adoption, it may be

preferable to use the broader ideology measure.

4.3.1 Empirical Results

The estimates are the result of running probit regressions as described above to determine
the effect the different variables have on the probability of legalizing gaming and capital
punishment. 16

Both of the hypotheses receive considerable statistical support in both policy arcas and
produce substantively large cffects.  The results for capital punishment are presented in
Table 4.1 and those for casino gaming are in Table 4.2. Looking first at the non-initiative
variables, there are some notable results. The measures of legislative utility produce positive
and significant effects in both regressions. As a state’s lagged budget deficit increascs, it
becomes more likely to adopt casino gaming, while as a state’s lagged murder rate per
capita increases it is more likely to adopt the death penalty. The first differences for these
two variables are two and a half and twenty-one percent, respectively. Surprisingly, the
other measures of government partisan preferences do not significantly influence adoption
for either policy area. There is thus no evidence of any effect of divided government, either.

Insert Tables 4.1 and 4.2 here

Looking at the demographic variables next also produces some interesting findings. For
capital punishment, there is a significant and negative cffect of real per capita income, but
no effect of state population. Since they measure potential demand, these two variables have
a more straightforward interpretation in the casino gaming regression. In this case, real per
capita income is positive and significant as expected: states with wealthier individuals are
nore appealing targets for gaming interests. Population, though, has an inverse relationship
with the probability of adoption, but its coefficient is significant at only the ten percent

level. The first differences, presented in the second columns, show that the effect of income

16 = . ; —

Alaska and Hawaii arc excluded from both samples both because of the literature’s focus on diffusion
ﬂ.nd the lack of measures of ideology in these states. Nevada is also dropped from the casino gaming analysis
Since it adopted in the 1930%s.
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;s four times greater than that of population. so the gaming-demand argument seems to be
reasonably borne out by the data. Increasing a state’s income from one standard deviation
pelow the average to one above increases the probability of adopting gaming by fifteen
percent in cach vear.

The final non-initiative variables are the two measures of voters’ preferences. They both
perform relatively weakly across all states, as both are significant at only the ten percent
level. More liberal states are, surprisingly, less likely to adopt casino-style gaming, though
the first difference is only two-tenths of a percent. States with higher percentages of religious
fundamentalists are less likely to adopt capital punishment and the first differences is a much
Jarger seventeen percent.'”

In both regressions, the effect of the initiative process is positive, as predicted. It is also
increasing with the probability that voters would pass an initiative. While the initiative state
indicators are both positive, only gaming produces a significant coefficient. The interaction
with ideology in initiative states also produces a positive and significant coeflicient, indicating
that the initiative process has a greater effect in more liberal states. The mean shift produces
a much greater cffect than the variable portion: a nine percent per year increase in the
probability of adoption compared to a three-tenths percent increase resulting from increased
voter liberalism. The small effect of the initiative indicator on capital punishment adoptions,
with a first difference of only three-tenths of a percent, must also be conditioned on the
probability of an initiative passing. The interaction with percent fundamentalist religion
produces a positive and significant coefficient, with a first difference of four-tenths of a
percent.  This means that the effect of the initiative depends on voters’ preferences, as
predicted.

Turning finally to the test of the diffusion hypothesis, it is also supported in the data. All
but one of the cight coefficients is positive, indicating that diffusion works in a pro-adoption
direction. Initiative-related information diffusion predicts that only the dual initiative states

dyad should produce a significant effect and only when there is uncertainty about voters’

"The weak performance of these variables fits with recent findings in the literature: Mooney and Lee
(1999), Pierce and Miller (1999) and Gerber (1999) all fail to find significant effects of ideology or religion
on the probability of adoption, though Gerber also finds a significant effect in initiative states only.
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preferences. This is the case since this coefficient is significant at the ninety-five percent level
in the casino gaming results, but not in the capital punishment ones. In the former case,
the estimated first difference is one and one-tenths of a percent. Not only does information
diffusion seem to exist, but it also is only found in policies with greater uncertainty about
voters’ preferences, as expected.

The second step in confirming this hypothesis depends on the fact that none of the
other six dyads produces a significant coefficient. This is further support because the model
predicted that information from adoptions in initiative states would only be useful to interest
groups in states with that institution as well, so the lack of other types of diffusion is strong
confirmation of this prediction. It also suggests that other conceived diffusion patterns
are not realized, including cconomic diffusion in the case of casino gaming, general policy
information diffusion in the case of capital punishment or an inifiative states-as-leaders type

of diffusion.

4.3.2 Secondary Analysis

The cocfficients of the probit regression are difficult to interpret in terms of how they influence
the overall probabilities of adoptions. While the first differences give a good measure of how
changes in one variable influence the overall probability of adoption, the total cffect of the
Initiative process in a state depends on the combination of three variables: the initiative
indicator, the idcology or religion interaction and the number of previous initiative state
neighbors’ adoptions. In this section I perform a series of counterfactual predictions that
gives an idea of how these three components add up into an overall probability change.

To do this I generate predicted probabilities of adoption for a state with a specific profile
and then add in the effect of the initiative and its ideology /religion interaction followed by
Incrementing the number of lagged neighbors” adoptions from none to four. The profile of
this hypothetical state is merely the average value of the other independent variables for all
nitiative states. For the multi-component discrete variables, T take the modal value. 1 then
use the cocefficients in Tables 4.1 and 4.2 to predict the probability that this average initiative

states would adopt the relevant policy, computing these probabilities at many different values
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of the ideology and religion scale, evenly spaced from their maximum and minimum values
for initiative states to show how the effect of the initiative depends on their value. This
gives a set of predicted probabilities for the average initiative state across the ideological or
religious spectrum.

Following this, I add in the effect of the initiative and its interaction term and recompute
the probabilities across the same underlying scale. This gives the effect of the initiative when
there are no lagged neighbors adoptions to use for informational purposes. The number
of neighbors™ adoptions is then incremented from one to four, recalculating the predicted
probabilities of adoption each time. The summaries of this exercise, presented in Tables 4.3
and 4.4, give the effect of the initiative across a broad spectrum of possible combinations
of these variables. To account for the uncertainty of the coefficients used to estimate these
probabilities, I repeat the calculation 500 times, drawing the coefficients with mean equal to
the point estimate from the event history analyses and variance calculated using the standard
error of these coefficients. The tables present the average probability change over these 500
trials as well as the standard error of the average.

Turning first to the effect of the initiative on the probability of adoption capital punish-
ment, the first column in Table 4.3 gives the percentage of religious fundamentalism used as
the value of that independent variable, included both in the overall portion and in the initia-
tive state interaction. The second column shows exactly what the regression coefficient and
first differences demonstrate: as the religion variable increases, the probability of adoption
drops from 2.7% at zero to 1.2% at 10 to effectively 0 above 40%. Since the interaction with
the initiative produces a significant and positive coefficient on top of the initiative indica-
tor, the other columns show an increase in the probability of adoption as religion increases.
The third column depicts an initiative state with no neighbors adoptions. The probability
of adoption at zero is 4.1%, greater than the probability without the initiative by almost
50%. With ten percent religious fundamentalists, the probability of adoption is 5.4%, a two
hundred percent increase relative to non-initiative states. This trend continues as religion
increases, with a 20% probability of adoption halfway up the scale and a 44% probability at
the high extreme.

Insert Table 4.3 here
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The effect of neighbors” adoptions just serves to magnify these differences. Adding just
one neighbor increases the probability by 2.1% at the low end of the scale and 4.5% at the
high end of the scale. The second necighbor leads to an increase relative to an initiative
state with no neighbors of 5.4% at the low end, 7.5% at the average value of twelve percent
religious fundamentalists and 9.1% at the high end. Looking at the last column, initiative
states with four previously adopting neighbors, the probability of adoption at zero on the
religion scale is 19.5% compared to 2.7% in the first column. At the ten percent level,
these probabilities are 25.5% and 1.2%, respectively. Clearly this is a huge difference in the
probability of adoption due to the initiative process.

The effect of the initiative process in casino gaming adoptions produces similar patterns,
but the effect of the ideology variable is smaller than that for religion. The second column
of Table 4.4 shows the effect of changing ideology on non-initiative states: the probability
of adoption starts at 5.2% in extremely conservative states, moves to 0.7% in the middle of
the scale and drops closer to zero in liberal states. Since the interaction with the initiative
is positive, these probabilitics move in the opposite direction for initiative states. When
there are no initiative state neighbors that have adopted, the probabilities of adoption are
identical at the conservative extreme, reflecting the fact that ideology decreases it while the
initiative indicator increases it, cancelling each other out. Around the average ideology score
of negative fifteen, initiative states are at 4.1%, compared to less than 1% for non-initiative
states and at the liberal end of the scale, they are at 5.8%.

Insert Table 4.4 here

Focusing now on the effect of diffusion, adding one neighbor increases the probability of
an initiative state adopting by 3.1% at the conservative end of the spectrum and by 5.8%
at the liberal end. Two neighbors produces increases of 7.7% and 14.3% at the same points,
respectively. Looking at the average initiative state, it increases from 4.1% with no neighbors
to 7.4% with one, 12.6% with two, 20% with threc and 29% with four. In perspective, adding
the initiative increases the probability of adoption from one to four percent, so the diffusion
effect quickly dominates this increase. At the very extreme, the probability of a very liberal
lon-initiative state adopting is 0.1%, but the same state with the initiative and four lagged

leighbors’ adoptions would have a probability of adoption of 38%! On top of that, these
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are the predicted probabilities of adopting each vear — the differences will only accumulate
over ALY years since the probability of a state adopting the policy by some point depends
on the probability of adoption in cach previous year.

4.3.3 Alternate Specifications

Until now I have focused on including measures that are related to the theory developed
in Chapter 2, or that at least are attempts to measure the relevant concepts. There are
other possible specifications that should be considered as well, since they provide tests of
alternate theories discussed in the literatures. They also provide a robustness test of the
findings already presented. I also take this opportunity to provide further investigation
of the diffusion hypothesis: as more neighbors adopt and the dual initiative dyad variable
increases, there is additional information gained from each adoption. This implies that the
marginal effect of neighboring initiative states’ adoptions on other initiative state may be

successively increasing.

Economic Growth and Gaming

One frequent appeal made by gaming proponents is that it would help revitalize state
economies or could be used as tools to invigorate struggling areas of the state. This may
help explain why New Jersey adopted in the 1970’s, while subsequent campaigns in other
states failed until the late 1980’s. Dombrink and Thompson (1990) argue that this is onc
of the reasons that gaming campaigns failed in Florida: its economy was doing considerably
better in 1978 than New Jersey’s was doing in 1976. Further, the prime target of the casino
gaming intercsts was the declining Miami Beach Area, similar to the push for Atlantic City.
This suggests that states where the economy has been performing poorly may be preferred
targets of gaming interests.

To test the cconomic growth hvpothesis, I rerun the casino gaming analysis and include a
variable which measures the lagged growth in gross state product. States with lower growth
should be more likely to adopt, implying a negative cocfficient. The results, presented in

Table 4.5 show that this does not appear to be the case. The lagged gross state product
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growth variable is not only positive, but is nowhere near conventional level of statistical
significance. The interpretation of the other variables is not changed by the inclusion of this
variable either, so the economic growth hypothesis can be rejected.

Insert Table 4.5 here

The Threat of Indian Gaming

In 1988, right before a large increase in the number of adoptions, Congress passed the
National Indian Gaming Regulatory Act. This effectively allowed recognized Indian tribes
to conduct gaming on tribal lands and forced state governors to negotiate compacts with
these tribes. This increased threat of Indian gaming within a state’s external borders may
have increased the incentive to adopt within the state so that revenue would not be lost by
the government.

To test this possibility, I include as an independent variable the number of federally
recognized tribes in each state. More tribes should increase the probability of state-sponsored
gaming for two reason. First, with more tribes, the probability of at least one of them
adopting is greater. Second, if there is competition among the tribes, they may rush to
adopt even faster when there are more possible competitors. This variable should then
produce a positive coefficient.

The results in Table 4.6 reject this hypothesis strongly.'® The coefficient on the number
of federally recognized Indian tribes is half its standard error and the first difference is
effectively zero. Again, the interpretation of the variables is not changed as they retain their
significant importance. The threat of Indian gaming does not influence the probability of
adoption.

Insert Table 4.6 here

Accounting for Time

On a more statistical level, Beck, Katz and Tucker (1998) have argued that it is important

to always account for time trends when analyzing cross-sectional time-series data. If there is

18q; o . o »
Since none of them were significant I pooled the partisan measures into a divided government measure,
Wwhich is also not significant.
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p ex0genous duration dependence not controlled for in the other variables, then incorrect
interpfetat‘ions can result. To implement their suggested method, I estimate both the casino
gaming and capital punishment models as before, but also include a cubic spline, which fits
a polynomial — in this case a third order polynomial — time trend. This is much more
ﬂexible than assuming a lincar time trend.

Of course, it also requires assuming that there us an exogenous time trend in state policy
adoptions. In the model developed here, there is an explicitly modeled diffusion process
that occurs over time. Including an additional time trend variable may be problematic for
estimating the time-dependent diffusion process.

The results for casino gawing, presented in Table 4.8 indicate that this is the case. All
three of the time trend variables are significant at the ninety-five percent level, with the
linear and cubed terms positive and the squared term negative. Many of the other variables
lose their previous significance levels: both per capita income and population are now in-
significant. The initiative indicator, the interaction with ideology and ideology overall are
now also insignificant. The first two of these would pass a one-tailed test at the ninety
percent level, though. Surprisingly, it is the diffusion cocfficient that remains significant:
the initiative state-initiative state pairing is still positive and significant and the other three
diffusion variables are still insignificant. Since the probit regression leads to perfect predic-
tions for one hundred and fifty five of the non-adopters, I also ran a logit regression on this
specification and the results are similar, but the initiative indicator now passes a two-tailed
test at the ninety percent level.

Insert Table 4.8 here

The results in Table 4.7 for capital punishment adoptions arc decidedly different. None of
the three time trend variables is significant. The initiative process interacted with religious
fundamentalisi is still positive and significant at the ninety percent level, a slightly weaker
Performance than before, but still in the correct direction as the theorv predicts. None
of the diffusion variables arc significant, replicating the carlier findings and confirming the
diffusion prediction in policy areas with little uncertainty about voters’” preferences. While

1agged murders per capita is still an important variable, most of the power is in real per
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capita income, which is positive and has a first difference of three percent.!”

Insert Table 4.7 here

Further Adventures in Information Diffusion

The final issue to be explored focuses on the diffusion hypothesis. As detailed in Chapter 2,
diffusion is observed when one state’s adoption increases a group’s estimate of the probability
of adoption enough that it passes the threshold that make initiative proposal cost-cffective.
Depending on the distribution of the prior probabilities of passage, this could just as easily
pe accomplished when the third neighbor adopts as when the first does. The cumulative
probability of influencing adoption is greater for the third neighbor, though. This suggests
that each additional neighbor’s adoption between initiative states may have a larger effect.
To test this extension of the information diffusion hypothesis, I include separate indicator
variables for cach of the different munbers of initiative-initiative neighbors’ adoptions: one
indicator for all of these pairings with one adoption, another for all with two adoptions, and
one for those cases with three or more previous neighbors’ adoptions.?” This modification is
only run on the casino gaming adoptions since that is where diffusion is predicted and found.

If the effect of increased neighbors” adoptions is to increase the probability that the
initiative becouies cost effective, then initiative states should be more likelv to adopt at cach
successive neighbor’s adoption. This implies that the impact of cach successive number of
neighbors” adoptions should be greater than the previous one. The results of the regression
in Table 4.9 provide some support for this. All three of the initiative state diffusion pairings
produce positive coefficients that are increasing with the number of neighbors” adoptions
that they represent: one neighbor's adoption produces an increase in the probability of
adoption of three-tenths of a percent, though it is insignificant; two produces an increase of
eight percent and is significant at the ninety percent level: three or more previous neighbors’

adoption increases the probability of adoption by twentv-two percent and is significant at

®The first differences also indicate that this regression may be problematic as they all fall precipitously,
eXgept for income.

OThere are only two cases with more than three lagged neighbors” adoptions and both arc four. Including
this as a scparate variable caused both observations to be dropped, so I pooled these two cases with the
thr€€~rleighl)(')1‘ variable.
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the pinety-five percent level.
Insert Table 4.9 here

The interpretation of the other variables is virtually unchanged, though population and
ideology are no longer significant at the ninety percent level, as it was in Table 1.2. The
iitiative indicator and its interaction with ideology are both still positive and significant at
the ninety-five percent level. The results for the dual initiative neighbors variables not only
reconfirm the carlier findings, but provide a more detailed view into the diffusion of infor-
mation. Having one initiative neighbor adopt does not seem to provide enough information
to make initiative proposal a credible threat. Having two or at least three neighbors with
casino gaming doces seem to provide sufficient information. This is reflected in the probabil-
ity of adoption, which increases eight percent with the second necighbor’s adoption and an

additional thirteen and one-half percent with the third or greater neighbor’s adoption.

4.4 Conclusions

The results in this chapter provide the first confirmatory test for the predictions developed
in Chapter 2. Both the policy adoption and diffusion hvpotheses have found support in
two notably different policy arcas: casino-style gaming and capital punishment. States that
have the initiative process are significantly morve likely to adopt both of these policies and
this increase is magnified when neighboring states provide information through their prior
adoptions. With the the ability to influence policy securely established, I can continue to
investigate the effect that this has on interest groups’ decision regarding mobilization and
lobbying.

The magnitude of the effect is also considerable. Performing a series of counterfactual
Predictions, the increase in the probability of adoptions for the average initiative state are
300% for capital punishment and for casino-style gaming. This increase happens cach vear
of the sample period, up until adoption, so the cumulative effect is much larger. This means
that initiative states will disproportionately adopt much carlier than non-initiative states.
Adding 1n the effect of diffusion shows that these probabilitics double for capital punishinent

and triple for casino gaming with onlv two previous neighbors’ adoptions.



61

The diffusion results provide strong support for the model, since not only does the the
initiative—initiative state pairing provide a positive and significant diffusion coefficient, but
pone of the other three pairings produce significant findings, indicating the lack of other
patterns of diffusion. Secondly, there is no evidence of any diffusion in the capital punishment
adoptions, which the model predicts would happen in circumstances where there is little or
no uncertainty about voters’ preferences. There is considerable reason to believe that this is
an accurate characterization of capital punishment adoptions.

These findings suggest that the general diffusion effect found in Berry and Berry’s (1990)
analysis of lottery adoptions may be a function of initiative state diffusion effects entangled
with the other possible state pairings. They only include one variable to measure the number
of previous neighbors™ adoptions independent of cither state’s institutional makeup. This is
not to suggest that other types of diffusion do not occur, but the findings here indicate
that the initiative process plays a unique role that may be detectable in their data as well,
especially if casino gaming adoptions are similar enough to lottery adoptions.?!

The findings here also have import for the initiative process in general. In both policy
areas, there is either a statistically weak or non-existent relationship between idcology or
religion and the probability of adoption in all the states. In initiative states, though, the
effect is significantly different from this baseline and in the direction that is expected: more
conservative states are more likely to adopt capital punishment and less likely to adopt
casino gaming. Other studies have reached similar conclusions about the overall effect of

voter ideology as well as those that have also examined the effect of the initiative.

21 : . : : . . . ' y i
Rerunning the casino gaming regression with only the single lagged neighbors’ adoptions variable pro-
duces a significant and positive coefficient in the casino gaming data.
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Figure 4.1: State Casino Gaming and Capital Punishment Adoptions
Source: see Appendix B.
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Table 4.1: Event History Analysis of State Capital Punishment Adoptions

Coeflicient First Difference
Initiative 0.038 0.003
(0.436) (0.030)
Initiative*Religion 0.056** 0.004*
(0.022) (0.002)
Population -0.966 -0.064
(0.651) (0.050)
Dem Leg, Rep Gov -0.411 -0.022
(0.356) (0.017)
Rep Leg, Rep Gov -0.063 -0.004
(0.335) (0.020)
Dem Leg, Dem Gov 0.186 0.014
(0.401) (0.036)
Split Leg, Dem Gov -0.400 -0.019
(0.680) (0.022)
Split Leg, Rep Gov 0.084 0.006
(0.392) (0.030)
Real Per Capita Income -3.134* -0.209*
(1.413) (0.064)
Religion -2.526* -0.168*
(1.419) (0.103)
Neighbors 1 (Init-Init) 0.211 0.014
(0.153) (0.011)
Neighbors 2 (Init-No Init) -0.132 -0.009
(0.299) (0.021)
Neighbors 3 (No Init-Init) 0.028 0.002
(0.108) (0.007)
Neighbors 4 (No Init-No Init) 0.137 0.009
(0.120) (0.008)
Lagged Murder Rate 3.102% 0.207*
(0.866) (0.090)
constant -1.743** m—
(0.379) —
N 388
Log likelihood -84.03
LR x?2 57.71**
Pseudo R? 0.26

" Significant at 90% level.
** Significant at 95% level.
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Table 4.2: Event History Analysis of State Gaming Adoptions

Coefficient  First Difference
Initiative 1.484** 0.090**
(0.604) (0.059)
Initiative*Ideology 0.085** 0.003**
(0.038) (0.001)
Population -1.358" -0.041*
(0.757) (0.023)
Dem Leg, Rep Gov 0.047 0.001
(0.320) (0.010)
Rep Leg, Rep Gov -0.072 -0.002
(0.397) (0.011)
Dem Leg, Dem Gov 0.325 0.013
(0.367) (0.019)
Split Leg, Dem Gov -0.166 -0.004
(0.483) (0.010)
Split Leg, Rep Gov 0.063 0.002
(0.333) (0.011)
Lagged State Debt -0.110 -0.003
(0.758) (0.023)
Lagged State Deficit 0.838** 0.025**
(0.403) (0.012)
Real Per Capita Income 5.021** 0.152**
(1.439) (0.047)
Ideology -0.055* -0.002*
(0.030) (0.001)
Neighbors 1 (Init-Init) 0.364** 0.011*
(0.180) (0.006)
Neighbors 2 (Init-No Init) 0.326 0.010
(0.307) (0.010)
Neighbors 3 (No Init-Init) 0.139 0.004
(0.199) (0.006)
Neighbors 4 (No Init-No Init) 0.129 0.004
(0.272) (0.008)
constant -5.870** e
(1.188) —
N 821
Log likelihood -82.50
LR x? 37.66**
Pseudo R? 0.19

*Significant at 90% level.
** Significant at 95% level.



Table 4.3: Predicted Effect of the Initiative on the Probability of Capital Punishment Adop-

tions

No Initiative  Initiative with Number of Neighbors:

Religion 0 1 2 8 4
0 0.027 0.041 0.062 0.095 0.139 0.195
- (0.04) (0.05) (0.09) (0.13) (0.18)
) 0.018 0.0564 0.081 0.122 0.175 0.238
s (0.05) (0.07) (0.11) (0.15) (0.2)
10 0.012 0.068 0.099 0.143 0.199 0.265
(0.06) (0.08) (0.11) (0.15) (0.2)
15 0.008 0.087 0.122 0.170 0.228 0.294
(0.08) (0.11) (0.14) (0.18) (0.22)
20 0.005 0.110 0.149 0.199 0.259 0.324
- (0.11) (0.13) (0.17) (0.2) (0.24)
25 0.003 0.139 0.182 0.236 0.297 0.362
= (0.14) (0.16) (0.19) (0.23) (0.26)
30 0.002 0.163 0.212 0.270 0.334 0.399
= (0.16) (0.18) (0.21) (0.25) (0.27)
35 0.001 0.196 0.241 0.294 0.352 0.411
= (0.20) (0.22) (0.24) (0.27) (0.29)
40 0.001 0.248 0.296 0.350 0.406 0.463
s (0.24) (0.26) (0.28) (0.30) (0.31)
45 0.000 0.305 0.355 0.408 0.463 0.517
- (0.27) (0.29) (0.3) (0.31) (0.32)
o) 0.000 0.332  0.382 0.434 0486 0.535
— (0.30) (0.31) (0.32) (0.33) (0.34)
95 0.000 0.325 0.370 0.416 0462 0.507
= (0.30) (0.32) (0.33) (0.34) (0.34)
60 0.000 0.380 0432 0.484 0.5332 0.577
— (0.31) (0.33) (0.34) (0.35) (0.35)
6 0.000 0.406 0.453 0.498 0.542 0.584
— (0.34) (0.35) (0.36) (0.36) (0.36)
70 0.000 0.444 0489 0.535 0.579 0.619
| - (0.36) (0.36) (0.36) (0.36) (0.36)

Standard errors in parentheses. Generated using coefficients from Table 4.1 sampled 500 times to

generate average probability and standard crror.
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Table 4.4 Predicted Effect of the Initiative on the Probability of Casino Gaming Adoptions

No Initiative  Initiative with Number of Neighbors:

Ideology 0 1 2 3 4

-30 0.052 0.052  0.083 0.129 0.190 0.262
e (0.12) (0.16) (0.21) (0.25) (0.30)

-25 0.029 0.055 0.086 0.131 0.193  0.267

(0.12) (0.16) (0.20) (0.25) (0.30)
(

-20 0.015 ).039 0.069 0.117  0.186  0.268
= (0.08) (0.11) (0.16) (0.22) (0.27)
-15 0.007 0.041 0.074 0.126  0.200 0.290
s (0.07) (0.11) (0.16) (0.22) (0.27)
-10 0.003 0.048 0.080 0.153 0.241 0.342
: (0.07) (0.11) (0.16) (0.22) (0.28)
-5 0.001 0.051  0.096 0.166 0.260 0.365

- (0.06) (0.10) (0.15) (0.22) (0.27)
0 0.001 0.058 0.106 0.181 0.280 0.389
(0.07) (0.10) (0.15) (0.21) (0.26) |

Standard errors in parentheses. Generated using coefficients from Table 4.2 sampled 300 times to
1
generate average probability and standard error.
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Table 4.5: Event History Analysis of State Gaming Adoptions: Economic Growth

Coefficient
Initiative 1.461**
(0.605)
Initiative*Ideology 0.084**
(0.038)
Population -1.348*
(0.756)
Dem Leg, Rep Gov 0.047
(0.321)
Rep Leg, Rep Gov -0.054
(0.397)
Dem Leg, Dem Gov 0.324
(0.367)
Split Leg, Dem Gov -0.185
(0.491)
Split Leg, Rep Gov 0.069
(0.334)
Lagged State Debt -0.177
(0.773)
Lagged State Deficit 0.856"*
(0.405)
Real Per Capita Income 4.926"*
(1.455)
Lagged GSP growth 0.899
(1.397)
Ideology -0.053*
(0.03)
Neighbors 1 (Init-Init) 0.366**
(0.18)
Neighbors 2 (Init-No Init) 0.329
(0.308)
Neighbors 3 (No Init-Init) 0.143
(0.199)
Neighbors 4 (No Init-No Init) 0.143
(0.274)
constant -5.786**
(1.198)
N 821
Log likelihood -82.32
LR x2 38.03**
Pseudo R? 0.19

* Significant at 90% level.
** Significant at 95% level.



68

Table 4.6: Event History Analysis of State Gaming Adoptions: Threat of Indian Gaming

Coefficient  First Difference
Initiative 1.362** 0.078**
(0.603) (0.055)
Initiative*Ideology 0.080** 0.002**
(0.038) (0.001)
Population -1.546* -0.048*
(0.907) (0.028)
Divided Government 0.092 0.003
(0.227) (0.007)
Lagged State Debt -0.412 -0.013
(0.723) (0.022)
Lagged State Deficit 0.860"* 0.026**
(0.401) (0.012)
Real Per Capita Income 4.708** 0.145*
(1.381) (0.045)
Lagged Growth Rate 0.817 0.025
(1.374) (0.043)
Ideology -0.050% -0.002~
(0.030) (0.001)
Indian Tribes 0.005 0.000
(0.009) (0.000)
Neighbors 1 (Init-Init) 0.359** 0.011*
(0.177) (0.006)
Neighbors 2 (Init-No Init) 0.339 0.010
(0.312) (0.010)
Neighbors 3 (No Init-Init) 0.163 0.005
(0.190) (0.006)
Neighbors 4 (No Init-No Init) 0.172 0.005
(0.268) (0.008)
constant -2.539* —
(1.131) =~
N 821
Log likelihood -82.23
LR x? 38.19**
Pseudo R? 0.19

* Significant at 90% level.
™ Significant at 95% level.
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Table 4.7: Event History Analysis of State Capital Punishment Adoptions: Cubic Spline

Coeflicient  First Difference
Initiative 0.261 0.000
(0.496) (0.006)
Initiative*Religion 0.039 0.000*
(0.023) (0.001)
Religion -0.562 -0.001
(1.638) (0.01)
Population -1.5447* -0.0027"
(0.737) (0.027)
Dem Leg, Rep Gov -0.274 0.000
(0.394) (0.004)
Rep Leg, Rep Gov -0.014 0.000
(0.363) (6.001)
Dem Leg, Dem Gov 0.271 0.001
(0.443) (0.007)
Split Leg, Dem Gov -0.162 0.000
(0.724) (0.002)
Split Leg, Rep Gov 0.125 0.000
(0.422) (0.003)
State Debt -0.324 0.000
(0.436) (0.006)
State Deficit 2.898 0.004
(2.549) (0.050)
Real Per Capita Income 21.519* 0.031**
(9.846) (0.372)
Necighbors 1 (Init-Init) 0.105 0.000
(0.181) (0.002)
Neighbors 2 (Init-No Init) -0.084 0.000
(0.349) (0.002)
Neighbors 3 (No Init-Init) -0.031 0.000
(0.139) (0.001)
Neighbors 4 (No Init-No Init) 0.064 0.000
(0.164) (0.001)
Lagged Murder Rate 2.958*" 0.004*
(0.945) (0.052)
Spline 1 (Linear) 0.012 0.000
(0.020) (0.000)
Spline 2 (Squared) 0.000 0.000
(0.040) (0.000)
Spline 3 (Cubed) 0.007 0.000
(0.055) (0.000)
coustant -3.876"" —
(0.981) e
N 388
Log likelihood -79.21
LR x? 67.35""
Pscudo R 0.30

" Significant at 90% level.
* . 570 -
" Significant at 95% level.



Table 4.8: Event History Analysis of State Gaming Adoptions: Cubic Spline

Probit Logit
Initiative 1.241 2.753*
(0.803)  (1.670)
Initiative*Ideology 0.049 0.099
(0.051)  (0.105)
Population -0.063 -0.754
(1.049)  (2.147)
Dem Leg, Rep Gov -0.454 -0.991
(0.449)  (0.912)
Rep Leg, Rep Gov 0.128 0.403
(0.529)  (0.995)
Dem Leg, Dem Gov 0.685 1.622*
(0.483)  (0.949)
Split Leg, Dem Gov 0.213 0.500
(0.617)  (1.223)
Split Leg, Rep Gov -0.305 -0.785
(0.413)  (0.843)
Lagged State Debt 0.000 -0.798
(1.069)  (2.227)
Lagged State Deficit 1.803**  3.546**
(0.665)  (1.411)
Real Per Capita Income 0.028 1.417
(2.335)  (4.701)
Ideology -0.007 -0.019
(0.042)  (0.093)
Neighbors 1 (Init-Init) 0.415* 0.776*
(0.237)  (0.438)
Neighbors 2 (Init-No Init) -0.15<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>