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ABSTRACT

This thesis presents developments in quantum information technologies and their
applications to both quantum networks and fundamental physics. It is organized
into three parts. Part I focuses on the design and implementation of state-of-
the-art sources and detectors for quantum networks. Key contributions include
the development of photon-number-resolving superconducting nanowire detectors
and their application to heralded single-photon generation and photon-number dis-
crimination; a high-rate multiplexed entangled photon-pair source for quantum key
distribution; and on-chip balanced homodyne detectors for the detection of squeezed
light. I describe how phased arrays can facilitate wireless quantum communications
by introducing the concept of “quantum phased arrays” and present the first large-
scale optoelectronic phased array receiver on a chip capable of interfacing with
nonclassical light, with first demonstrations of coherent imaging and beamforming
of squeezed states of light. Part II details the construction of quantum network
testbeds at Caltech and Fermilab, designed to realize scalable architectures for the
quantum internet. These systems demonstrate high-fidelity quantum teleportation
over 45 km of optical fiber and entanglement swapping with time-bin qubits. The
experiments are supported by the development of theoretical models that guide
system optimization. I also present demonstrations of entanglement distribution at
Caltech and remote sites at Fermi and Argonne National Labs with picosecond-level
clock synchronization, representing milestones toward the deployment of quantum
networking infrastructure across national laboratories. Part III investigates how
quantum networks can be used to probe fundamental questions in physics. I report
the first experimental generation of GHZ states with time-bin qubits, towards the
deployment of multipartite entanglement distribution in real-word networks for tests
of quantum mechanics and distributed sensing. Finally, I present the first experi-
mental realization of a traversable wormhole teleportation protocol implemented on
a quantum processor, a step in the program of quantum gravity in the lab. I conclude

with an outlook and discuss future directions of this work.
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37

3.1

Experimental setup. AWG - Tektronix AWG7002A, BS - Thorlabs

1550nm fiber optic 50:50 beamsplitter, CWDM - ES one-channel

coarse wave division multiplexing/optical add/drop multiplexer, EDFA

- Pritel erbium-doped fiber amplifer, Laser - General Photonics TLS-

101, PPLN - Covesion ruggedized waveguide, SHG - Pritel optical

fiber amplifier/second harmonic generator. The nset shows the esti-

mated joint spectral intensity (JSI) for the experiment including the

detector and CWDMresponse. | . . . . . .. ... ... ..
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3.2 Probability distribution of the arrival times of detection events by the
PNR SNSPD for 1 ~ 8 x 107> (blue), u ~ 3 (orange), u ~ 9 (green),

u = 11 (red), and u = 16 (purple). The dashed lines define the time

The total number of events 1n the single- and multi-photon bins are

used when operating the SNSPD as a threshold detector, while the

I
I
I
| bins corresponding to single- (right) and multi-photon (left) events.
I
I
I

number of events in the single-photon bin are used when operating

3.3 Custom-made Graphical User Interface (GUI) allows time-resolved

detection of photons and real-time filtering of multi-photon events.

The 1dler mode depicts a bimodal distribution of time tags relative to

the clock for an acquisition time of 1 s. The left bin corresponds to

the multi-photon events and the right bin corresponds to the single-

photonevents.| . . . .. ... .. ... L L 51

3.4 Measured and theoretically calculated joint spectral information used

to characterize the photon pair source. a) Phase-matching envelope,

I

I

I

I

I

I

I

I

| b) pump spectral envelope, ¢) detector response, d) measured (circles)
| and calculated (contour) JSI, e) filter response of CWDM, and f) JSI
| for the main experiment, also shownm Fig. 3.1, | . . . .. ... ... 53
I

I

I

I

I

|

I

I

I

I

3.5 Eigenvalue spectrum ), A, = 1 obtained from a Schmidt decompo-

sition of the JSI used 1n the main experiment. | . . . . . . .. .. .. 54

3.6 Sensitivity of the Schmidt eigenvalue decomposition of the JSI for

the main experiment 1s probed by varying key parameters of Eq.[3.2]

Central values and variations for each relevant parameter are as fol-
lows: 0, = 60+ 10 GHz, ocwpm = 13+ 1 nm, I' = 400 + 400 mm™!

and o; = 53 £ 5 nm, with maximum and minimum variations shown.

These variations are beyond typical experimental uncertainties and

are taken as a worst-case scenario. The variation of each eigenvalue

1s normalized to the size of the first eigenvalue Ag. | . . . . . . . . .. 55




3.7 Ratios of single and two-tfold coincidence detection rates for the signal

and 1dler paths for varied gain of the amplifier in SHG module. The

signal 1, signal 2, and 1dler path efficiencies, are estimated as shown

lines, which corresponds to u < 1. Idler efficiencies are measured

in configurations with the PNR and threshold detector. The mean

|
|
|
in the 1nsets using the data on the left (and below) of the red dashed |
|
|
|

and standard deviation of the fitted efficiencies are indicated by green

lines, with numerical valuesintheinsets. |. . . . . . . ... ... .. 56

3.8 Schematic of the setup used for theoretical modeling. The PNR detec-

tor 1s modeled as a 2/N-port beamsplitter in a binary tree architecture

representation of that shown 1n Fig.[3.1] The efficiencies, including

|
|
|
figure for simplicity. The SPDC source and paths depict a simplified |
|
|

all coupling and detection loss, of the signal 1, signal 2, and 1dler

paths, are r,, 15,, and n;, respectively. | . ..o o o000 61

3.9 Measured correlation function g”(0) as a function of mean photon-

pair number u. The experimental data using threshold (orange)

circular markers whereas the respective fitted models are shown by

I
I
I
I
I
I
I
I
I
I
| with threshold detectors at the outputs. Only & ports are shown 1n the
I
I
I
I
I
I
I
I
|

|
|
and PNR (blue) 1dler detector configurations are represented by the |
|

dashed lines. Uncertainties of g*(0), referred to as T 2(0)» are derived

[ from the statistical uncertainties of the coincidence detection events |

| whereas the uncertainties of y, that 1s, o7, are extracted from the fit |

| to the model. The inset depicts the region where the largest reduction |

in g°(0) is measured. The pull between the measured g”(0) and the
1/2

model, computed as [0'§2 0 |98 (())|2 o 3]'/% and plotted in units

of standard deviations, 1s shown at the bottom of the canvas.| . . . . . 71

3.10 Idler detection probabilities (top left), signal 1 and signal 2 detection

probabilities (top right), signal detector two-fold coincidence prob-

(bottom left), two-fold signal and idler in PNR configuration two-

|
|
abilities and signal detectors with 1dler 1n threshold configuration |
|
|

fold coincidence probabilities. The prediction from the theoretical

model 1s shown for the best fit parameters in Tab.[3.1L | . . . . . . .. 73
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3.11

Correlation function g”(0) as a function of mean photon number

u < 1 for our experiment and improved heralded single-photon

sources. The experimental data (large dots) are represented with their

uncertainties. The models for the threshold configuration (orange

curve) and PNR configuration (blue curve) of our detector are com-

pared with the green and red curves, which correspond to model pre-

dictions using improved sources, as discussed 1n the main text, with

key parameters (tree depth k, path efficiencies n = n,, = n,, = 17;)

shown in the inset. The grey dashed line corresponds to a g*(0)

measured m Ref. [28]. . . . . . . .. . ... o L

74

Setup for theoretical modeling. a) An n-photon number state, |n), is

njected 1nto the first input port of a 2N-port beamsplitter, described

by the unitary operator Uy. The n photons are distributed across a

set of N detectors, where c; 1s the splitting amplitude for the kth

output port and II¥) is the conditional probability matrix of the kth

detector. b) Conceptual illustration of POVM construction from an

array of detectors with different photon number resolving capabilities.

" is the conditional probability matrix for the nth detector I is

the conditional probability matrix for the overall array of multiplexed

4.2 Array detector configurations for experimental detector tomography.

a) Illustration of PEACOQ detector with the experimental Gaussian

spatial mode of 1550 nm light coupled to 32 parallel nanowires.

b) Illustration of splitting configuration for the spatially multiplexed

array of Ssx PNRSNSPDs.| . . . . . . ..o o000 o000

89

Experimental setup for tomography of the PEACOQ detector (pic-

tured). | . ... e




XX

7!

Heatmaps of a) reconstructed and b) theoretical II matrices for the

PEACOQ detector. The c) reconstructed and d) theoretical matrix

elements Il,, , are plotted as a function of the measurement outcome

m = 0,---,32 forn = 0,---,50. Each curve corresponds to a

column of I1. (e) Measured count probabilities p,, (m) as a function of

the mean photon number y, for the first seven measurement outcomes

m = 0 to 7. Reconstructed (f) and modeled (g) count probabilities

as function of u, calculated from the corresponding Il matrices. In

(e)-(g), the detection efficiency 1s absorbed into the mean photon

numbers. |. . . . . . e e e

4.5

Experimental setup for detector tomography of spatially multiplexed

PNR SNSPDs with uniform splitting distribution.| . . . . . . . . . ..

4.6

Histogram of time-tags accumulated over 10s for a mean photon

[ numberof = 7/ relative to the clock for the detector in channel 6. The |

windows for labeling time-tags with photon number are shown.|

4.7

Heatmaps of reconstructed and theoretical II matrices for the spa-

tially multiplexed PNR SNSPDs configuration. (a)-(f) Heatmaps of

reconstructed Il matrices for the Ch 1-6 detectors. Heatmaps of (g)

reconstructed and (h) model Il matrices for the multiplexed array of

Ch 1-6 detectors. Matrix elements for (1) reconstructed and (j) model

IT matrices for the multiplexed array of Ch 1-6 detectors, where the

curves (n = 0 - --20) correspond to each column of IlI. (k) Measured

count probabilities p,,(m) as a function of the mean photon number

u, for the first seven measurement outcomes m = 0 to /. Recon-

structed (I) and modeled (m) count probabilities as function of u,

calculated from the corresponding Il matrices. |. . . . . . ... ...

4.8

Setup for the iterative construction of the POVM elements for an

array of N detectors. |. . . . . . . . .. ...

99

4.9

Computational complexity as a function of conditional probability

matrix (II) size. a) Number of terms to calculate and b) estimated

number of FLOP counts for the general model (Eq. |4.3)), the multino-

mial solution for the click detection model (Eqg. 4.5)), the closed-form

solution for the click detection model (Eq. 4.8)), and the generalized

1terative construction for computing a conditional probability matrix




[ 4.10 Count fidelities for a) the PEACOQ detector and b) the array of six |

5.1 Experimental setup. a) Pulses from a 1539.47 nm mode locked laser

(Pritel UOC) are split into two by an 80-ps delay-line interferom-

eter before up-conversion and amplification in a second harmonic

generation + erbium doped fiber amplifier (SHG + EDFA) module
(Pritel). A short PM fiber from the SHG module connects to a

nonlinear crystal generating photon pairs by spontaneous parametric

g (CWDM) module separates the photon pair spectrum into eight

13 nm-wide bands around 1530 and 1550 nm, for the signal and

1dler photon, respectively. The signal and 1dler are directed to the

Bob and Alice stations, respectively. The readout interferometers

I
I
I
I
I
I
| down-conversion (SPDC). The coarse wavelength division multiplex-
I
I
I
I
I

itroduce the same time delay as the source interferometer. Polar-

[ 1zation controllers are used to maximize the coincidence rates. 100 |

GHz spacing dense wavelength division multiplexer (DWDM) mod-

ules are used to direct each frequency channel into a distinct fiber.

‘Two superconducting nanowire single photon detectors (SNSPDs)

are used to measure a specific frequency multiplexed channel pair.

1n the experiment. Pairs of channels highlighted with the same color

obey the phase and pump-energy matching condition for SPDC. To
assess the full 16 channels (27-42) of Alice’s DWDM multiplexer,
Bob’s 8-channel DWDM 1s replaced with a narrowband filter with
tunable resonance frequency (not shown in figure)| . . . . . . . . .. 106

|
|
|
|
Measurements for different multiplexed channels are performed in |
|
|
|
|
|

I
I
I
I
I
| succession to resolve full system performance. b) I'TU channels used
I
I
I
I
I
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5.2

Entanglement visibility characterization. a) Histogram of photon

arrival events with respect to the 4.09 GHz clock. Dashed black

and grey lines show the response functions for coincidence events.

Events within 10 ps guard regions centered at 80 and 160 ps (shaded

red) are discarded for analysis of coincidences between individual

bins. This 1s done to maximize visibility in the presence of some

minor overlap of the pulses. The coincidence histograms include

pairings from any combination of early, middle, and late time bins.

Therefore, the height of the center peak 1n the phase-min state 1s not

near zero, as non-phase-varying terms contribute. b) Coincidence

rate terference fringes for the center time bin in 1solation. Based

on the good agreement between the fringe data and a cosine fit, we

make subsequent tomographic measurements assuming that phase 1s

linear with the electrical power applied to the interferometer phase

shifter] . . . . . . . . .

3.3

Entanglement visibility versus mean pair rate per pulse (¢) and SHG

pump power. Error bars are calculated by taking multiple measure-

ments of the center bin coincidence rate over some integration time.

These measurements span small ranges of interferometer phase, as

the extremum-finding algorithm jitters the interterometer voltage. Vi

(grey data, red line) 1s a construction that models how visibility would

be affected 1f accidental coincidences from mutually incompatible

spectral modes could be mitigated 1n future systems.| . . . . . . ..

5.4

Model for Michelson interferometers employed 1n the experiment.

The interferometer contains a beamsplitter with transmittance ¢ and

two mirrors with efficitenciesaeand 8. . . . . . . .. ... ... L.

3.5

Setup for theoretical model of entanglement visibility experiment.| .

112
. 114

5.6

Entanglement visibility as function of ug /u; for fixed kg /k4 = 1 and

€ = €g = 90/10 (red), 75/25 (blue), 50/50 (green), 25/75 (purple).|. 117

5.7

Setup for phase space modeling of entanglement visibility experiment.|117

5.8

Entanglement visibility as a function of mean photon number for a)

wup/pr > landb) up/up < 1withta=15=1/V2| . . ... ...




6.1

Quantum phased arrays. a) Conceptual 1llustration of a wirelessly-

interfaced quantum integrated circuit. b) Conceptual 1llustration of a

wireless quantum link with phased arrays. A phased array transmitter

transmits a quantum state |\V) to a phased array receiver over free

space. ¢) Conceptual illustration of beamforming on squeezed light

with an eight-element phased array receiver. An input field (di,(f))

1n a squeezed state 1s transmitted to a phased array receiver over free

space. The field incident to the aperture (di,(p0)) 1s spread out over

the aperture with a uniform phasefront, resulting in high geometric

loss per pixel mode. After applying a phase (¢;) and amplitude

weight (g;) to each pixel mode (dg;), the pixel modes are combined

to recover the original squeezed state. Squeezed states are represented

by their Wigner functions in phase space, where Q) and P represent

the field quadratures (see inset). |. . . . . . . .. ... ... ... ..

6.2

Photonic-electronic system. a) Diagram of the photonic integrated

circuit (PIC) 1illustrating the key building blocks, including 1) the

metamaterial antenna (MMA) and 11) the quantum(-limited) coherent

recerver (QRX). An array of 32 MMAs couple non-classical light

from free space to on-chip waveguides, followed by an array of 32

QRXs that measure the light via homodyne detection. An array of

32 thermo-optic phase shifters (TOPS) applies a phase shift to the

local oscillator at each QRX. b) Image of our PIC packaged with co-

designed electronics, demonstrating the compact form factor of the

system. The PIC 1s wirebonded to an interposer, which 1s plugged into

aradio-frequency motherboard that hosts a 32-channel TTA array and

the CMRR auto-correction circuit. ¢) Die photo of the PIC showing

afootprmtof SmmXx I.dmm.. . .. ... ... ... ........

130



6.3

System characterization. a) Simulated far-field radiation pattern of

the antenna. 'The radiation pattern has no grating lobes, namely

scattering to higher diffraction orders, showing that the MMA 1s sub-

wavelength engineered for diffraction-limited performance. b) Noise

powers of a single-channel QR X 1n the 32-channel system integrated

over 1ts 3-dB bandwidth for different LO powers, characterizing the

shot noise clearance and LO power knee. A linear regression fit 1s

applied to the data above the LO power knee to obtain a near-unity

gradient of 1.004+0.006, showing that the QR X noise floor 1s limited

by the signal shot noise. c) Output noise spectra of a single QRX

for different LO powers ranging from 0 to 13.4 mW, characterizing

the shot-noise-limited bandwidth. d) Squeezed light detection with

a single QRX using a high-speed TIA, showing squeezing and anti-

squeezing measured up to 5 GHz with a shot-noise-limited bandwidth

of 3.70 GHz. e) Shot noise clearance distribution across all channels

measured with 1.54 mW LO power at each channel| . . . . . . . ..

6.4

Squeezed light imaging. a) Experimental setup for the squeezed light

measurements. Squeezed light 1s generated off-chip and transmitted

over free space to the chip (blue, Photonics), which 1s interfaced with

electronics (orange, Electronics) for processing. b) Illustration of

squeezed light transmitted to the chip, showing the Wigner function

of the generated squeezed vacuum state as a function of the quadra-

ture observables (0, P) and the experimental squeezing parameter

(r = 1.95). c) Sample means and variances of the channel output

voltages as a function of time. For each channel, the sample vari-

ances are normalized to the mean variance. d) Wigner functions of

the 32 pixel modes characterized simultaneously as a function of the

squeezing parameter (r = 1.95), phase, and geometric efficiency for

each channel. The dark and light blue contours correspond to the

half-maximum points of the squeezed vacuum and vacuum states,

respectively. | . . . . .. Lo




6.5 Reconfigurable free-space links. a) Conceptual 1llustration of beam-

forming on squeezed light with the chip, where a;, represents the

input field and Q. is the quadrature proportional to the combined

output signal at RF. b) Squeezing and antisqueezing levels as a func-

level after the chip 1s beamformed toward the squeezed light trans-

mitter. ¢) Squeezed light source characterization showing squeezing

and antisqueezing levels as a function of source pump power for 32

combined channels. d) Demonstration of reconfigurable free-space

links, 1llustrating the lack of squeezed light signal when the receiver 1s

beamformed toward empty space (blue) and the reception of the sig-

nal when the receiver 1s beamformed toward the transmitter (orange).

The grey trace 1s the vacuum signal. e) Squeezing and antisqueezing

levels characterizing the beamwidth of the link for 8 and 32 com-

bined channels. ) Squeezing and antisqueezing levels characterizing

In b), ¢), e), and 1), the orange and blue solid lines are fits of the

corresponding measurement. | . . . . . ... Lo

7.1

Depiction of the regional quantum network architecture. Users inter-

face with the network through a web-based portal linked to quantum

software that orchestrates interactions across multiple layers. The

service layer translates user-requested services into the necessary

protocol-level controls. The control and management layer over-

sees key operational functions such as optical path routing for user

connectivity, quantum channel calibration, clock synchronization,

and channel syndrome measurement. The physical layer comprises

multiple quantum nodes (Q-Nodes) interconnected through a central

node, enabling end-to-end quantum communication. |. . . . . . . . .
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1.2

Detailed depiction of the physical layer of a regional quantum net-

work. Quantum nodes (Q-Nodes) comprise key components of

quantum networks, including the Entangled Photon Source (EPS),

Single-Photon Detector (SPD), Channel Stabilizer (CH), Bell-State

Measurement (BSM) module, Quantum Memory (QM), and a Clas-

sical Computer (CC). These nodes are interconnected via optical fiber

and free-space links. Yellow fibers represent dark fibers dedicated

solely to quantum communication, while cyan fibers denote optical

fibers where quantum and classical communication coexist. Free-

space communication links connect Q-Nodes to quantum satellites

for long-distance quantum communication and to drones for short-

range, line-of-sight quantum communication.| . . . . . . . ... ...

159

1.3

Quantum teleportation with time-bin qubits. Alice wants to send a

time-bin qubit ([ 4) = a|E) + B[L)) to Bob. A Bell state mea-

surement (BSM) 1s performed on her qubit and one member of a

Bell pair produced by an entangled photon pair source (EPS). The

other member of the Bell pair 1s sent to Bob. The outcome of the

BSM 1s classically communicated (e.g., in a bit string) to Bob, who

applies a unitary transformation (U) to his qubit conditioned on the

BSM measurement outcome. As a result, Alice’s original qubit 1s

“teleported” to Bob’s qubit, (| ) = a |E) + B |L)), without direct

physical transmissiontoBob. | . . . . . ..o

1.4

Entanglement swapping, 1.e., “‘teleportation of entanglement,” with

time-bin qubits. Alice and Bob want to share a pair of entangled

qubits. Alice and Bob each locally prepare a Bell pair using entangled

photon pair source (EPS) A and B, respectively. One member of each

pair 1s sent to a Bell state measurement (BSM) node. The outcome

of the BSM 1s classically communicated to Alice and Bob. Alice

and Bob each apply a unitary (U4 and Up, respectively) to their

remaining qubit conditioned on the BSM outcome. As a result, the

entanglement 1s “swapped” between the original Bell pairs, such that

the remaining qubits at Alice and Bob are entangled.| . . . . . . . ..

163



Schematic diagram of the quantum teleportation system consisting

of Alice, Bob, Charlie, and the data acquisition (DAQ) subsystems.

See the main text for descriptions of each subsystem. One cryostat 1s

used to house all SNSPDs, 1t 1s drawn as two for ease of explanation.

Detection signals generated by each of the SNSPDs are labelled 1-4

and collected at the TDC, with 3 and 4 being time-multiplexed. All

individual components are labeled 1n the legend, with single-mode

optical fibers (electronic cables) in grey (green), and with uni- and

bi-chromatic (1.e., unfiltered) optical pulses indicated. | . . . . . . .

Entanglement visibility. The temperature of the interferometer 1s

varied to reveal the expected sinusoidal variations 1n the rate of co-

incidence events. A fit reveals the entanglement visibility V,,, =

96.4 + 0.3%, see main text for details. Uncertainties here and 1n all

measurements are calculated assuming Poisson statistics. | . . . . .

Hong-Ou-Mandel (HOM) interference. A relative difference in ar-

rival time 1s introduced between photons from Alice and Bob at

Charlie’s BS. HOM 1nterference produces a reduction of the three-

fold coincidence detection rate of photons as measured with SNSPDs

after Charlie’s BS and at Bob. A fit reveals a) Vyou = 70.9 = 1.9%

and b) Vyoyu = 63.4 + 5.9% when lengths of fiber are added, see

8.4

Quantum teleportation of [+). Teleportation is performed b) with

and a) without an additional 44 km of single-mode fiber inserted

into the system. The temperature of the inteferometer 1s varied to

yield a sinusoidal variation of the three-fold coincidence rate at each

output of the MZI (blue and red points). A fit of the visibilities (see

Sec. [8.3) measured at each output (V, 1, Vi2) of the MZI gives an

average visibility V, = (V4 1 +V,7)/2 of a) 69.7 + 0.91% without the

additional fiber and b) 58.6 + 5.7% with the additional fiber. |

. 179
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8.5 Quantum teleportation fidelities for |e) 4, |/) 4, and |+) 4, including

the average fidelity. The dashed line represents the classical bound.

Fidelities using quantum state tomography (QST) are shown using

blue bars while the mimimum fidelities for qubits prepared using

Fjvg, respectively, using a decoy state method (DSM) is shown in

grey. Panels a) and b) depicts the results without and with additional

I |
I |
I |
I |
| ln=1), Fed, Fld, and Ff, including the associated average fidelity |
| |
I |
I |

fiber, respectively. Uncertainties are calculated using Monte-Carlo

8.6 Schematic depiction of distingushability between Alice and Bob’s

photons at Charlie’s BS. Distinguishability 1s modeled by means of

a virtual beam splitter with a transmittance . Indistinguishable

guishable photons are mixed with vacuum, leading to a reduction of

HOM visibility and teleportation fidelity. See main text for further
details . . . . . . 182

8.7 Evaluation of photon indistinguishability using an analytical model.

I |
I |
I |
| photons contribute to interference at the Charlie’s BS while distin- |
I |
I |
I

Panel a) depicts the quantum teleportation fidelity of |+) while panel

b) shows the HOM interference visibility, each with varied mean

data reveal ¢ = 90% indistinguishability between Alice and Bob’s

photons at Charlie’s BS. Bob produces up photon pairs on average,

|
|
|
photon number u4 of Alice’s qubits. Fits of analytical models the |
|
|
|

n; and n, are the probabilities for an individual 1dler (signal) photon

to arrive at Charlie’s BS and be detected at Bob’s detector, respectively.|]184

8.8 Elements of the density matrices of teleported |e), |/), and |+) states |
a) with and b) without the additional 44 km of fiber 1n the system. The |

black points are generated by our teleportation system and the blue |

bars with red dashed lines are the values assuming 1deal teleportation.| 191
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Model schematic for HOM interference within the context of a quan-

tum teleportation experiment. The qubit to be teleported 1s encoded

into weak coherent state |@) whereas the entangled state is encoded

nto the signal and 1dler modes of a two-mode squeezed vacuum state

ITMSV). Transmission efficiencies of the signal and idler modes are

denoted by n, and 7;, respectively. HOM 1nterference 1s measured by

correlating detection events at D and D, after a 50:50 beamsplitter

(gray line), optionally conditioned upon detection of the signal mode

at D3. Distinguishability 1s modeled using virtual beamsplitters of

transmittance < 1. The d, b and ¢ operators refer to modes that

originate from the virtual beam splitters and are used in the deriva-

tion shown 1n Appendix [E.1l Blue dashed outline 1s discussed in the

captionof Fig. [9.2L | . . . ... oo

Model schematic of quantum teleportation. Each time bin, |e) and

|[), 1s treated as a distinct spatial mode. As in HOM interference, the

qubit to be teleported is encoded into @) whereas the entangled state

1s encoded into [TMSV), with relevant transmission efficiencies 7,

and n;. Distinguishability of photons at the BSM 1s modeled using

virtual beamsplitters. The indistinguishability parameter { outlined

by the blue dashed lines corresponds to the elements enclosed by the

blue dashed lines in Fig. [9.1 Projection on [¥™) is indicated by

coincidence detection events at D1 and D4 or D, and D3. Projection

of the teleported qubit onto the X-basis 1s modeled by a phase shift

¢, coherent mixing by a 50:50 beamsplitter (grey line), then photon

detection at D5 and Dg. Projection onto the Z-basis 1s modeled

by removing the beamsplitter for the signal modes, that 1s, setting

1ts transmittance to + = 1, and direct detection of the photons (not

shown). | . . . . . . .

‘Two- and three-fold HOM interference visibilities (V> _,14, green and

V3_t01d, bDlue) and quantum teleportation fidelity (F, red) of X-basis

states for varied qubit mean photon number |@|*>. The model (lines)

1s fit to, and agrees with, the experimental data of Chapter|s|(points).

The mean photon number 1s shown on a log scale to provide a stmple

representation of themodel,| . . . . . ... ... ... 0.




9.4  Model of a) two- and b) three-fold HOM 1nterference visibilities as

different magnitudes of indistinguishability  between the interfering

|
well as c) teleportation fidelity of X-basis states for varied |e|> and |
|
|

photons. The curves assume the transmission efficiencies and y from

the three-fold detection experiments of Chapter(8. | . . . . . . . . .. 211

9.5 Model of a) two- and b) three-fold HOM 1nterference visibilities for

varied |a|” under conditions of varied signal and idler transmission

described in the main text, assuming x = 8.0 x 10> and complete

|
efficiencies (1-1v) 1n blue, orange, green, and red, respectively, as |
|

indistinguishability = 1. For the two-fold HOM curves, configura-

tions (1) and (11) are equivalent to (111) and (1v), respectively. | . . . . . 213

9.6 Model of two-fold HOM interference visibilities for varied |a|? and |

u < 1072, under varied signal and idler transmission efficiencies, |

cases (1) and (1), which are equivalent to (111) and (1v), respectively, |

assuming complete indistinguishability /=1.| . . . . ... .. ... 215

9.7 Model of three-fold HOM interference visibilities for varied |o|* and |

u < 1072, under varied signal and idler transmission efficiencies, |

cases (1)-(1v), assuming complete indistinguishability Z =1.[. . . . . 217

10.1  Schematic diagram of the entanglement swapping system consisting

of Alice, Bob, Charlie, and the data acquisition (DAQ) subsystems.

All components are labelled 1n the legend. Single mode fibers and

electronic cables are indicated 1n gray and green, respectively. The

detection signals generated by the SNSPDs are labeled 1-6 and sent

to the TDC, with 1-2 and 5-6 time multiplexed. The clock generated

by the AWG i1s labeled and sent to the start channel of the TDC.| . . . 226

10.2  Entanglement visibility of photon pairs produced by Alice’s and

Bob’s entangled photon pair source (EPS). The coincidence rates

shown for Alice’s EPS a)-d) and Bob’s EPS d)-h). The entangle-

ment visibilities are obtained from a sinusoidal fit (see main text for

|
|
for each pairing of an output port of Alice’s MI and Bob’s MI are |
|
|
|

details), with uncertainties in all measurements calculated assuming




10.3

Hong-Ou-Mandel (HOM) interference. a) Fourfold coincidence

rates, b) threefold coincidence rates conditioned on Bob’s 1dler pho-

ton, c) threefold coincidence rates conditioned on Alice’s 1dler pho-

ton, and d) twofold coincidence rates measured as a function of the

relative time-delay (Af4p) between Alice and Bob’s signal photons.| .

Entanglement swapping of |[®*). The voltage of the Alice’s MI is

varied to yield a sinusoidal variation of the fourfold coincidence rates

for each pairing of output ports of Alice’s and Bob’s Mls. This yields

four sets of fourfold coincidence rates, with two in-phase and two

out-of-phase. The in-phase sets are combined (red) and the out-of-

phase sets are combined (blue) to obtain two curves. A sinusoidal

fit 1s performed for each combined data set to extract the swapping

visibilities of Viwap = 85.0 + 6.5% (red) and Viywap = 81.2 + 8.9%

(blue). The average of the two visibilities is (Viswap) = 83.1 £5.5%. | . 233

Entanglement swapping visibility as a function of a) Alice’s mean

photon number (u4) and b) Bob’s mean photon number (up). The

data (blue) are fit to the theoretical model (red) for fixed mean photon

numbers of a) up = 4.6 X 107 and b) s = 3.9 x 107>, with the

indistinguishability parameter  as a free parameter. The extracted

parameters correspond to indistinguishabilities of a) £~ = 0.69 +0.02

and b) /? = 0.64 + 0.02. The black lines are the classical bound of

10.6

Graphical User Interface (GUI) used to perform real-time data ac-

quisition and analysis. The top (bottom) plot corresponds to the

electronically-combined outputs of the detectors at Alice (Bob) and

the middle plots correspond to the outputs of each detector at Char-

lie. Each coincidence window 1s indicated by a pair of colored bars,

which are user-defined and enable tunable temporal filtering. | . . . .
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10.7

Theoretical model setups for a) Hong-Ou-Mandel interference and b)

entanglement swapping. In the setups, £ and L denote the early and

late modes, respectively. n4; 1s Alice’s 1dler path efficiency, n4; 1s

Alice’s signal path efficiency, g, 1s Bob’s signal path efficiency, and

ng; 1s Bob’s 1dler path efliciency. 74(p) 1s a transmittance accounting

for imperfect interferometric visibility of Alice’s (Bob’s) MI, with

Tag) = 1/V2 corresponding to ideal interferometric interference.

6 a(p) 18 the phase setting of Alice’s (Bob’s) MI. 7¢ 1s the transmittance

of the beamsplitter at Charlie and { 1s the photon indistinguishability

parameter, where (~ represents the fraction of modal overlap of the

photons intertering at Charlie’s beamsplitter., . . . . . .. ... ..

10.8

Hong-Ou-Mandel (HOM) visibilities as a function of mean photon

[ number. The solid lines are the theoretical models for the fourfold |

HOM wvisibility (green), threetold HOM visibilities (yellow), and

twofold HOM visibility (blue) with 1identical mean photon numbers

(u = pug = up), unit path efficiencies, and unity indistinguishability. |. 247

10.9

Hong-Ou-Mandel (HOM) visibilities as a function of indistinguisha-

bility. The solid lines are the models for the fourfold HOM visibility

(red), threetfold HOM visibility conditioned on Bob (green), threefold

HOM visibility conditioned on Alice (green), and twofold HOM visi-

bility (blue) for the experimentally characterized path efliciencies and

mean photon numbers. The data are indicated with circular markers. | 248




XXX1il

(10.10  HOM 1nterterence visibilities plotted as a function of Alice and Bob’s

mean photon numbers for i1deal path efficiencies (n;,n, = 1) and

photon indistinguishability ({ = 1). The red dashed lines correspond

to us = up, and we include 1n all plots to facilitate comparison to the

two-fold HOM visibility plot. a) Twofold HOM interference visibility

of Alice and Bob’s signal modes, corresponding to the interference

of two thermal states. b) Threetold HOM terference visibility

of Alice and Bob’s signal modes conditioned on Alice’s 1dler mode,

corresponding to the interference of a heralded single photon state and

thermal state. c¢) Threefold HOM interference visibility of Alice and

Bob’s signal modes conditioned on Bob’s idler mode, corresponding

to the interference of a thermal state and heralded single photon state.

d) Fourfold HOM 1nterference visibility of Alice and Bob’s signal

modes conditioned on Alice and Bob’s 1dler modes, corresponding

to the interference of two heralded single photon states.|. . . . . . . .

251

Theoretical models for teleportation of entanglement. a) Entangle-

ment swapping visibility as a function of mean photon number for

1dentical source mean photon numbers (¢ = us = up), unit path ef-

ficiencies, and unity indistinguishability. b) Entanglement swapping

visibility as a function of indistinguishability for the experimentally

characterized mean photon numbers and path efficiencies of the en-

tanglement swapping measurements 1n Fig. [10.4, The experimental

swapping visibility 1s indicated with the circular marker. c) Secret

key rate as a function of indistinguishability for the experimentally

characterized mean photon numbers and path efficiencies of the QKD

measurements 1n Table[10.1] The experimental secret key rate 1s n-
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I1.1  Concept of a clock distribution system for a three-node quantum

network. A clock 1s used to generate pulses (top hats) at a central
node (node 1) that are distributed to end nodes (nodes 2 and 3) by

fiber channels (grey lines) where they are detected (DET) and used

(Gaussians) from a photon pair source (PPS) at the central node 1s

directed into the same fiber towards single photon detectors (SPDs)

at the end nodes. Data acqusition (DAQ) systems record the arrival

|
|
|
|
to lock the phase of clocks at the end nodes. Simultaneously, light |
|
|
|
|

times of the photons with respect to the phase of the clocks at the end

nodes, thereby ensuring the clocks are synchronized with the photons. 258

11.2° Schematic of fiber-based three-node quantum network and synchro-

nization system at Caltech. See main text for description. Clock

pulses are indicated by top hats whereas grey and red Gaussian-

shaped pulses indicate light of 1536 nm and 768 nm wavelength,

and 2.8 dB, respectively, whereas each WDM and FBG adds 2 dB
and 6 dB of loss, respectively.| . . . . ... ... ... ... .. 260

11.3  Coincidence histogram with the clock distribution enabled and dis-

small difference 1n trigger voltage threshold. Inset: Coincidence his-

|
abled. The small time delay between the two histograms 1s due a |
|
|

togram with a log vertical scale reveals the Raman noise from the
clockpulses.| . . . ... .. ... ... 262
11.4 Variation of the time difference between the arrival of clock pulses

at Rx1 and Rx2 over 7 h. The maximum time difference 1s 5 ps

pair correlations without the clock system enabled. Inset (right):

|
|
due to fiber length variations. Inset (left): histogram of photon |
|
|

histogram of the time difterence over a 900 s time scale indicates a

timing jitterof 2 ps. | . . . . ... Lo 263

I
I
I
I
I
I
I
I
I
I
I
I
I
I
| respectively. The loss contributions from each fiber spool 1s 2.26 dB
I
I
I
I
I
I
I
I
I
I
I
I
I
I

dark fiber. We keep our master clock at FNAL-FCC, and distribute |
the signal to FNAL-DAB and ANL, choosing the path via an optical |
switch located at FNAL-FCC. The FNAL nodes are depicted by the |
blue rectangles and the ANL node is depicted by the red rectangle. | . 266




11.6  Schematic for the FQNET picosecond clock synchronization system.

The square pulses represent the clock signal while the grey and red

Gaussian-shaped pulses represent the quantum light and 1ts second

harmonic (768 nm), respectively. The photon pairs are produced at

FNAL-FCC and routed either 2 km away to FNAL-DAB or 57 km

away to ANL through software provided with the optical switch [20].| 267

and derived clock at ANL over 14 hours. The blue line 1s the average

of the time difference every 100 seconds, showing the drift in the

time difference of the two clocks. We observe a long term drift of

about 3 ps over more than 14 hours, mainly caused by fiber length

fluctuations 1n the link. The blue shaded region 1s the RMS of the

time difference during each of those 100 second intervals. Inset:

histogram of the time difference indicates a timing jitter of 2.2 ps.| . . 269

11.8 Coincidence histogram for the photon pairs sent to ANL from FNAL- |
L FCC with the clock distribution disabled) . . . . ... ... .. ... 270
[ T1.9 Coincidence histograms for the photon pairs sent to FNAL-DAB from |
| FNAL-FCC with the a) 1310 nm and b) 1610 nm clock distribution |
| enabled, and coincidence histograms for the photon pairs sent to |
| ANL from FNAL-FCC with the ¢) 1310 nm and d) 1610 nm clock |
| distributionenabled. |. . . . . .. ..o oo oo 271
13.1 Setup for generating GHZ states with time-bin qubits. One member |

of a Bell pair produced by a entangled pair source (EPS) 1s interfered

with another time-bin qubit using a 2x2 optical switch. A GHZ state

1s post-selected using single-photon detectors (SPDs) after the switch. 282
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13.2

Experimental generation of time-bin GHZ states. a) Experimental

setup. AWG, Tektronix AWG7002A; BS, Thorlabs 1550-nm fiber

optic 50:50 beam splitter; DL, fiber optic delay line, EDFA, Pritel

erbium-doped fiber amplifier; FIL, bandpass filter; Laser, MOGlabs

Tunable Cateye Laser; PBS, Thorlabs 1550-nm fiber optic polar-

1zing beam splitter; PPLN, HC Photonics waveguide; PS, power

supply, SHG, Pritel optical fiber amplifier and second-harmonic gen-

erator; SNSPD, superconducting nanowire single-photon detector;

TDC, quTAG time-to-digital converter; VOA, EXFO variable optical

attenuator. b) Screenshot of custom Graphical User Interface (GUI)

used for data acquisition and analysis. In the switch output channels,

the larger peak corresponds to the weak coherent state and the smaller

peak corresponds to one member of the TMSV state from SPDC. The

discrepancy 1n peak heights 1s due to the different photon statistics

and mean photon numbers of the coherent and TMSV states. | . . .

. 284

13.3

Setup for theoretical modeling. The top and bottom boxes represent a

two-mode squeezed vacuum state (MSV) and coherent state, respec-

tively, 1n the product state of early and late temporal modes. Early

and late temporal modes are represented as different spatial modes

in the setup. The switch 1s modeled as an MZI acting on the early

(late) modes of the coherent state and one half TMSV with phase

shift 6 (7). Measurement loss 1s modeled as mixing with a virtual

vacuum mode with a beamsplitter (not depicted) with transmaittances

11, 112, and i3 for detectors D1, D, and D3, respectively. | . . . . .

13.4

Characterization of time-bin GHZ states in the Z-basis. a) Three-

fold coincidence probabilities for varied mean photon number of the

coherent state. The probabilities are found from dividing the coinci-

dence rates 1n Hz by the repetition rate of the experiment (100 MHz).

b) Theoretical model for the data in a). ¢) Z-basis fidelity for varied

mean photon number of the coherent state. The error bars 1n a) and

¢) are calculated from Poisson statistics.| . . . . . . ... ... ...

. 286

13.5

Density matrix model. a) Density matrix (pGpz) elements for an

1deal GHZ state. b) Real and 1imaginary components of the density

matrix model (o) for uc = 0.19, urmsy = 0.009, 11 = 0.2, 5 =

0.17, n3 = 0.19, and an extinction ratio of 18 dB corresponding to

0 =0.25and 0, =025+x.| . . . . . ...

. 288
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Traversable wormhole 1n spacetime and 1n the holographic dual. a)

Diagram of a traversable wormhole 1n anti-de Sitter space. A qubit

mjected at ¢t = —to enters through the left side of the wormhole; at

t = 0 a coupling (dashed line) 1s applied between the two sides of the

wormhole, causing a negative energy shockwave (blue); the qubit ex-

periences a time advance upon contact with the shockwave, causing

1t to emerge from the right side at 1 = ¢;. b) Illustration of time-

ordering (wormhole) and time-inversion (scrambling) of teleporta-

tion signals. The smooth semiclassical geometry of a traversable

wormhole produces a regime of teleportation that obeys causality;

non-gravitational teleportation causes the signals to arrive in reverse

order. ¢) The traversable wormhole expressed as a quantum circuit,

equivalent to the gravitational picture 1n the semiclassical limit of an

infinite number of qubits. The unitary U(z) denotes time evolution

e {(HL+HR) ynder the left and right SYK models. The thermofield

double state (|TFD)) initializes the wormhole at r = 0. The time evo-

lution and Majorana fermion SWAP gates achieve qubit injection and

arrival readout at the appropriate times. When u < 0, the coupling

eV generates a negative energy shockwave, allowing traversability;

when u > 0, the coupling generates a positive energy shockwave and

the qubit falls into the singularity. . . . . . . ... ... ... ...

14.2

Majorana SWAP gates. a) ZX +iZY Majorana SWAP gate decompo-

sition for inserting a qubit (Q) mto the wormhole. L, L, are qubits

1n the left subsystem. b) X + ¥ Majorana SWAP gate for extracting

the qubit from the wormhole, which coincidences with the regular

SWAP gate. R 1s a qubit in the right subsystem and T 1s the register.| .
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14.3 Learning a traversable wormhole Hamiltonian from the SYK model.

a) Mutual information of multiple N = 10 SYK models (black and

purple, 5 = 4) and corresponding learned Hamiltonians (orange

and green) showing asymmetry in coupling with u < 0 (wormhole

teleportation) and u > 0O (scrambling teleportation). Thick lines

show a specific instantiation of an SYK model and 1ts corresponding

learned sparsification with 5 nonzero coefiicients (Eq. [14.7)); light

lines indicate a population of SYK models and learned sparsifications

with 5 to 10 nonzero coefficients, demonstrating the reliability of the

learning procedure. The learned Hamiltonian 1s trained only on the

mutual information Ipy(f) for t = ty = 1 (left), and its behavior

1s consistent with the a wormhole after a qubit 1s 1njected at fixed

—to (right). b) Sparsification of the original SYK model with 210

nonzero coeflicients (top) to the learned Hamiltonian with 5 nonzero

coeflicients (bottom, Eq.[14.7). Groups of four Majorana fermions

(blue dots) are coupled with coefficients. Line thickness indicates

coeflicient magnitude, and color distinguishes individual coeflicients

(bottomonly). . . .. ... ..
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Observation of traversable wormhole dynamics. a) Thermalization

protocol (109 CZ gates), measuring the mutual information between

a qubit 1njected 1nto a sparse SYK model at time —7 and at ¢. Error

bars show three standard deviations over 20 runs. b) Traversable

wormhole with fixed injection time (164 CZ gates), showing the

difference 1in mutual information between u = —12 and u = +12.

Error bars show one standard deviation over 28 runs. c¢) Traversable

wormhole with symmetric injection and readout time (164 CZ gates),

showing the difference in mutual information between u = —12 and

u = +12. Error bars show one standard deviation over 20 runs. Insets

show noisy simulations with gate errors increased by a factor of 1.5,

plotted with y-axis mutual information range [-3 x 107°,3 x 107°];

the peak 1s not visible. The measurements 1n b) and c) agree with

noisy simulation and reproduce the sign asymmetry of the mutual 1n-

formation consistent with through-the-wormhole teleportation. The

scrambling-unscrambling dynamics of wormhole teleportation cause

the mutual information to be significantly attenuated by noise. In

noisy simulations, each gate 1s subjected to depolarization error de-

termined by calibration data (median CZ error: 0.3%). Each run

consists of 90,000 measurements.| . . . . . . . . ... ...

15.1

Future quantum networking between labs on the a) Fermi National

Accelerator Laboratory (Fermilab) campus and b) in the Chicago

metropolitan region with upgrades to the entanglement swapping

system from Chapter(lO} . . . . . .. .. ... .. ... ... ...

15.2

Conceptual diagram of distributed quantum simulation of wormholes

1n a quantum network. Image credits to NASA’s Conceptual Image

Signal regenesis 1n a many-body quantum-chaotic system. Two sub-

systems (L and L) are prepared in a thermofield double state |‘I’ﬁ> at

t = 0. A source ¢” is turned on in the left subsystem for a few-body

operator J* at some time ¢ = —t, < 0. In the left subsystem, there is

a response induced by the source, which dissipates after the source

is turned off. At ¢ = 0, a coupling is introduced, where V is an

operator acting on both subsystems. At a later time ¢ = #;, a signal

will reappear on the right subsystem 1f #; ~ 7. 1s on the order of the

scrambling time (¢,) of the system.|. . . . . . . .. ... ... .. ..

308
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Measurement of squeezed light with balanced homodyne detection.

Squeezed light (signal) 1s interfered with strong local oscillator (LO)

1n a coherent state by a 50:50 beamsplitter (BS). A phase shifter on

the L.O controls the relative phase (6) of the signal and LLO. The mixed

fields are detected with a balanced homodyne detector (BHD). The

output current 1s amplified by a transimpedance amplifier (TTA), and

the output voltage 1s sent to a signal analyzer, such as an oscilloscope

or electronic spectrum analyzer. |. . . . . .. .. ... ... ... .. 316

Numerical simulation of quadrature statistics obtained from time-

domain analyzer for a linear phase ramp applied to the LO. a) Quadra-

ture samples as a function of time (phase) for a vacuum state (orange)

and a squeezed vacuum state withr = 1 and p = 0.8 (blue). b) Sample

means and ¢) normalized sample variances as a function of time. The

sample variances are normalized to the mean of the vacuum sample

variances. The solid lines 1n b) and c) are the corresponding analytic

predictions for the quadrature means and variances. | . . . . . . . ..

Generation and measurement of squeezed light. a) Experimental

setup. EDFA: erbium doped fiber amplifier, SHG: second harmonic

generation, SPDC: spontaneous parametric downconversion, PBS:

polarizing beamsplitter, BS: polarization maintaining beamsplitter,

BHD: balanced homodyne detection, TIA: transimpedance amplifier.

b-e) Experimental noise power traces of squeezed light measured with

an RF spectrum analyzer. The traces are measured on zero span mode

with a central frequency of 8 MHz, a resolution bandwidth (RBW)

of 2 MHz, and sampling rate of 10 kHz over 10 seconds. The traces

1n b) and d) are measured with a video bandwidth (VBW) of 30 Hz

and the traces in c¢) and e) are measured with a VBW of 100 Hz. The

squeezing parameters are r = 0.35 for b) and c¢) and r = 0.06 for d)

and e), with a net measurement efficiency of n = 0.326. Peaks in

the squeezed light data extracted using a peak search algorithm are

indicated with red markers, and the mean of the markers are indicated

with dashed red lines. The same peak search algorithm 1s applied to

the vacuum data, where the mean peak power levels are indicated by

dashed black lines. The solid black lines are the mean power levels
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B.4  Sample quadrature variance statistics 1n linear and logarithmic scales.

a) Same simulation as 1n Fig. [B.2{but with a 5e6 quadrature samples

of the vacuum state (orange) and squeezed vacuum state with r = 1

and n = 0.8 (blue) over a period. Sample variances are reported

relative to the mean shot noise level. Sample variances are calculated

over subsets of n = 100 samples. Histograms of the sample variances

for b) the squeezed state at = /2, ¢) the vacuum state, and d) the

squeezed state at & = m. The black lines are the corresponding

theoretical predictions from obtained from Cochran’s theorem 1n Eq.

[B.8l e) Simulation 1n a) plotted in logarithmic scale, relative to

the mean shot noise level. 1) Histograms of the log-scale sample

variances for (left) the squeezed state at = /2, (middle) the vacuum

state, and (r1ght) the squeezed state at & = x. The histograms are fitted

to Gaussian distributions, each with standard deviation o = 0.62 dB.

The log-scale histograms approach normality faster than the linear-

scale histograms and have the same standard deviation for each phase,

B.5 Theoretical modeling for PDFs of logarithmic-scale quadrature vari-

ances sampled from a uniform phase distribution. a) PDF model for

r = 1,7 = 0.8, and a shot noise power distribution with a standard de-

viation of o = 0.62 dB. The measured PDF, p(xpe,s), 1s modeled as

the convolution of the analytical squeezed vacuum PDF for uniform

phase distribution, /(x), with a Gaussian noise distribution, g (Xpeise)-

The models for g(xpoise) and p(Xmeas) are compared with histograms

from a time-domain simulation of squeezed vacuum quadrature statis-

tics for r = 1, n = 0.8, and o = 0.62 dB. The inflection points of

2 (Xnoise) and p(xmeas) are indicated with black and blue crosses, re-

spectively. b) Derivatives of the PDFs for g(xpoise) and p(xXmeas)-

The mflection points are 1dentified from the left-most maximum and

right-most minimum 1n the PDF derivatives, are indicated with black

and blue crosses for g (xpoise) and p(xXmeas), respectively. c) Measured

squeezed vacuum PDF, p(xpeqs), fOr various squeezing parameters,

unit efficiency, and oo = 0.62 dB. d) Measured squeezed vacuum

PDF, p(Xmeas), for r = 1, various efficiencies, and o = 0.62 dB.| . . .

325
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B.6  Simulation of squeezing estimator bias. a) Noise power levels nor-

malized to the mean shot noise level (black) as a function of squeezing

parameter. The uncertainty 1n the shot noise level 1s depicted by the

gray shaded region corresponding to +o0-, where o = 0.62 dB 1s the

standard deviation of the shot noise power distribution. The squeez-

ing (x~) and antisqueezing (x") levels of a squeezed vacuum state are

plotted 1 purple for unit measurement efficiency. The blue curves

are the squeezing and antisqueezing level estimates for the observed

squeezed vacuum state obtained from the inflection points of mea-

sured power distribution. The squeezing and antisqueezing estimates

are within +0 of the antisqueezing level and —o of the squeezing

level, depicted by the blue shaded regions. b) The percent bias of

the squeezing (£~) and antisqueezing (£*) estimates as a function of

squeezing parameter, calculated as 100 X (E(X*) —x®)/x*. | . . . . .




B.7

Squeezing estimation with the frequency-domain measurements of

squeezed light from Fig. [B.3[for a) r = 0.35, VBW = 30 Hz, b)

r = 0.35, VBW =100 Hz, ¢) r = 0.06, VBW = 30 Hz, and d)

r = 0.06, VBW = 100 Hz. First row: Noise power level traces of

squeezed vacuum (light blue) and vacuum (orange) states relative to

the mean shot noise level. The red dashed lines correspond to es-

timates of squeezing and antisqueezing levels from peak searching.

The dark blue dashed lines correspond to the estimates of squeez-

ing and antisqueezing levels from the inflection points of the noise

power PDF of the squeezed vacuum data. The black dashed lines

correspond to the inflection points of the shot noise power distribu-

tion. Second row: Histograms of the squeezed vacuum noise powers

(light blue) and shot noise powers (orange). The Gaussian kernal

density estimates (KDE) for PDFs of the squeezed vacuum and vac-

uum noise powers are shown 1n dark blue and black, respectively.

The theoretical model for the squeezed vacuum PDF with the ex-

perimental squeezing parameter and system efficiency for a uniform

phased distribution 1s shown 1n red. The inflection points of the

squeezed vacuum KDE, vacuum KDE, and model are indicated with

dark blue, black, and purple crosses, respectively. The squeezing

and antisqueezing estimates from peak searching are indicated with

red crosses. The histograms, KDEs, and model are rescaled to the

maximum of the squeezed vacuum KDE. Third row: Derivatives of

the squeezed vacuum KDE (blue), vacuum KDE (black), and theo-

retical model (purple), rescaled to the maximum of the vacuum KDE

derivative, with the inflection points indicated with crosses. | . . . . .

C.1

Photo of the PIC on top of a penny (Ieft). Photos of the packaged

photonic-electronic system comprising the chip wirebonded to an

interposer interfaced with an RF motherboard (right). The system

can be packaged as a handheld device enabled by the integration and

packaging of photonics and electronics.| . . . . . . . ... ... ...

333

C2

Data analysis for the 32-channel source characterization in Fig. [6.5¢:

noise power traces for the squeezed vacuum (blue) and vacuum (or-

ange) states. | . . . . .. ... . e e e




C.3  Data analysis for the 32-channel source characterization 1n Fig. [6.5¢:

noise power samples for the squeezed vacuum (blue) and vacuum

and antisqueezing level estimates are indicated with dashed blue lines,

I |
I |
| (orange) states are collected for various pump powers. The squeezing |
I |
I |

the theoretical model estimates are indicated with dashed purple lines,

[ and the the shot noise floor 1s indicated with dashed black lines. |. . . 337

C.4  Data analysis for the 32-channel source characterization in Fig. [6.5¢:

histograms of the sampled noise powers 1n Fig. |C.3[for the squeezed

vacuum (blue) and vacuum (orange) states. 'The KDE for the squeezed

PDF for the squeezed vacuum histogram 1s plotted in purple, and

a Gaussian fit to the vacuum histogram 1s plotted in black. The

locations of the maximum slopes for the squeezed state KDE, vacuum

|
|
|
vacuum histogram 1s plotted 1n blue, the theoretical model of the |
|
|
|
|

state Gaussian, and theoretical model are indicated with crosses and

dashed lines, obtained from Fig. [C.5}f . . . ... ... ... ... .. 338

C.5 Data analysis for the 32-channel source characterization in Fig. [6.5f:

for each pump power 1n Fig. |C.4] the derivative of the KDE for the

squeezed vacuum histogram 1s plotted 1n purple, and the derivative

of the Gaussian fit to the vacuum histogram 1s plotted in black. The

locations of the maxima and minima used to estimate the squeezing

and antisqueezing levels are indicated with crosses and dashed lines.|. 339

C.6 Data analysis for beamforming 1n Fig. |6.5b: histograms of the sam-

pled noise powers for the squeezed vacuum (blue) and vacuum (or-

ange) states. The KDE for the squeezed vacuum histogram 1s plotted

The locations of the peak slopes for the squeezed state KDE (blue) and

vacuum state Gaussian (black) are indicated with crosses and dashed

I
I
I
I
I
I
I
I
I
I
I
| squeezed vacuum histogram 1s plotted 1n blue, the derivative of the
I
I
I
I
I
I
I
I
I
I
I

|
|
|
1n blue and a Gaussian fit to the vacuum histogram 1s plotted 1n black. |
|
|
|

lines, which yield the squeezing/antisqueezing level estimates and




C.7 Data analysis for the beamwidth characterization 1n Fig. [6.5¢ for 8

channels combined: histograms of the sampled noise powers for the

squeezed vacuum (blue) and vacuum (orange) states are collected

for various angles of incidence for a fixed beamforming angle (0°).

The KDE for the squeezed vacuum histogram 1s plotted in blue and

a Gaussian fit to the vacuum histogram 1s plotted 1n black. The

locations of the peak slopes for the squeezed state KDE (blue) and

vacuum state Gaussian (black) are indicated with crosses and dashed

lines, which yield the squeezing/antisqueezing level estimates and

C.8 Data analysis for the beamwidth characterization 1n Fig. |6.5¢ for 32

channels combined: histograms of the sampled noise powers for the

squeezed vacuum (blue) and vacuum (orange) states are collected

for various angles of incidence for a fixed beamforming angle (0°).

The KDE for the squeezed vacuum histogram 1s plotted in blue and

a Gaussian fit to the vacuum histogram 1s plotted in black. The

locations of the peak slopes for the squeezed state KDE (blue) and

vacuum state Gaussian (black) are indicated with crosses and dashed

lines, which yield the squeezing/antisqueezing level estimates and

C.9 Data analysis for the field-of-view characterization 1n Fig. |6.5f for a)

8 channels combined and b) 32 channels combined. Histograms of

the sampled noise powers for the squeezed vacuum (blue) and vac-

uum (orange) states are collected for various angles of incidence, with

beamforming performed at each angle. The KDE for the squeezed

vacuum histogram 1s plotted 1n blue and a Gaussian fit to the vacuum

histogram 1s plotted 1n black. The locations of the peak slopes for

the squeezed state KDE (blue) and vacuum state Gaussian (black)

are 1ndicated with crosses and dashed lines, which yield the squeez-

ing/antisqueezing level estimates and the noise floor| . . . . . . . ..
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[C.10

Squeezed light source characterization. a) Experimental setup for

source characterization. b) Configuration 1. Each noise power trace

was measured over 10s with a sampling rate of 10 kHz, center fre-

quency of 6 MHz, 1 MHz RBW, and 20 Hz VBW. ¢) Configuration

2. Each noise power trace was measured over 10s at 1 Hz phase

modulation with a sampling rate of 5 kHz, 40 MHz CF, 8 MHz RBW,

and 100 Hz VBW. d) Configuration 3. Each noise power trace was

measured over 5s at | Hz phase modulation with a sampling rate of

20kHz, 4 MHz CF, 20 MHz RBW, and 10 Hz VBW. e) Configuration

4. Each noise power trace was measured over 10s at 1 Hz phase mod-

ulation with a sampling rate of 10 kHz, 20 MHz CF, 8§ MHz RBW,

[C.IT

Characterization of squeezing for squeezed light imaging. a) A five-

second snippet of noise power levels for squeezed vacuum (blue)

and vacuum (orange) measured at the source immediately before

1maging. The noise powers were measured with a sampling rate of

20 kHz, center frequency of 6 MHz, 8 MHz RBW, and 100 Hz VBW.

b) Histograms for the squeezed vacuum (light blue) and vacuum

(orange) for the noise powers accumulated 1n a). The kernel density

estimates (KDEs) for the squeezed vacuum (blue) and vacuum (black)

histograms are plotted as solid lines. c¢) Derivative of KDEs for

squeezed vacuum (blue) and vacuum (black).| . . . . . ... ... ..

348

C.12

Quadrature sample means and variances over time for all 32 channels.

The sample means are approximately zero, while sinusoidal varia-

tions are observed 1n the sample variances. The fits to the variances

are plotted as transparent sohid lines. | . . . . . .. ..o

[C.14

Classical imaging characterization with coherent light. a) An exam-

ple of signal (blue) and noise (orange) time-domain traces recorded

for 32 channels. b) Extracted signal and noise powers across 32

channels 1n the frequency range of the downconverted tone and the

corresponding SNR.| . . . . . ... ... oo L.

Beamtorming on-chip with the HCP SCI18068 waveguide used for

SPDCJ . . . .




[C.16

Classical channel sweep characterization with coherent light. a)

Signal (left) and noise (right) data recorded 1n the frequency domain

for [1,2,4,---,30,32] channel combinations for the measurement in

Fig. [6.5b. b) Extracted signal and noise powers (left) in the frequency

range of the downconverted tone and the corresponding SNR (right).|

353

Classical beamwidth characterization with coherent light. a) Sig-

nal data recorded 1n the frequency domain for different angles of

incidence for 8 (left) and 32 (right) channels combined for the mea-

surement 1n Fig. |6.5k. b) Extracted signal powers corresponding to

normalized SNR 1n the frequency range of the downconverted tone

for 8 (left) and 32 (right) channels combined.| . . . . . ... ... ..

354

Classical field-of-view characterization with coherent light. a) Sig-

nal data recorded in the frequency domain for different angles of

incidence for 8 (left) and 32 (right) channels combined for the mea-

surement 1n Fig. |6.5f. b) Extracted signal powers corresponding to

normalized SNR 1n the frequency range of the downconverted tone for

8 (left) and 32 (right) channels combined. A Gaussian fit 1s applied

to the data, yielding o0 =0.95+0.05° and o~ =0.84+0.04° for 8 and 32

channels combined, respectively. ¢c) Comparison of the classical data

to the squeezed light data for 8 (left) and 32 (right) channels com-

bined. d) Comparison of the Gaussian fit of the classical data to the

squeezed light data for 8 (left) and 32 (right) channels combined. e)

Comparison of single antenna radiation pattern to the squeezed light

data for 8 (left) and 32 (right) channels combined, repeated from Fig.

(70 |
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Quantum optoelectronic processing. a) Optoelectronic circuit archi-

tecture for entanglement generation. The free space operation (U)

corresponds to the change-of-basis matrix mapping the spatial modes

of the 1nput state to the pixel modes, where p represents the spatial

coordinates 1n the aperture plane of the chip. Each colored line rep-

resents a matrix element corresponding to the overlap of an antenna

and pixel mode function. A phase shifter ¢; 1s applied to each pixel

mode, and each half of the array 1s combined 1n a 16:1 RF power

combiner (G). The output voltages of the power combiners are digi-

tized and followed by a beamsplitter transformation (). b) Emulated

optical circuit for two-mode Gaussian cluster state generation. ¢) The

cluster state inseparability (/) measured over time for a linear phase

ramp. The data for the squeezed vacuum and vacuum states are plot-

ted 1n blue and gray, respectively. The solid lines are the analytical

expectations with a sinusoidal fit to the squeezed data. | . . . . . . .

Histogram of 1inseparability data in Fig. |D.Ic for squeezed vacuum

(blue) and vacuum (orange) states. The solid blue and orange lines

are the kernel density estimates. The min. and max. inseparability

Dependence of a) two-fold and b) three-fold HOM 1nterterence visi-

bilities for varied mean photon numbers of the coherent state (Ja|”)

and TMSYV (u) assuming unity path efficiencies (1;, 7, = 1) and pho-

ton indistinguishability (£ = 1). The red dashed line 1n a) corresponds

to |e|?> = V2u, which maximizes the visibility for |a|?, u < 1.| C.

. 368

Model of teleportation fidelity of X-basis states for varied |a|* under

conditions of varied signal and 1dler transmission efficiencies in blue,

red, green, and orange, respectively, as described 1n Sec. [9.5|the main

text, assuming complete indistinguishability =1, . . . . . . . ..

. 372

Model of X-basis quantum teleportation fidelity for varied |e|” and

1 < 1072, under varied signal and idler transmission efficiencies

cases (1)-(1v), as discussed 1n Sec. [9.5] assuming complete indistin-

guishability /=1 . . ... ... ... .. oo,




Signatures of traversable wormhole dynamics for the learned sparse

SYK Hamiltonian (Eq. [F.1). a) Mutual information asymmetry

1,,<0(t) — 1,50(t) for the learned (green) and SYK Hamiltonians (or-

ange) at the low-temperature gravitational limit (solid) and high-

temperature scrambling limit (dashed). An analytic computation in

the large-N Iimit of the SYK model using chord diagrams (black) 1s

shown for low temperatures, showing agreement with the peak posi-

tion and height. b) Two-point function (solid) and four-point function

(dashed), indicating thermalization time and scrambling time, respec-

tively, of the SYK (orange) and learned (green) Hamiltonians. c) Bulk

location of the infalling particle before and after the interaction with

respect to the black hole horizon, as given by the Fourier transform

|g| of the winding size distribution. d) Perfect size winding before

(green) and after (brown) the interaction; data at each operator size 1s

horizontally staggered to make the different values visually distinct.

The black dashed lines show a linear fit (R* = 0.999) with equal but

opposite slopes, corresponding to the reversal of winding direction

after the interaction. e) Shapiro time delay 1n the eternal traversable

wormhole protocol caused by scattering 1n the bulk. The peak shifts

right when an additional qubit 1s sent through the wormhole 1n the

opposite direction (dashed) compared to sending a single qubit from

left to right (solid). ) Causally time-ordered teleportation. The posi-

tion of the mutual information peak 1s shown for an instantaneous at

t = 0 (blue) and prolonged (orange) interaction over ¢ € [—1.6,1.6[. | 375
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Chapter 1

INTRODUCTION

Over the past several decades, advances in information processing have driven un-
precedented developments in science and technology. Information technologies,
such as personal computers, mobile phones, and precision sensors, continue to
transform the modern world. The recent rise of large-data processing and arti-
ficial intelligence is further accelerating global demand for computational power,
communication bandwidth, and sensing capabilities. In response, new technolog-
ical paradigms are being explored to overcome current limitations in information
processing capabilities. One of the most exciting directions emerging from this
challenge is the development of quantum information technologies, which leverage
the consequences of quantum physics to unlock new ways of sensing, processing,

and transmitting information.

Quantum technologies are often grouped into three pillars: quantum sensing, quan-
tum computing, and quantum communication. Of the three pillars, quantum sensing
is the most mature and widely adopted. Quantum sensors exploit features of quan-
tum mechanical systems such as coherence, entanglement, and quantum interference
to surpass precision limits of conventional sensors. Established examples include
atomic clocks, which define the international time standard, and superconducting
quantum interference devices, used for ultra-sensitive magnetic field detection in
both research and medical imaging. More recent developments include squeezed-
light interferometry, matter-wave interferometry, quantum gas microscopes, and
molecular spin qubits, offering paths toward Heisenberg-limited sensitivity in ap-

plications ranging from biological imaging to gravitational wave detection.

Quantum computing represents a new paradigm for computation based on manip-
ulating quantum bits of information. Unlike classical computers, which operate
on bits that are either O or 1, quantum computers operate on qubits, or states of a
two-level quantum system, which can exist in a superposition of both states. This al-
lows quantum algorithms to explore exponentially large solution spaces in ways that
are inaccessible to classical computers, promising exponential speedups for specific
classes of problems. A notable example is Shor’s algorithm, which can factor large

numbers exponentially faster than classical algorithms, posing a threat to modern
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encryption systems. The discovery of Shor’s algorithm catalyzed widespread inter-
est in quantum computing and launched a global effort to build quantum processors
capable of efficiently performing tasks that could are intractable in classical super-
computers. Recent milestones in quantum hardware have sparked a global race to
build large-scale, fault-tolerant quantum computers that have transformative poten-
tial for simulating complex quantum systems, solving hard optimization problems,

and advancing fields from biochemistry to artifical intelligence.

The threat posed by quantum computers to current cryptographic systems has also
driven progress in quantum cryptography. Unlike classical cryptographic schemes,
whose security depends on computational hardness assumptions, quantum cryp-
tographic protocols such as quantum key distribution (QKD) offer information-
theoretic security guaranteed by the no-cloning theorem and the irreversible nature
of quantum measurement. Quantum communication systems enable these protocols
by transmitting and interfering quantum states between distant locations, allow-
ing for secure key exchange, teleportation of quantum states, and coordination of
spatially separated quantum systems. By interconnecting quantum devices, such
as quantum sensors and computers, at remote locations, quantum communication
channels form the basis of distributed quantum networks. These quantum networks
enable functionalities beyond the reach of any isolated system, including secure
multiparty communication, distributed quantum sensing, and teleportation-based
quantum state transfer. The long-term vision is the development of a quantum in-
ternet: a world-wide network of quantum technologies that are interconnected by
quantum communication channels across the globe. Just as the classical internet
revolutionized the sharing of digital information, the quantum internet will allow for
the distribution of entanglement and quantum states over vast distances and unlock

the full potential of quantum technologies.

Alongside the accelerating development of quantum networks, distribution of entan-
glement has emerged as a key thread connecting information science to the deepest
questions in fundamental physics. Quantum networks capable of high-fidelity en-
tanglement distribution have served as a platform for experimental tests of the
foundations of quantum mechanics, including Bell tests that probe the validity of
locality and realism. These experiments, which culminated in the 2022 Nobel Prize
in Physics, confirmed that quantum correlations cannot be explained by any local
hidden variable theory. More recently, connections between quantum information

and gravity have sparked a new line of inquiry. Quantum teleportation protocols, for
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instance, have been shown to admit a dual interpretation in gravitational theories as
the transmission of information through traversable wormholes. This insight is part
of a broader effort to understand the emergence of spacetime from entanglement,
exemplified by the ER=EPR conjecture, which posits a deep equivalence between
entangled quantum states and gravitational wormholes. Such developments sug-
gest that quantum communication may not only be a technological tool, but also a

powerful probe of the causal and geometric structure of spacetime itself.

In this thesis, I present some of the latest advances in quantum communication
devices, channels, and networks, both at a technological and fundamental level. The
thesis is divided into three parts. Part I focuses on quantum sources and detec-
tors, which form the foundational building blocks of quantum networks. I begin
by introducing the principles behind photon-pair sources and single-photon detec-
tors (Chapter [2) and highlight key challenges in the current state-of-the-art. I then
present progress in cutting-edge sources and detectors: photon-number-resolving
superconducting nanowire detectors and their first application to improving her-
alded single-photon sources (Chapter [3) and high-rate photon-number discrimina-
tion (Chapter [)); a high-rate entangled photon-pair source for quantum key dis-
tribution (Chapter [5)); and high-bandwidth on-chip balanced homodyne detectors
(BHDs), enabling continuous-variable quantum key distribution and squeezed-light
detection (Chapters [2] and [6). I also introduce the concept of a novel quantum
sensor, which we call the “quantum phased array” (QPA), and present a proof-
of-concept demonstration of a QPA receiver implemented in a large-scale silicon
photonic-electronic platform (Chapter [6). This system integrates a directional free-
space-to-chip interface for quantum light and features the first on-chip detection
of squeezed light using a quantum-limited BHD array. Using this architecture,
we demonstrate coherent multipixel imaging and beamforming of squeezed light,
illustrating key functionalities envisioned for future wireless quantum sensors and

communication systems.

Part II of this thesis describes the development of quantum network testbeds at
Caltech and Fermi National Accelerator Laboratory, with a focus on designing scal-
able architectures for quantum networks toward the quantum internet (Chapter [7).
A defining feature of quantum networks is the ability to distribute entanglement
between remote nodes, which is essential for numerous quantum communication

protocols including teleportation, entanglement swapping, and quantum repeaters.
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We construct systems capable of high-fidelity quantum teleportation (Chapter[8)) and
entanglement swapping (Chapter [I0) over long distances. We achieve state-of-the-
art teleportation fidelities over 45 km of optical fiber and entanglement swapping
visibilities with time-bin qubits. To support the development of these systems, I
describe theoretical models for the experiments (Chapter [9) that guide system de-
sign and optimization. Finally, I detail our efforts to extend these capabilities to
real-world metropolitan environments, and present experimental demonstrations of
entanglement distribution to remote nodes at FNAL and Argonne National Labora-
tory with picosecond-level clock synchronization (Chapter [I1). These systems are
envisioned to form the backbone of a prototype quantum internet connecting the

seventeen national labs of the United States.

Part IIT of this thesis explores the intersection of quantum communication and
fundamental physics (Chapter[I2)). I begin by describing the experimental generation
of multipartite entanglement, specifically GHZ states, in our quantum network
testbeds (Chapter|[I3). GHZ states serve as valuable resources for foundational tests
of quantum mechanics, including more stringent Bell inequalities and nonlocality
tests, as well as for distributed quantum sensing protocols. Our demonstration is a
first step towards establishing a field-deployed quantum sensing network at Fermilab
designed to perform precision measurements for high energy physics. I then present
the first experimental realization of a traversable wormhole teleportation protocol
implemented on quantum computer (Chapter[I4]). We observe characteristic features
of traversable wormhole dynamics, such as time-ordered signal propagation, the
preservation of input information, and sensitivity to coupling strength, consistent

with expectations from semiclassical gravity.

Finally, I conclude with an outlook on future directions and opportunities for the
devices, networks, and experiments presented in this thesis (Chapter[I5)). I propose a
new line of inquiry at the intersection of all these research domains: Bell inequalities
for quantum gravity. Specifically, I formulate a concrete Bell inequality tailored for

holographic systems with a wormhole dual.
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Building blocks of quantum

communication networks



Chapter 2

SOURCES AND DETECTORS

This chapter includes the work published as:

[1] Volkan Gurses, Samantha I. Davis, Esme Knabe, Raju Valivarthi, Maria Spirop-
ulu, and Ali Hajimiri. “A compact silicon photonic quantum coherent receiver with
deterministic phase control.” In: CLEO: Applications and Technology. Optica Pub-
lishing Group. 2023, AM4N—4.

[1] Volkan Gurses, Debjit Sarkar, Samantha Davis, and Ali Hajimiri. “An integrated
photonic-electronic quantum coherent receiver for sub-shot-noise-limited optical
links.” In: Optical Fiber Communication Conference. Optica Publishing Group.
2024, Tu2C-1.

2.1 Sources

A defining feature of quantum networks is their ability to distribute quantum infor-
mation between distant nodes while preserving quantum coherence. Photons are
the primary carriers of quantum information between nodes in a quantum network
due to their ability to propagate over long distances in optical fiber or free space
with relatively low decoherence. Quantum networks require reliable sources of
indistinguishable photons for key network operations such as quantum interference.
A standard approach to generating photons suitable for quantum networking is to
use the strong light-matter coupling offered by solid-state bulk nonlinearities. In a
bulk nonlinearity, the optical response of the nonlinear medium to a pump field is
described by the polarization vector P = P + PN, where P& = g 3 )(l.(].l)E ; is the
linear term containing the first order susceptibility, X(l), and PN is the nonlinear
term containing contributions from higher-order susceptibilities, x” [1]. Pairs of
single photons can be probabilistically emitted from nonlinear materials via laser-
driven second-order (y®) and third-order (y®) processes such as spontaneous
parametric down-conversion and spontaneous four-wave mixing, respectively. Pho-
ton pair generation provides versatile sources of entanglement and heralded single

photons with high purity, bandwidth, and tunability.
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Figure 2.1: Spontaneous parametric down-conversion (SPDC). a) A pump photon

is spontaneously downconverted into a pair of signal and idler photons by a y(?
bulk optical nonlinearity. The pump, signal and idler photons satisfy phase match-
ing conditions, namely b) momentum conservation (kép = I_c)s + I;i) and c) energy

conservation (fiw, = hiwg + hw;).

Spontaneous Parametric Down Conversion

Spontaneous parametric down-conversion (SPDC) is a three-wave mixing process
involving the interaction of a pump, signal, and idler photon in a medium with a
leading order y® bulk nonlinearity. A single pump photon with frequency w
is spontaneously converted into a pair of lower-energy signal and idler photons
with frequency w, and w3, respectively (see Fig. [2.I). The SPDC process obeys
energy and momentum conservation rules, also referred to as the phase-matching

conditions,

h(,l)3 = ha)1 + ha)g, (21)
Ak =Fk3— ki —ky =0, (2.2)

where I_c)i represents the wave vector with magnitude k; = n(w;)w;/c and n;(w;) is

the index of refraction. The process is described by the interaction Hamiltonian,

B = ifi (855 + 1224} 2.3)

where k oc y®) L is a constant that depends on strength of the nonlinearity (y?) and
interaction length (L), and 4, a" are the bosonic ladder operators [2]. In Eq.
the first term corresponds to the creation of signal (&J{) and idler (d;) photons by the
annihilation of a pump photon (d3). The second term accounts for time reverse of
the process, sum frequency generation (SFG) or second harmonic generation (SHG)
for w; = wy, where two photons (a1, d,) are converted into a photon (d;) of higher

energy. The quantum state at the output of the SPDC process is,

1 L 1 Lo
[y (2)) = exp (E/o Him(t')dl’) |0) ~ (1 + E/o Hin(t)dt" + - ) 0),
2.4)
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where |0) is the initial vacuum state. In Eq. | (1)) corresponds to a single mode

squeezed vacuum state (SMSV) in the degenerate case (w; = w») and a two-mode
squeezed vacuum (TMSV) state in the nondegenerate case (w; # w») of signal and
idler photons. The right hand side of Eq. [2.4]is the perturbative expansion of the time
evolution operator to leading order in « in the non-depleted pump approximation,
where « is typically very small with most of the pump photons unconverted. The

leading order (two-photon) component of [y/(7)) is,

W) o & /0 /0 F (@1, @) (1) (02)dwidws [0), 10 2.5)

where L is the interaction length and f (w1, wy) is the joint spectral amplitude (JSA).

The JSA accounts for the spectral profile of the pump and phase matching condition,

flwi,w2) = yp(w1, w2) - Ypn(wi, w2), (2.6)

where ¥, (w1, w>) is the pump envelope and ypn (w1, w>) is the phase matching enve-
lope. The joint spectral intensity (JSI), | f (w1, w2)|?, is the probability distribution

of signal and idler frequencies.

Phase matching Efficient generation of photon pairs requires careful design of
SPDC sources to achieve the phase matching conditions as much as possible [1, 3].
For instance, the phase matching condition Ak = 0 demands appropriate refractive
indices n(w3) > n(wp) and n(w;), which cannot be fulfilled with centrosymmetric
materials. The phase-matching condition can be satisfied naturally in birefringent
materials, such as barium borate (BBO), potassium titanyl phosphate (KTP), and
lithium niobate (LN), with different indices of refraction depending on the polariza-
tion and direction of propagation of the electric field for a given frequency. Phase
matching can be achieved by tuning the angle of the pump field relative to the optic
axis, resulting in different phase-matching configurations depending on the geom-
etry [4]. Photon pairs can be emitted collinearly or non-collinearly depending on
the type of phase-matching configuration (see Fig[2.1). In type-I SPDC, the signal
and idler photons have the same polarization, which is orthogonal to the pump po-
larization, whereas in type-II SPDC, the signal and idler photons have orthogonal

polarizations.

In type-0O SPDC, the pump, signal, and idler photons share the same polarization
state; however, inherent material dispersion often prevents natural phase matching

due to mismatched phase velocities of the interacting waves. Quasi-phase matching
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can be achieved by periodic poling, where the sign of the nonlinear susceptibility
tensor of the nonlinear crystal is spatially modulated at regular intervals, known
as the poling period [5} 6]. A common technique is electric field poling, where a
strong electric field is applied in a controlled pattern to induce periodic ferroelectric
domain reversals. The periodic inversion compensates for the phase mismatch by
effectively resetting the relative phase between the pump and generated photons at
each poling period, thereby sustaining constructive interference over extended inter-
action lengths. The poling period is precisely engineered based on the wavelengths
of the pump, signal, and idler photons, as well as the material’s refractive indices,

to satisfy the quasi-phase matching condition,
Ak = k3 —ky — ko —2mm/A, (2.7)

where m is an integer and A is the poling period. Materials commonly subjected
to periodic poling include LN and KTP due to their robust nonlinear properties and

amenability to domain inversion.

Early demonstrations of photon-pair generation via type-I SPDC were crucial for
fundamental tests of nonlocality [7] and two-photon interference [8]. Subsequent
refinements in crystal growth, pump laser design, and alignment precision led to
the development of sources with higher brightness and narrow bandwidths for
practical implementations, with extensive investigation into type-II SPDC sources
due to their intrinsically high-contrast polarization entanglement and convenient
post-selection methods for measuring polarization correlations [4]]. These advances,
along with improvements in crystal purity, pump stability, and collection optics,
fueled applications in entanglement-based quantum communication, culminating in
demonstrations of entanglement distribution over fiber networks exceeding 10 km
[9,10] and paved the way for more complex multi-photon entanglement experiments
[11]]. In parallel, the advent of quasi-phase matching in periodically poled lithium
niobate (PPLN) and potassium titanyl phosphate (PPKTP) led to a wide adoption
of type-0 SPDC sources [ 10, |12]], enabling higher nonlinear conversion efficiencies,
flexible wavelength control, and compact waveguide implementations critical for

integrated quantum networking architectures [, |6].

Spectral Purity A typical joint spectral intensity for a type-II SPDC process is
shown in Fig. illustrating the broadband spectral correlations of photon pairs
emitted by SPDC. Type-II SPDC exhibits narrower bandwidths than type-0 or type-I

SPDC because orthogonal polarizations impose stricter phase matching constraints
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Figure 2.2: A typical joint spectral intensity for type-II SPDC for a pump photon at
775 nm, corresponding to signal and idler photons at telecom wavelengths centered
at 1550 nm. By taking the singular value decomposition, the JSI can be decomposed
into Schmidt modes (plotted) and associated eigenvalues {1,}, where A2 is the

probability of occupying the nth mode.

[4,[13]. The degree of spectral entanglement can be characterized by the Schmidt
decomposition of the two-photon state,

W) = ) N1 (2.8)
J

where [1) ; are the Schmidt coefficients with 3, ; 4; = 1and |j),, | /), are orthonormal
states of the signal and idler modes, respectively. The Schmidt decomposition can
be obtained by performing a singular value decomposition of the JSI (see Fig.
[2.T). The spectral purity of the photon pairs is quantified by the Schmidt number,
K=1/%; /15, which is the effective number of occupied eignemodes. The Schmidt
number is related to the purity P = 1/K of the source, where K = 1 corresponds to

signal and idler photons in a single spectral mode [|14].

In practical networking implementations, bright and spectrally pure sources of
photon pairs are needed for high-fidelity generation of single photons and entangled
states such as Bell states. Spectral filtering is commonly employed to effectively
isolate a single spectral mode and reduce multimode contributions. However, for
high degrees of spectral correlations, filtering will block the majority of generated
photon pairs, resulting in substantial photon loss and restricted pair production
rates [15]. Instead of filtering, spectral engineering techniques [16, 17, |18} |19, 20,
21] can be employed to engineer the joint spectrum of the source. For example,
in cavity-enhanced sources, optical cavities are used to enforce specific resonant

frequencies, thereby selectively enhancing the generation of photon pairs within a
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narrow spectral range and promoting single-mode operation [22]]. Alternatively,
multimode sources can be used for spectrally multiplexing to achieve high-rate
photon pair production and entanglement distribution. Fiber-coupled, broadband
type-0 SPDC sources at telecom wavelengths can be interfaced with commercial
division wave demultiplexers to distribute photon pairs over many channels in a
network [23]. Combining spectral engineering and multiplexing techniques can
enable high-rate sources of indistinguishable photons required for entanglement-

based protocols over long distances in advanced quantum networks.

2.2 Encoding quantum information
Photons can be used as carriers of quantum information in a number of degrees
of freedom (DOFs), in both discrete variable and continuous variable encodings of

quantum information.

Discrete variables

For discrete variable encodings of qubits, commonly used DOFs include polariza-
tion, time-energy, and orbital angular momentum, and time-of-arrival. Polarization
encoding is among the most widely used, where horizontal and vertical polarization
states define the computational basis. Polarization correlations of photon pairs, e.g.,
from type-II SPDC, are exploited to generate entangled states by taking advantage of
the orthogonally polarized photon pairs emitted into distinguishable spatial modes.
Energy-time encodings exploit the strong frequency correlations and time-energy
uncertainty intrinsic to SPDC, where the emission time of an idler photon is uncer-
tain but strongly correlated with the signal photon [24]. Orbital angular momentum
(OAM) encodings use spatial modes carrying quantized angular momentum, al-
lowing access to high-dimensional Hilbert spaces and offering greater information

capacity per photon [25].

An essential feature of quantum networks is the ability to distribute entanglement
across many distributed nodes over nominally long distances. An attractive ap-
proach is to leverage the commercial optical fiber infrastructure already developed
at telecom wavelengths for the deployment of large-scale quantum networks. For
this approach, qubits encoded in the time-of-arrival states (early |e) or late |€)) of
individual photons, or “time-bin qubits,” at telecom-band wavelengths are preferred
due to their ease of generation, low-loss propagation, and robustness to phase noise

and polarization drift in over long-distances in optical fibers [26].
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Figure 2.3: Generation of time-bin qubits at telecom wavelengths with commercially
available fiber-optic components. a) Strong pulses of coherent light from a mode-
locked laser are attenuated down to the single photon level by a variable optical
attenuator (VOA). The weak pulses are inserted into an path-length-imbalanced
interferometer, which defines early (E) and late (L) time-bins corresponding a photon
passing through the short and long path, respectively. A photon at the output of
the interferometer is in a coherent superposition of early and late time-of-arrival
states. b) Early and late pulses are carved out from a continuous wave (CW) laser
by an intensity modulator (IM), which is programmed by an arbitrary waveform
generator (AWGQG) to define the early and late time-bins. The strong pulses are
frequency-doubled by a second harmonic generator (SHG) to serve as pump light for
spontaneous parametric down-conversion (SPDC), which produces pairs of single
photons at telecom wavelength in an approximate Bell state. Quantum states are
post-selected by a single-photon detector (SPD) that measures its time-of-arrival

state.
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Time-bin qubits Time-bin qubits are generated by preparing single photons in a
coherent superposition of pulses separated by a fixed time delay, defining “early”” and
“late” temporal modes. By setting the temporal separation of the pulses much shorter
than the coherence time of the channel, the relative phase between the two time-bins
remains stable over long-distance fiber transmission, preserving quantum coherence.
The computational (Z) basis (|e), |I)) is defined by preparing a single photon in an
early (“e”) or late (“/”) time bin. A qubit in the X basis, |+) = %ﬂe} + |[)), or
Y basis, |+) = %(
path-imbalanced interferometer, where the time delay between the short and long

le) +i|l)), can be prepared by sending a single photon to a

paths inside the interferometer sets the temporal separation of the time bins (see Fig.
[2.3R). The state of a photon at one of the outputs of the interferometers is described
by (|e) + €' |I))/V2, where ¢ is controlled by the interferometric phase shifter.

Deterministic and on-demand generation of pure single photons is a ongoing ex-
perimental challenge [27]]. Due to ease of generation, a common approach is to

approximate a single photons as a weak coherent state,

_ -le?/2 N _ -lal?/2 2 2
a)=-e n)y=-e 0)+all)+0(la])), al” < 1,
@) ;:0\@') (10) +a [1) + O(lal7)), |e|
(2.9)

where the subscript e (/) denotes the early (late) temporal mode, |n) is the photon
number state of n photons, and |e|? is the mean photon number. Single photons
in confined temporal modes can be prepared by attenuating a series of laser pulses
down the single-photon level. Each pulse defines a time bin within its clock cycle,
which is set by the repetition rate of the laser. The preparation of a photon in
the early or late time-bin is performed by changing the timing of the pulse within
its clock cycle, for instance using a variable optical delay line. Since |a|> < 1
in order to suppress multiphoton events (n > 2), the weak coherent pulses are
primarily in the vacuum state. Quantum information protocols based on time-bin
qubits are typically performed using prepare-and-measure schemes conditioned on
single-photon detection, where quantum states are post-selected by single-photon

detectors that measure the time-of-arrival states of the qubits.

Single photons can also be heralded from a pair source, where a signal photon is
“heralded” by the detection of an idler photon (see Sec. [2.4). The output state of
a photon pair produced by SPDC in a single temporal mode is described by the
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two-mode squeezed vacuum state (TMSV),

[TMSV) = 3 (-1)"\[ sy I 2.10)
n=0

~ 10); 100, + VA 1), +O(k) < 1. 2.11)

Time-bin entangled states can be generated by pumping a photon pair source with
a pair of strong pulses in early and late time bins (see Fig. [2.3p). The output state
is described by the product state of a two-mode squeezed vacuum state (TMSV) in

the early and late temporal modes,

ITMSV), ® [TMSV); ~ T = 2110) + \2u |®*) + O(n), p <1, (2.12)

where |0) is the vacuum state, u is the mean photon number, and

o+ = %(Ieh e + 100, 11%)

is a Bell state of signal (s) and idler (i) photons in the time-bin qubit basis. In
Eq. higher order terms of O(u) correspond to multiphoton states, where
1 < 1 suppresses the probability of multiphoton events (see Sec. [2.4). A Bell
state can be post-selected by conditioning on the coincident detection of signal and
idler photons in either the early or late time-bin at spatially separated single-photon
detectors. With photon pairs generated by type-II SPDC, for instance, Bell states
can be conveniently distributed to different nodes in a network using a polarizing

beamsplitter to separate signal and idler photons in orthogonal polarization states.

Continuous variables

For continuous variable protocols, quantum information is encoded in continuous
DOFs, such as the amplitude and phase of the electromagnetic field quadratures, Q
and P. The Hamiltonian density () of an electromagnetic field can be expressed

in terms of the O and P quadratures as,

1, . A L i(a-a") L (a+ah)
;l:_Pz 2 R P: , =
o) V2 ¢ V2

where d and @ are the pair of bosonic annhiliation and creation operators satisfying

(2.13)

[af, a] = 1, such that [Q, P] = i. Quantum states can be described as a function of
the quadrature observables Q and P in phase space by the Wigner quasiprobability
distribution, W(Q, P). Gaussian states of light, characterized by Gaussian Wigner

distributions, are commonly used as carriers of CV information due to their ease of
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generation. The Wigner distributions of Gaussian states such as vacuum, coherent,
and squeezed states are illustrated in Fig. [2.4] where the widths of the distributions
are constrained by the Heisenberg uncertainty principle, AQAP > 1/4. Vacuum and
coherent states are represented by symmetric Gaussian distributions in phase space
that saturate the uncertainty principle with AQ> = AP? = 1/2. Squeezed states are
represented by ellipical Gaussian distributions in phase space characterized by a
“squeezed” quadrature (Q) and “antisqueezed” quadrature (P), where the squeezed
quadrature exhibits an uncertainty below (AQ? < 1/2) and the antisqueezed quadra-
ture exhibits an uncertainty above (AP? > 1/2) the vacuum quadrature uncertainty.

Figure 2.4: Wigner quasiprobability distribution W(Q, P) for a) the vacuum state,
b) a coherent state with @ = 2.5 and 6 = /4, c¢) a squeezed vacuum state with r = 1,

where Q is the squeezed quadrature and P is the antisqueezed quadrature.

Squeezing Squeezed states form an essential resource for many CV quantum pro-
tocols, including sub-shot noise sensing, CV quantum teleportation, and measurement-
based quantum computing. Mathematically, squeezed states can be described by

the action of the squeezing operator, S 1(r), on the vacuum state, [28]],

X ra? — reat?
$1(110) = exp(#) 0). @14

where the squeezing parameter r determines the amount of squeezing and @ and 47
are the bosonic ladder operators satisfying [d", @] = 1. The action of the squeezing

operator can be modeled as the evolution of the vacuum state under the Hamiltonian,

A, = iha(ré® - r*a™)/2, (2.15)
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with time 7 = r/a such that S (r) = exp(—iI:I 12/h). In the Heisenberg picture, the

ladder operators evolve as,

da i _a
= = 2[A1.d] = ~ad’ (2.16)
daf 2N
= 2lf.a"] = e (2.17)
After evolution over a time 7 = r/a, the ladder operators are transformed as,
a(r) = a(0)coshr — dT(O) sinhr, (2.18)
dT(r) = dT(O) coshr — a(0) sinhr, (2.19)

referred to as a Bogoliubov transformation. The quadrature operators are trans-

formed as,
O(r) = @(a(r) +a'(r)) = 0(0)e™, (2.20)
P(r) = T(a(r) —a'(r)) = P(0)e", (2.21)

which corresponds to squeezing of Q by a factor of e~ and antisqueezing of P by a

factor of e”.

The state generated by S; in Eq. is a single mode squeezed vacuum (SMSV)
state,

[SMSV) = $1(r) 0) = Z( D"y /W [2n) (222)

~10) - VEI)+O0(). p<1 (2.23)

where u = (a"(r)a(r)) = sinh?(r) is the mean photon number. The two-mode
squeezed vacuum state (TMSV) is generated by the action of the squeezing operator

§2(r) on the vacuum state,

fon o watat
ITMSV) = $,(r) [0) = exp(mlaz 2r a1a2) 10) | (2.24)
Z . / )M n) |n), (2.25)

0 10) = VEIN I +0(),  p<1, (226)

which is expanded in the Fock basis in Eq. “ The squeezing operator S (r) has
the associated Hamiltonian H» = ifia(rdd, — r”‘aT T) /2, which corresponds to the
SPDC interaction Hamiltonian in Eq. 2.3]
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Squeezed states of light can be prepared experimentally by nonlinear optical pro-
cesses such as SPDC and SFWM. SMSV states can be produced by degenerate
SPDC with collinear phase matching, for instance using a type-0 SPDC source, and
TMSYV states can be produced by non-degenerate SPDC, for instance using a type-I
or type-II SPDC source. The experimental generation of single-mode squeezed
light at telecom wavelength using commerically-available, fiber-coupled compo-
nents is illustrated in Fig. [2.5p. To extract information encoded in the quadratures,
quadrature measurements are typically performed using balanced homodyne detec-
tion (BHD) [29, [30]. In homodyne detection, a weak signal field (@) is interfered
with a strong local oscillator (b) at a 50:50 beamsplitter, and the light from each

output,
s Lo
¢ = 6(61 +b), (2.27)
d= i(a - b), (2.28)

V2

is detected by a photodiode (PD). The current from each photodiode is proportional

to the mean photon number of the incident light,

0y o (&6 = (atay + (a'b) er (bTa)y + (bTb>’ (2.29)
(La) o (d'd) = (a'a) - (a'b) ; (b'a) + (bo'0) (2.30)

The photodiodes are in a balanced configuration where the photocurrents are sub-

tracted, resulting in an output current proportional to the quadrature of the signal

field,

(b'a) +(a'h)
V2

where Q(0) = (de +a%e™)/V2. The approximation is taken in the limit of a strong

~ |BIKO(0)), 2.31)

<ic - ld) x

local oscillator in a coherent state |3), using the substitution b — |B|e’® where 6 is
the relative phase of the signal and local oscillator. States of the signal field can be
probed in phase space by sweeping the phase of the local oscillator, where setting
6 =0 and 6 = 7r/2 corresponds to projections onto Q and P, respectively. The state
of the signal field can reconstructed by measuring the BHD output with a signal
analyzer and acquiring quadrature statistics over various phases from 6 = [0, 2] to
form a tomographically complete set of measurements. An simulation of quadrature

statistics for a squeezed vacuum state measured using an oscilloscope over various
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phases is shown in Fig. 2.5b. The amount of squeezing can be characterized by
comparing the measured quadrature variance of the squeezed state to that of the
vacuum state. For a squeezed vacuum state, the quadrature mean is (Qg) = 0, and

the quadrature variance is,

A 1
(AQ%) = = (e cos? 6 + % sin* 6). (2.32)
2
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Figure 2.5: Generation of single-mode squeezed vacuum light at telecom wavelength
with fiber-coupled components. a) Experimental setup. b)-d) Numerical simulation
of quadrature statistics obtained from time-domain analyzer for a linear phase ramp
applied to the LO. b) Quadrature samples as a function of time (phase) for a vacuum
state (orange) and a squeezed vacuum state with a squeezing parameter of r = 1
and measurement efficiency of n = 0.8 (blue). ¢) Sample means and d) normalized
sample variances as a function of time. The sample variances are normalized to
the mean of the vacuum sample variances. The solid lines in c) and d) are the

corresponding analytic predictions for the quadrature means and variances.

2.3 Detectors
Single-photon detectors

Quantum networks rely on high-fidelity single-photon detectors for state prepara-

tion and measurement. An optimal single-photon detector for quantum networking
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Figure 2.6: Photon-number-resolving superconducting nanowire detector. a) Opti-
cal micrograph of differential single-pixel superconducting nanowire single-photon
detector’] b) Bottom: Measurement of RF readout pulses from impedance-matched
tapered nanowire with oscilloscope in persistent mode. Photon number is encoded
in the amplitude and slew rate of RF pulses. RF pulses are readout to a time-tagger
with a constant voltage discriminator, where the variation in slew rate results in a
variation of the registered time-tag. Top: Distribution of time-tags relative to a
clock signal. Higher photon numbers correspond to higher slew rates and lower
time-delays relative to the clock. Distinct Gaussian distributions of time-tags cor-

responding to photon number events are resolved up to 5 photons.

“Reprinted figure with permission from M. Colangelo, B. Korzh, J.P. Allmaras, A.D. Beyer,
A.S. Mueller, R.M. Briggs, B. Bumble, M. Runyan, M.J. Stevens, A.N. McCaughan, and D.
Zhu, “Impedance-matched differential superconducting nanowire detectors.” Physical Review Ap-
plied, 19(4), p.044093. 2023. DOI: https://doi.org/10.1103/PhysRevApplied. 19.044093.
Copyright 2025 by the American Physical Society.


https://doi.org/10.1103/PhysRevApplied.19.044093

20

would couple unity efficiency with gigahertz-rate operation, picosecond timing jit-
ter, negligible dark counts, and the ability to discriminate large photon numbers with
high fidelity at telecom wavelengths [31, 32]]. Transition-edge sensors [33] 34} (35,
36,[37|] and MKIDs [38},39] offer inherent photon-number-resolving (PNR) capabil-
ity with high efficiency and low dark count rates, but their kilohertz-scale speeds and
sub-Kelvin cooling conflict with the multi-gigahertz clock rates and field-deployable
cryocoolers envisioned for regional links. Superconducting nanowire single-photon
detectors (SNSPDs) are the leading detectors at telecom wavelengths, with up to
98% system efficiency [40]], ultra low dark counts in the milli- to micro-hertz
range [41], count rates > 100 MHz per nanowire [42], sub-3ps timing jitter [43]],
and nanosecond reset times [44] demonstrated in the literature (see Fig. [2.6). In
an SNSPD, a photon absorbed by a superconducting nanowire generates a time-
dependent resistive hotspot, which results in a readout pulse at RF. SNSPDs are
routinely used for quantum communication and already meet the speed, jitter, and
operating-temperature targets for quantum networking; substantial efforts are un-
derway to add PNR functionality to SNSPDs to complete the optimal detector

performance set.

Recent progress in PNR SNSPDs follows two complementary paths. Microwave-
engineered single pixel detectors use on-chip impedance-matching tapers to enhance
the detector’s signal-to-noise ratio so that the RF output pulse varies with photon
number [45]], allowing for the discrimination of up to five photons with an individ-
ual nanowire [46] while preserving picosecond-level timing and high count rates
(see Fig. 15). Photon number can be extracted from the output pulse amplitude
[47, 45, /48] or slew-rate [49] variation. The latter approach requires only a con-
stant threshold voltage discriminator [27], which suitable for real-time readout with
commercial time-taggers for scalable networking. A differential readout architec-
ture optimizes the design of impedance-matched devices by canceling geometric
delay-line contributions to the jitter, enabling low-jitter and large active area single
pixel detectors with PNR capabilities [47]. Alternatively, quasi- photon number
resolution can be achieved by spatial [50, 51, 52] or temporal [53}|54]] multiplexing
of detectors without requiring intrinsic PNR per pixel. To resolve photon number
with high fidelity, the number of spati<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>