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ABSTRACT

Ground-aerial robots can extend endurance, versatility, and robustness by combin-
ing wheeled motion with flight, yet many flying-rolling robot designs add actuators
that increase weight and reduce efficiency. Morphobots mitigate this by using multi-
purpose actuators and body shape change to switch modes on the ground, but un-
predictable vehicle-ground interactions can be an obstacle to robust operation. This
dissertation develops the Aerially Transforming Morphobot (ATMO), a quadcopter
that reconfigures in flight to land on wheels, enabling reliable air-ground transi-
tions, mode switching without the hindrances of ground-morphing, and improved
agility. We present ATMO’s design and performance characterization, analyze its
dynamics—revealing transformation-induced couplings incompatible with standard
quadcopter control—and introduce a model-predictive control framework that stabi-
lizes ATMO through aerial transformation to execute dynamic transitions. We then
compare this approach with a learning-based controller that uses deep reinforcement
learning for end-to-end morpho-transition, validating both experimentally. Finally,
we revisit ATMO’s design using aerodynamic principles to expand morphing flight
through wake vectoring, showing that passive structures in the rotor wake substan-
tially increase available thrust authority. Overall, we demonstrate that aerial shape
change improves agility and reliability, highlighting a new direction for research in

ground-aerial robotics.
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PREFACE

In a world where Artificial Intelligence (AI) has fundamentally changed how we ob-
tain information, write software, or solve scientific problems, collective imagination
is captivated by what’s next. Can the magic of Al be brought into the physical realm?
Robotics and the sciences surrounding it are ideally poised to answer this question.
A world populated by safe, autonomous robots holds the potential to fundamentally
revolutionize society, removing the need for humans to perform laborious tasks,
vastly multiplying industrial productivity, improving care for the sick or elderly, and

transporting goods and people with higher efficiency.

Investment in humanoid robotics has accelerated, and, coupled with progress to-
ward general-purpose embodied intelligence, promises substantial impact. At the
same time, form should match function: not every task benefits from human-like
morphology, and there is significant room for purpose-built autonomous systems

that interact with the physical world in ways humans cannot.

Take drones, for example—these systems deliver substantial benefits due to their
ability to navigate the airspace, reach and manipulate objects at great heights, and
take off and land in severely constrained environments. Drones are already delivering
real impact for advanced delivery systems and disaster response operations, as
well as surveying, gathering, and distributing critical environmental information.
However, flying robots remain limited by energy requirements, payload capacity,
and manipulation and maneuvering capabilities that are still in their infancy. There
are clearly important gains to be made in the design of flying robotic systems, as well
as in the algorithms that enable useful physical interaction while ensuring safety

near humans.

Addressing these limitations calls for robotic platforms that offload long-duration
work to an energetically frugal ground mode while reserving flight for access,
surveillance, and repositioning. Ground-aerial robots embody exactly this division
of labor and are therefore well poised to increase the reliability and scope of au-
tonomous missions. In this thesis we establish a new class of ground-aerial robots
capable of aerial shape change and develop methods that leverage this shape change

to enhance air-ground mobility.



Chapter 1

INTRODUCTION

Figure 1.1: From the first powered flight to flight on Mars : a selection of unmanned
aerial vehicles (UAVs) at different stages of their evolution. Top row: Samuel
Langley’s Aerodrome No. 5 (1896), The Bréguet-Richet Gyroplane (1907), The
Kettering Aerial Torpedo "Bug" (1917). Bottom row: Yamaha R-50 (1987), DJI
Phantom 1 (2013), NASA Mars Ingenuity Helicopter (2021).

1.1 Aerial Robotics: From Early Pioneers to Powered Flight on Mars

The Wright brothers’ 1903 Flyer is rightly celebrated as the first manned, powered,
heavier-than-air flight, marking the birth of modern aviation. Less widely noted is
that unpiloted powered flight preceded this milestone: in 1896 Samuel Langley’s
Aerodrome No. 5 flew successfully [I]—seven years earlier. Powered by a compact
steam engine driving two forward-facing propellers, the Aerodrome was launched
from a catapult and flew without in-flight control, relying on its airframe configura-
tion and a negative dihedral angle—modeled after the soaring of birds—for passive
stability. Viewed through a robotics lens, this flying machine is a credible antecedent
of the modern aerial robot, “a system capable of sustained flight with no direct hu-
man control and able to perform a specific task” [2]. Although the vocabulary of

robotics would only emerge in the early twentieth century, the ambition to build



self-regulating flying machines was already clear.

Building on the early explorations of flying machines, rotorcraft experiments were
a natural next step. The Bréguet—Richet Gyroplane (1907) adopted a quad-rotor
arrangement with counter-rotating propellers to balance the drag torque. Although
stabilization and closed-loop control were still nascent, it demonstrated the feasibility
of heavier-than-air lift by powered rotors, and can thus be credited as the precursor
of modern quadcopter technology [3]]. In parallel, unmanned fixed-wing systems
were developed with operational aims in mind. World War I efforts such as the
Kettering “Bug” (1918) reframed unmanned flight as a repeatable, pre-programmed
procedure. The aircraft was launched from a track and stabilized by pneumatic and

electrical controls, to ultimately guide it toward a target [4].

Widespread industrial adoption of unmanned aerial vehicles arrived much later. An
early example was Yamaha’s R-50/RMAX unmanned helicopters, released in the
late 1980s—1990s. These were primarily used for agricultural spraying, surveying,
and monitoring, establishing durable civil use cases [5]. Two decades later, the DJI
Phantom (2013) was the first quadcopter that popularized the use of aerial robotics,
by offering a ready-to-fly quadcopter equipped with automatic control, GPS, and
camera capabilities—normalizing routine operation by non-experts and accelerating

research and commercial adoption [6), |7].

Taken together, these examples mark a path from experimentation by early pioneers
to routine civil use and widespread industrial adoption. In 2021, NASA/JPL’s
Ingenuity, extended this trajectory beyond Earth by achieving the remarkable feat
of powered, controlled flight on Mars [8]. This expedition demonstrated how
autonomy, propulsion systems, and mechanical design could be adapted to radically
different, and often unknown environments. The final tally; Ingenuity survived for

a total of seventy-two unpiloted flights on another planet.

This achievement inspires a continued effort in developing robotic systems with
improved autonomy, endurance, and robustness. Here on Earth, terrestrial missions
often demand capabilities that flight alone cannot supply—endurance over long
traverses, safe operation near people and infrastructure, and reliable interaction with
the ground. Indeed, predictions on the future of autonomous robotic systems point
to the fact that many challenges facing today’s autonomous systems may be relieved
if we combine aerial and terrestrial capabilities [9, |10]. In the next section, we
turn to the development of ground-aerial robotic systems, systems that leverage both

modes of locomotion to broaden their operational envelope beyond single-mode



flight.

1.2 Ground-Aerial Robotics

Ground aerial robotic systems are ideally poised to increase the reliability and scope
of autonomous robotic missions. Whilst robots specially adapted to single locomo-
tion types like quadcopters or legged robots may achieve excellent performance in
their respective domains, they suffer from fundamental disadvantages. Aerial robots
face important limitations due to battery life and payload capacity, whilst ground
robots have limited ability to explore the aerial domain. Combining ground and
aerial locomotion modes thus promises to deliver increased versatility, helping to
transform applications such as last mile delivery [11} 12] or space exploration [/13,
14].

The Benefit of Wheeled Locomotion

One way of achieving ground locomotion is by using wheels or rolling. Wheeled
robots benefit from a low amount of energy consumed per unit distance traveled.
This property, otherwise known as a low cost of transport [15]], makes them ideal

candidates for missions requiring long endurance.

Figure 1.2 shows theoretical estimates indicating that the overall range of a wheeled
vehicle can be as much as ten times greater than an equivalent flying vehicle. As
the fraction of time spent in flight grows, the benefit declines. For example, when
spending 10% of time in flight, the maximum improvement in range is just below
six times. A vehicle that spends 30% of time in flight sees an improvement in
range between two and three times, depending on the ground speed. Although these
estimates rely on simplified forward-flight and rolling-resistance models (detailed
in Appendix A), similar estimates of the benefit of wheeled locomotion have been
obtained experimentally [16]. Since wheeled-locomotion control is also much
simpler than other locomotion types, for example walking or crawling, robots that
combine flying and wheeled ground motion are becoming increasingly relevant to

applications requiring long-endurance robotic autonomy.

Flying-Driving/Rolling Robots

These benefits have motivated researchers to develop novel flying-driving robot
designs, varied in both their form factor as well as the choice of propulsion and
actuation. The main challenge from a design point of view is finding how to

effectively combine wheels and propellers into one economical and low-weight
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Figure 1.2: Range improvement when using bi-modal ground aerial locomotion
compared to single-mode flight. The improvement in range, 7 (vg; @), is plotted as
a function of the ground driving speed v, for a few representative a values, i.e. the
proportion of total time spent on the ground. In flight, the robot is assumed to fly at
the speed that minimizes the cost of transport. The model uses parameters like mass,
rotor diameter, number of rotors, and drag coeflicient that are representative of the
Aerially Transforming Morphobot presented in Chapter 2. For a full derivation the
reader is referred to Appendix A.

package. A common approach found in the literature is to use passive wheels and
achieve rolling by spinning the propellers when on the ground [20, 21, 22} 23]]. In
this method, the thrust generated by the propellers is used both for flight, and to
initiate and sustain rolling when on the ground. This relieves the need for separate
actuators for the wheels, but the use of the power-intensive propellers for both modes

of locomotion reduces the overall energetic efficiency and practicality.

Another approach is to use actively driven wheels that are added onto the robot
chassis [24, 25, 26]]. Using specialized motors for driving increases the performance
of ground locomotion, but can also increase the weight and overall form factor of
the design, straining the propulsion system. In some cases, to reduce the weight of

the wheels while protecting the propellers, spherical, motor-driven cages are placed



Figure 1.3: A selection of bi-modal flying-driving robots. Left column: Cages
around propulsion to achieve driving. Drivocopter with actively driven wheels [17],
HyTaQ which uses propellers for ground locomotion and flight [16]. Right column:
Multi Modal Mobility Morphobot which uses shape change to achieve driving and
flying Aerially Transforming Morphobot—the platform presented in this thesis
which uses aerial shape change to enhance multi-modal mobility [[19].

around the propellers, enabling effective flight and ground mobility with minimal
added structure 27]. However, the spherical cage design increases the system
volume and may be impractical in scenarios when a solid wheel may be needed, e.g.
when driving over rough terrain. Some representative samples of flying-driving

robot designs are depicted in the first column of Figure 1.3.

Morphobots and Shape Change

Most of the ground-aerial robots described above have relied on the use of redundant
actuation. Other than the flying-driving robots that use the thrusters for both flight
and driving locomotion, these designs employ multiple actuators that can perform
one function only. However, these types of redundant robot designs often result
in using more actuators and components than strictly necessary, increasing system

weight and cost. A competing philosophy strives to reuse the same structural and
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actuation elements through shape change to generate different locomotion modes
while reducing system weight and complexity [28,|18]]. These robot designs, termed
Morphobots, are generally thought to enhance the efficiency of mobile autonomous

robots faced with changing, unstructured environments [29, 30, 31, 32, 33].

Recent work showed that using multi-functional appendages combined with body
shape change resulted in increased locomotion plasticity—the ability of a single
robot to reconfigure and re-purpose the same appendages to realize multiple distinct
mobility modes [[18]. The Morphobot used to demonstrate this, named M4 and
depicted in Figure 1.3, incorporates propellers into wheels and uses servo motors
with a pre-programmed joint-space sequence to enable switching between flying
and driving modes. This dual actuator design results in weight and volume savings
while the free motion of the wheel-thruster actuator enables simultaneous posture
manipulation and thrust vectoring. This opens up new possibilities such as using
thrust force from the propellers to increase the traction force when driving up steep

inclines, or helping to balance when standing up on two wheels.

1.3 Aerial Transformation: Potential and Challenges

A key challenge for flying—driving Morphobots such as M4 is that mode switching
has to occur on the ground, where vehicle—ground interactions are unpredictable and
sometimes prohibitive. For example, debris or rough terrain can jam or overload
appendages, preventing reconfiguration. Enabling transformation mid-air sidesteps
these constraints: the robot can switch modes before touchdown, safeguarding
critical actuators and yielding smoother, faster transitions. More broadly, aerial
shape change can be used to pass through narrow openings or to deliberately alter
control effectiveness, increasing agility and reducing maneuver time [34]]. These
capabilities are directly relevant to speed and precision-critical settings—f{rom drone
racing [35] to time-sensitive disaster response—and point to significant untapped

potential for aerial transformation.

Despite these advantages, aerial transformation in Morphobots remains relatively
underexplored. Recent work has shown quadcopters squeezing through narrow
gaps [34, |36, 37, 38|], perching to extend endurance [39, 40, 41], and exploiting
morphology to tolerate actuator failures [42, 43], yet turning these demonstrations
into a routine capability is nontrivial. During reconfiguration, mass distribution
and inertias change, thrust vectors shift, and aerodynamic effects occur. Thus,

the performance of controllers premised on a fixed geometry deteriorates; meeting
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mission requirements, such as maintaining precise hover while morphing, demands
morphology-aware control. In practice this is less a matter of tuning and more of a

complete redesign of the control stack.

Control Algorithms

The control problem in aerial transformation splits roughly into two regimes: (i) “in-
plane” morphing, where thrusters move within the plane orthogonal to their thrust
directions, and (ii) “out-of-plane” tilt, where thrust vectors depart from the body z-
axis and induce strong cross-couplings. Both regimes must cope with shifting mass
properties and wrench mappings during reconfiguration, but they place different

demands on the control stack.

For in-plane reconfiguration, significant progress has been made on quadrotors that
laterally reposition or pivot their thrusters to squeeze through gaps or to tune agility
and efficiency. A feedback-linearizing, LQR body-rate controller was proposed in
[38]] where gains were adapted online to account for morphology-induced changes
in center of gravity and inertia; desired torques and collective thrust are then mapped
to actuator commands via a control-allocation matrix that depends on the instanta-
neous thruster angles. This structure integrates cleanly with the classical cascaded
attitude and position loops used on fixed-frame quadrotors. A competing line of
work employs adaptive body-rate control that updates parameters online to maintain

performance given geometry changes [44].

Fewer studies address out-of-plane tilt, where thrust is no longer aligned with the
body z-axis and standard cascaded PID architectures lose fidelity due to unmod-
eled lateral thrust components. In this domain, passively morphing designs that
use springs to fold and traverse small gaps demonstrate the feasibility of out-of-
plane geometries [36, 37]. However, sustained flight under out-of-plane tilt further
requires configuration-aware allocation and attitude control, a topic that remains

comparatively underdeveloped.

Finally, mode-transition control (e.g., flight-to-touchdown) introduces its own chal-
lenges. Proximity to the ground introduces ground-effect aerodynamics [45, 46,
477|] that reshape the thrust profile and can complicate autonomous landing. Several
approaches to mitigate this have been explored for quadcopters, including physics-
based modeling with feedforward/feedback compensation or learning-based strate-
gies that adapt to the changing flow field [48, |49, 50, 51]. Extending these ideas

to ground—aerial systems with richer posture control and mid-air reconfiguration



remains an opeén area.

1.4 Approach and Objectives

This thesis aims to develop the control methods, robot hardware, and design prin-
ciples that make aerial transformation a valuable tool for air—ground mobility. Our
ultimate goal is to enable novel ground-aerial robotic capabilities—switching modes
before touchdown, protecting actuators from uncertain ground contact, and delib-
erately modulating control effectiveness to improve agility and efficiency—while
deepening our understanding of the physical principles, control methods, and aero-

dynamics necessary to accomplish this.

Our approach is deeply rooted in experimentation. We design and build a Mor-
phobot specialized for mid-air reconfiguration, the Aerially Transforming Mor-
phobot (ATMO), which builds on previous robot designs but incorporates key
simplifications that facilitate aerial transformation. Centered around this robotic
platform we conduct two parallel investigations. On the one hand we investigate the
platform’s dynamics, characterizing and contrasting it to existing aerial robots such
as quadcopters, and push its limits by developing optimization and learning-based
controllers that account for the morphology-dependent dynamics. On the other
hand we scrutinize the robot design, and apply aerodynamic principles to expand
its feasible operating region and improve morphing flight efficiency. In both cases,
our major claims are supported by benchtop experimentation, physical simulation,

system integration testing, and full scale robot experiments.

Our objectives are: (1) develop and validate control strategies that enable morphing
flight and reliable air-ground transitions using morphing; (ii) quantify how mid-
air reconfiguration impacts agility while identifying practical regimes where it is
beneficial; (iii) establish the dynamics and aerodynamics of aerial morphing via
first-principles modeling, experimental load cell testing, flow visualization, and
computational studies; (iv) understand how fluid dynamics can be harnessed to

improve thrust recovery and control authority during aerial shape change.

Wherever possible we have released the tools developed in this thesis to the com-
munity via open-sourcing—facilitating reproduction and adoption of our work by

researchers making steps into the field of aerial transformation control.



1.5 Thesis Outline and Contributions

Chapter 2 presents the Aerially Transforming Morphobot (ATMO)—a novel flying-
driving Morphobot specially designed for mid-air transformation. The major design
choices, such as choice of morphing mechanism, electronics stack, and actuator
sizing for both morphing and wheel-drive systems are presented. The kinematics of
morphing are derived and the propulsion system is characterized experimentally. We
then investigate the aerodynamics of morpho-transition, or the act of transitioning
from flight to ground through a phase of mid-air shape change, using benchtop
load-cell measurements and qualitative flow visualization. These experiments show
that ground-proximity aerodynamics are altered substantially when propellers are
tilted, and that the four-rotor, inward-facing configuration used by ATMO exhibits

interaction effects that are not captured by standard ground-effect models.

Chapter 3 develops a first-principles dynamic model for a morphing quadcopter—
our modeling abstraction of ATMO. A near-hover linearization reveals a fundamen-
tal structural difference between the morphing quadcopter and the classical quad-
copter: out-of-plane morphing introduces coupling between translational states and
attitude (notably roll), invalidating standard separations exploited by off-the-shelf
cascaded quadcopter controllers. This analysis motivates a re-design of the control
architecture. The chapter also establishes the dynamic model of morphing flight

that is used by the controllers developed in subsequent chapters.

Building on these insights, Chapter 4 introduces a model predictive controller
(MPC) that stabilizes ATMO across three regimes: conventional quadcopter flight,
morphing flight, and morpho-transition. The controller employs a state and
configuration-dependent cost to account for the shifting control effectiveness as
the robot morphs and includes constraints that reflect actuator limits. A supervisory
logic coordinates the air-to-ground transition maneuver, where ATMO morphs near
the ground to land on wheels, using configuration and state thresholds informed
by the aerodynamic and dynamic analyses of Chapters 2 and 3. A set of experi-
ments demonstrates closed-loop stability and repeatable transitions, demonstrating

tracking performance without the need for inner tracking control loops.

Chapter 5 explores a complementary strategy based on deep reinforcement learning
(RL) for end-to-end control of morpho-transition. Leveraging a massively parallel
simulation environment and targeted domain randomization, we train policies that
transfer zero-shot to hardware for the transition task. A key practical component is

the explicit treatment of actuator dynamics and delays in training, which we contrast
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with the MPC design that achieves hardware transfer without an explicit delay
model due to its feedback structure. This study highlights which randomizations
and observation choices are most salient for successful transfer, providing guidelines

for sim-to-real transfer in learning-based aerial transformation control.

Chapter 6 revisits ATMO’s design and aims to address the central drawback of mid-
flight reconfiguration: tilting thrusters during flight results in reduced vertical thrust
and control authority. We develop a method that uses a passive deflecting surface
to redirect the rotor wake of the tilted thruster and to partially recover the thrust lost
during morphing. This concept is implemented using internal deflectors that are
integrated directly into the robot chassis and that intercept and redirect the rotor wake
downward, recovering momentum that would otherwise be wasted. This electronics-
free approach achieves up to 40% recovery of vertical thrust in configurations where
useful vertical force would otherwise be minimal, substantially extending hover
margin and maneuvering capability during transformation. We characterize the
effect experimentally and provide design guidelines such as the influence of the

deflector exit angle for application to related morphing platforms.

Finally, Chapter 7 develops a theoretical framework for aerial posture control aimed
at agility and time-critical maneuvers. Generalizing beyond ATMO’s single primary
morphing degree of freedom, we consider a morphing quadcopter model that can ro-
tate each arm with two degrees of freedom and study how deliberate posture changes
reshape control authority and maneuver time. We solve the minimum time trajec-
tory generation problem under this generalized dynamic model and demonstrate, in

simulation, how careful aerial posture control can reduce maneuver duration.
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Chapter 2

THE AERIALLY TRANSFORMING MORPHOBOT:
DESIGN AND AERODYNAMICS

This chapter incorporates material from the following publication:

Ioannis Mandralis et al. “ATMO: an aerially transforming morphobot for dy-
namic ground-aerial transition”. In: Communications Engineering 4.1 (Apr.
2025). 1ssN: 2731-3395. por: 10.1038/s44172-025-00413-6. URL:
http://dx.doi.org/10.1038/s44172-025-00413-6. (published).

The integration of ground and aerial locomotion into a single, dynamically trans-
forming robotic platform introduces substantial mechanical design challenges. Ad-
ditional actuation inevitably increases system weight and complexity, while careful
selection of transformation actuators is required to ensure reliable and sustained
operation. This chapter provides a detailed breakdown of the robot’s key subsys-
tems, as well as a characterization of performance, used for the development of
model-based controllers in subsequent chapters. We begin by outlining the major
design decisions behind the morphing mechanism, the wheel drive, and the onboard
electronics. The propulsion system is then described and characterized, and exper-
imentally obtained thrust and moment coeflicients for the selected motor—propeller
combination are reported. The chapter concludes with an investigation of the aero-
dynamics of the system when morphing near the ground. We present quantitative
data on how ground proximity and propeller tilting affect overall thrust production,
offering insight into how ground-effect aerodynamics are modulated by the robot’s

unique aerial configuration.

2.1 Robot Overview

The Aerially Transforming Morphobot (ATMO), depicted in Figure 2.1, was spe-
cially designed to achieve bi-modal flying and driving locomotion while solving the
problem of mid-air transformation and smooth transition between modes. Building
on the Multi-Modal Mobility Morphobot [18]], we substantially streamline the archi-
tecture: where the prior system uses eight posture-manipulation actuators, ATMO

achieves morphing with a single mechanism. This consolidation simplifies the state


https://doi.org/10.1038/s44172-025-00413-6
http://dx.doi.org/10.1038/s44172-025-00413-6
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Figure 2.1: Aerially Transforming Morphobot (ATMO) Overview. A picture of
ATMO in an outdoor environment in driving mode next to a schematic of the robot
capabilities.

machine and control architecture, reduces mass, and lowers potential failure points.

To enable both flight and ground locomotion with minimal hardware, we adopt
the wheel-thruster actuator introduced in [[18]], which integrates a propeller—motor
unit into a driven wheel. This dual-purpose actuator supplies thrust in the air and
wheeled motion on the ground, allowing ATMO to reconfigure between flying and
driving through transformation. In the aerial configuration, ATMO behaves as a
conventional quadrotor, commanding propeller speeds for thrust and attitude control;
in the ground configuration, the wheels are rotated to produce forward motion and

steering.

The final resultis a compact robot that weighs 5.5 kg (including the battery). It stands
16 cm tall and 65 cm wide in aerial configuration, and 33 cm tall and 30 cm wide
in ground configuration. The vehicle mass is kept low by fabricating the chassis,
arms, and wheel components from 2-mm carbon-fiber plates and 3D-printed parts.
A fiber-inlay process on a Markforged 3D printer with Onyx thermoplastic offers
an excellent strength-to-weight ratio and ease of use, enabling rapid prototyping
and fabrication. ATMO is equipped with an onboard computer running a custom
controller, as well as onboard sensors for state estimation and fusion. A video

overview of the robot’s capabilities is available here.


https://www.youtube.com/watch?v=5w7pl7xQGKM
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2.2 Morphing Mechanism

Figure 2.2: A closeup schematic of the morphing mechanism geometry and relevant
variables. (left) ATMO is shown in a morphed configuration in flight. Underneath,
the tilt actuator box is enlarged and the joints are labeled. The tilt mechanism is
actuated by two co-rotating bevel gears spun by a DC motor. The spinning causes
joint A to translate on the O A axis, inducing mechanism motion. (right) The right
half of the symmetric mechanism is shown with all the joints labeled as well as joint
E which represents the center of rotation of the propeller. The path taken by joint E
as joint A moves from bottom to top is traced in blue. The key kinematics parameter
is the tilt angle ¢ which varies from ¢ = 0 in flight configuration to ¢ = 5 in drive
configuration. 6 is an internal angle of the mechanism and x is the displacement of
A with respect to O.

The morphing mechanism, depicted in Figure 2.2, dynamically controls the tilt an-
gle ¢ of four wheel-thruster pairs using a single motor. It works using a closed-loop
kinematic linkage actuated by a motor that rotates a central power screw. This rota-
tion results in linear motion of joint A which is then converted to rotational motion

of joints B, C, D, and E—tilting the four wheel-thruster actuators simultaneously.

The power screw is of length 100 mm and made of stainless steel with lead / = 8 mm
per revolution (i.e. total linear distance traveled by the nut due to one rotation), outer
diameter d = 8 mm, and pitch p = 2 mm. The nut which rotates on the power screw
is made of brass, leading to a friction coefficient of approximately f = 0.4 between
the brass and the steel surfaces. Links AB, BC, and CD are machined from stainless
steel. The power screw is fit with a bevel gear which attaches to the shaft using a
set screw and rotated by an identical bevel gear attached to the motor shaft. The

point D can rotate freely due to two ball bearings attached to each side of the robot
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chassis which enable rotational motion.

By virtue of the properties of the power screw mechanism, the posture of the robot
locks in place even when the tilt motor is not being actuated. This allows ATMO to fly
in morphed configurations without actively providing power to the motor—reducing
the overall power draw of the system and improving battery life and range. The self-
locking property also protects the system from the possibility of mid-flight actuator
failure, which could result in sudden loss of desired posture. Overall, using a single
actuator to control the body shape change, results in a simple mechanical system
with few failure points, while the symmetric and simultaneous tilting simplifies the
aerial transformation control problem and limits synchronization issues between

either side of the robot.

Kinematics
Using knowledge of the position of the pivot point D relative to the mechanism
origin O, the kinematics of the closed loop linkage are computed by solving the

following system for 6, ¢ as a function of the linear displacement of the first link

x = [|OA]],
D h 6 d
o IS 1 P bRt el @.1)
D, X sinf —sing| |(d
where 6 is an internal mechanism angle, ¢ is the tilt angle, and & = ||AB||, d| =

||BC||, and d, = ||CD]|| are the mechanism link lengths as depicted in Figure 2.2.
The numerical values of the parameters of the morphing mechanism are given in
Table 2.1.

h | 1.6cm
di | 5.2cm
dr | 4.6 cm
D, | 6.8cm
Dy | 5.1cm

Table 2.1: Kinematic parameters of morphing mechanism.

The kinematic equations were validated using a DC motor with an encoder to
rotate the power screw in discrete rotation bouts and measuring the angle ¢ using
an electronic angle gauge. The number of encoder counts of the motor, which
produced n, = 1632.67 counts per revolution, were recorded using an Arduino
micro-controller. The kinematic equations were also solved numerically for the tilt

angle (¢), using the relationship x = /N, where N is the number of revolutions of the
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power screw, and [ = 8 mm is the power screw lead value. The tilt angle was then
plotted against the number of encoder counts, n, using the conversion n = n,N. The
analytical prediction of the angle is compared against measured tilt angle values at
various encoder counts and shown in Figure 2.3. The good agreement validates the

kinematic equations of motion.
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Figure 2.3: Validation of kinematic equations against encoder data and ground
truth angle measurements. An experimental validation of the closed loop kinematic
equations which predict the tilt angle ¢ (in solid black) against the number of encoder
counts of the actual motor (blue markers).

The validated kinematic equations were used to obtain the transformation speed as
a function of the motor rotational speed, w. Implicitly differentiating Equation (2.1)
and solving for ¢ yields

B lwsin @
~||CD||sin(8 + ¢)’

¢ (2.2)

where x = [w.

Motor Selection

To select the motor which spins the power screw, we must consider the amount
of torque needed to rotate the screw when the mechanism is under external load.
For motor sizing, we consider the worst case scenario where all four thrusters are

producing the maximum thrust 7;,,x. The external load from the thrusters produces
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Figure 2.4: Free body diagram of symmetric half of morphing mechanism.

a force of magnitude F on the central joint A, which is directly related to the torque

required to actuate the mechanism using power screw theory [52]].

To compute the loading force F, a free body analysis of the symmetric half of the
mechanism is performed. As can be seen in Figure 2.4, two external forces act on
link CDE: the force of two thrusters at maximum thrust 27},,,, and the weight of the
arm mgmg, Which is assumed to be concentrated at point E. These external loads
result in a reaction force F), at joint B. Assuming all links are in static equilibrium,

a balance of moments on link CDE around the pivot point D yields

DE
>itm= u(szax — Mamg €08 @) — (Fy cos ¢ + Fysing) = 0. (2.3)
CDE [|CD|

The moment balance on link BC around joint B further relates F, and F:

> 78 =||BC||(Fycos 6 — Fysinf) =0 (2.4)
BC
= F, = F, tan§. (2.5

Combining Equations (2.5) and (2.3) allows the total vertical force acting on link A

to be expressed in terms of ¢, 6, Thax, || DE||, ||CD|| and myem

F= 2||DE|| (2T max) tan @ — myrmg COS @
[|ICD| tan 6 cos ¢ + sin ¢ '

(2.6)

To get the total axial loading force F we have used the fact that each half of the
morphing mechanism contributes a force F), to the joint A i.e. F = 2F,. Taking
into account a friction coefficient of f = 0.40, the screw lead [ = 8 mm, the outer
diameter d = 8 mm, and pitch p =2 mm, i.e. d,, = d — p/2 =7 mm, and ignoring

the small frictional force caused by the rotation of the power screw in the bearings,
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the torque 7 required to raise link A against the external load predicted by power

screw theory is

TR = 2.7)

Fdy (nfdp +1
2 \ndn,+ 71"

Likewise, to lower link A in the same direction as the external load F, the torque 71,

is

— (’de’" - 1) : (2.8)

2 \7dy + fl

These two torques are plotted as functions of the tilt angle ¢ in Figure 2.5, using
Tnax = 2.9 kg, mam = 1.537 kg, g = 9.81 ms™2, ||DE||= 13.67 cm, and ||CD||=
4.60 cm. To remove the dependency of F on 6, the latter was expressed as a function

of ¢ by rearranging Equation (2.1):

Dy — h —cos ¢d,

6 = arccos
di

(2.9)

Our analysis shows that the torque required by the motor to move link A against the
influence of the axial load is just under 10 kg cm, while moving link A in the same
direction as the axial load is positive at all angles—indicating that the mechanism

is indeed self-locking, as desired.
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Figure 2.5: Motor torque required for folding under maximum thrust load.

Given this information, the Pololu 47:1 Metal Gearmotor with a stall torque of
around 15 kg cm was selected, giving the system a considerable transformation

safety factor. This motor is very lightweight and cheap, improving overall flight
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performance; using servo-motors instead of a custom tilt mechanism is possible but
would require heavier and more expensive actuators to deliver the torque required

to transform the robot in the worst case scenario.

Transformation Speed
Finally, we can compute the time it takes to transform from flight to drive configu-

ration by solving the ordinary differential equation,

[|CD||sin(6 + ¢)

Loy (1= 222 sing

¢ = (2.10)

which is obtained from Equation (2.2) using w = w,(1 — TT—’j). Here, w,, is the motor
no-load speed and 7, is the motor stall torque. These values are obtained from the
motor manufacturer: w, = 220 RPM and 7y = 15 kg cm. The dependency on 6 was
removed using Equation (2.9). Equation (2.10) was integrated numerically using the
ode45 solver. The total time required to vary the tilt angle from ¢ = 0° to ¢ = 90°

is approximately 7 = 2.0 s as shown in Figure 2.6.
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Figure 2.6: (left) Transformation speed versus tilt angle. Time taken to transform
from flight to drive configuration using selected motor.

2.3 Propulsion System

The wheel-thruster actuators each contain a motor-propeller combination, which
rotates independently from the wheel and produces the thrust necessary for flight.
A three-blade propeller design with diameter D, = 22.86 cm, propeller pitch
ap, = 12.7 cm, and a brushless motor with ky = 1155 (RPM per Volt under no load
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conditions) were used. The motors are controlled using the APD80F3v2 Electronic
Speed Controllers (ESCs) which receive Pulse Width Modulation (PWM) signals
from a CubeOrange flight controller running the PX4 firmware [53]] and power each
brushless motor. A 6S1P battery pack with 8 Ah capacity and 100 C burst discharge
rate was used, allowing the battery to discharge up to 800A of current in short
bursts. The wheel around the propeller plays the dual role of enabling driving but
also acting as a shroud for protection. There are potential performance benefits
to this configuration [54] but characterizing and optimizing these has been left for

future work.

To characterize the thrust performance of the propulsion system, we performed
experimental load cell tests. The motor-propeller combination was mounted onto an
RC Benchmark load cell and the thrust and moment parallel to the propeller rotation
were measured for rotational speeds between zero and maximum. The motor-
propeller combination produced Tax = 2.9 kg of maximum thrust and M, =
0.5 Nm of maximum torque. The maximum rotational speed was 16"388 RPM.
Thus, in fully charged battery conditions, the lift-to-weight ratio of the robotic
system is approximately 2.
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Figure 2.7: Thrust characterization of motor-propeller combination onboard the
Aerially Transforming Morphobot. Thrust and moment values are plotted against
the square of the propeller rotational speed.

To obtain thrust and moment coefficients, the propeller rotational speed was swept
between zero and maximum and the thrust and moment were continuously measured

and displayed as a function of the square of the rotational speed, Q2, in Figure 2.7.
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The relationship between thrust/moment and the squared rotational speed is linear:

. _ 02
T(Q) = k7 Q? = krQ? = kr . (2.11)
max
. _ - Q2
M(Q) =k Q% = krkyQ? = krky——. (2.12)

max

The coefficients are identified from the data: k7 = 1.04 x 10”7 N per RPM and
ky = 1.82 x 1078 Nm per RPM. We use several equivalent parameterizations of
this relationship throughout the thesis. A form convenient for some derivations
employs k7 and ks, with k7 = ky and ky = kp/ky. In terms of the normalized
propeller speed Q2/Q2 (where Quax = 16,388 RPM), we define ky = kr Q2

max max
and /EM = ]EM/I;T-

2.4 Wheel Drive and Chassis

/ Timing Belt

\ Wheel Pulley / Idler Bearings

Motor Pulley

Figure 2.8: Cross section of the wheel drive mechanism. A belt-pulley system is
held between two flat carbon fiber plates and actuated by a central motor that spins
the motor pulley.

Driving is achieved by two belt-pulley systems on either side of the robot, enabling
differential drive steering. The wheel drive mechanism is depicted in Figure 2.8.
The wheels are 3D printed in PLA material and embossed with narrow grooves

to increase ground traction for differential drive steering. The 3D printed frame
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is reinforced by thin rings of carbon fiber for additional rigidity. There are two
brushed DC motors which drive the motor pulley on either side of the robot. The
timing belt transfers the motion to two wheel pulleys, rotating both wheels on either
side of the robot simultaneously. Differential drive steering is performed by direct
pulse-width-modulation (PWM) control of the DC motors using a radio controller

or a ROS2 control node.

Motor Selection

To select the drive motors, we consider the total force that must be applied to
accelerate the robot by a; = 2.5 m/s?, taking into account the gear ratio between
the motor pulley and the wheel pulley G = 1.5, the wheel radius R,, = 0.125 m,
and the wheel mass m,, = 0.30 kg. We assume a coeflicient of rolling resistance
of C;» = 0.1, and a conservative drivetrain efficiency of 17, = 0.8. Under these

assumptions, the total force required to accelerate the robot by a  is
Fys=mag+ C,rmg, (2.13)
and the torque that must be applied on either side of the robot to achieve this is
1
T; = iFde +m,,R,,ay, (2.14)

where the moment of inertia of the two wheels on each side has been considered,
assuming they are solid disks (i.e. inertiais /,, = %mea), and the angular accelera-
tion was computed from the desired acceleration assuming no slip: a4/R,,. Finally,
the motor torque is obtained using the mechanism gear ratio, G, and the assumed

drivetrain efficiency, 7,:
Gng

Using the numerical values, the motor torque is 7;,, = 10.93 kg cm. We selected the

T, (2.15)

Servocity spur gear motors that can deliver up to 22 kg cm of torque, at a rotational

rate of 170 revolutions per minute, resulting in a safety factor of ~ 2.

2.5 Electronics

The electronics stack is based on a central onboard computer, the NVIDIA Jetson
Orin Nano. This uses the Robot Operating System 2 (ROS2) [55] to communicate
with the motor drivers actuating the tilt actuator and driving motors, as well as
the flight controller, and the electronic speed controllers (ESCs) which actuate the

thruster-propeller pairs. ROS2 enables running a central, real-time, control loop that
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Figure 2.9: Electronics architecture and connections onboard robotic system. On the
left are ground control components. These communicate to the onboard components
by Wi-Fi or wireless (radio protocol) transmission. The onboard computer receives
radio signals from the flight controller and communicates to all the motor drivers
using ROS2.

receives inputs from an RC transmitter/receiver pair, as well as pose (3D position
and orientation) data from a motion-capture ground computer running the Optitrack
Motive software. With this information, the central control loop does the necessary
computations and sends signals to the motor drivers through ROS2, which in turn
send pulse-width modulation signals (PWM) to the respective actuators. More
specifically, the pose information being streamed by the Motion Capture ground
computer is sent to the CubeOrange flight controller (flashed with a custom version
of the PX4 autopilot firmware) via the UXRCE-DDS protocol which translates
ROS2 messages to PX4 compatible uORB messages. This pose data is given as an
input to the Extended Kalman Filter (EKF) which runs onboard the CubeOrange.
This fuses the Motion Capture pose information with the onboard IMU information,
as well as other available sensor information (magnetometer, barometer, etc.) to
provide a real-time state estimate. The PX4 EKF runs a delayed fusion time horizon
EKEF to allow for different time delays relative to the IMU.
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Onboard Computer NVIDIA Jetson Orin Nano
Flight Controller CubeOrange+
Tilt Motor Pololu 12V High Power 47:1 (4845)
Wheel Motors Servocity Econ Motors 170 RPM
DC Motor Drivers | Roboclaw 2x15A motor controller
Thruster Motors T-Motor Cine Series 1155 Kv
ESCs APD 80F3v2
Propellers HQ 9x5x3
Battery Pack Hoovo 6S1P 8000 mAh 100C

Table 2.2: Electronic components list. A list of the electronic components used for
the onboard control, communication, and actuation.

2.6 Near Ground Transformation Aerodynamics
Approaching the ground is known to alter the thrust characteristics of rotorcraft 56,
57,58,159]]. This phenomenon is typically known as the ground effect and is defined
as the percent of additional thrust gained due to ground proximity. In a seminal study
by Cheeseman and Bennet, a simple theoretical model of ground effect for a single
rotor was obtained by representing the rotor as a source and using the method of
images to model the interaction with the ground [[60]]. Using this simplified model,
the relationship between the thrust in ground effect Tigg and the thrust outside of
ground effect Togg is predicted as

Tice _ 1

Toce 1—(R/42)*

where R is the propeller radius, and z is the distance from the propeller to the

(2.16)

ground. This theory predicts experimental measurements reasonably well for a
single rotor in ground effect, but falls short in predicting the behavior of multiple
rotors in ground effect. ATMO’s aerodynamic configuration, i.e. four inward-facing

propellers approaching the ground, has not yet been studied.

To bridge this gap, we measured how the thrust produced by ATMO changed as it
approached the ground while the tilt angle was varied. Our testing rig is summarized
in Figure 2.10. To position ATMO at the desired distances from the ground, we
mounted it onto a robotic arm that enables free translation and rotation. A single-
axis S-type load cell was placed in between ATMO and the mounting point on
the robotic arm to measure the thrust values. The load cell was calibrated against
known weights and its axis was carefully aligned with the direction of gravity using
an electronic angle gauge as reference. The distance between ATMO’s base frame

and the ground was streamed in real time using the OptiTrack measurement system.
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robotic arm

laser sheet

45° mirror

laser source ®

Figure 2.10: Aerodynamics of aerial transformation experimental setup. A six axis
robotic arm is used to adjust the three dimensional position of ATMO. A load cell is
in series between the robotic arm and ATMO. A laser sheet is positioned underneath
the plane of the front two thrusters for imaging purposes. To achieve this a laser
source is shone on a 45 degree mirror generating a vertical sheet which constitutes
the imaging plane.

The tilt angle was computed from the encoder counts using the kinematic equations

described in Section 2.2 and recorded after each experiment.

For each data point, the thrusters were set to 50% of the maximum thrust value. The
thrust, 7', measured by the load cell was recorded for 7y = 15 second intervals to
produce the set {T'(¢, ¢, 2)| t € [0,17]} for each ¢ and z considered. After each trial
the average thrust 7'(z, ¢) was recorded, as well as the standard deviation in time of

the thrust during the trial. The normalized thrust values reported in Figure 3 were
TiGE(.¢)

ToGe(®)
far from the ground. In order to maintain the voltage steady across experiments, a

obtained as where Toge(¢) is the average thrust measured at the load cell

24V power supply was used instead of the onboard 6S1P LiPo battery.

Our measurements are reported in Figure 2.11. The ground effect for angles ¢ =

40°,50°,60°, is evidenced by the increasing thrust as the robot approached the
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Figure 2.11: Ground effect subject to propeller tilting. Results from the load cell
testing for ¢ = 40°,50°,60°,70°. The overall thrust (measured at the load cell)
normalized by the thrust produced in the same configuration far from the ground is
plotted at six different heights z = 0.25,0.32,0.42,0.52,0.62,0.72m. The standard
deviation of the thrust during the measured time horizon is shaded in lighter color
for each experiment.

ground. The largest ground effect was found at ¢ = 50° with an increase of thrust
of almost 20%. The trend of increased thrust with ground effect did not persist at
larger tilt angles. For ¢ = 70°, approaching the ground resulted in a loss of thrust.
Entering this state is dangerous since the loss of thrust will result in a larger than
anticipated impact velocity. Furthermore, the time variability of the thrust was much
higher for ¢ = 70° compared to the other angles as seen by observing the increase
in area of the shaded portion in Figure 2.11 for ¢ = 70°. Taking into account the
standard deviation, we observe that the thrust force can fall to as low as 85% of the

thrust away from the ground as the robot approaches the ground for ¢ = 70°.

We performed smoke-visualization of the flow field at different angles to examine
the underlying factors that influence landing stability. The smoke visualization was

done using a laser placed on the flat ground shining onto a 45° mirror in order to
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create a laser sheet in the plane of the front two robot thrusters. The smoke was
supplied using standard fog machines into one of the middle planes between the
front two thrusters. The fog machines were held on the robot axis of symmetry
between the two front thrusters to ensure that smoke was entrained into both sets of

propellers. The movement of the smoke was observed over all possible tilt angles

as seen in Supplementary Videos 4 and 5.

Figure 2.12: Smoke visualizations of the aerodynamic flow field with the robot
stationary at different tilt angles. For ¢ = 0° two streams of air are flowing vertically
through the wheel-thrusters. For ¢ = 30° the two jets are reoriented and mix to form
one downward oriented stream. At ¢ = 70° the two jets impinge to form a stagnation
point with an unstable region where the flow may be directed either upwards or
downwards. Arrows indicated the overall direction of the flow as observed in the
videos of the visualization (see supplementary materials).

The smoke visualization presented in Figure 2.12 reveals that up to ¢ = 60°, the
interaction of the two rotor flows results in a net downward transfer of momentum
since the streams of air combine by mixing and accelerating away from the robot
body. Conservation of linear momentum dictates that the net thrust is oriented
upwards. Beyond ¢ = 60°, e.g. at ¢ = 70°, this trend reverses; the interaction

of the two air jets becomes unstable, resulting in a significant portion of the flow
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being re-oriented in the undesired direction and a loss of thrust. Furthermore, the
instability of the air jet interaction, which can be seen in Supplementary Videos 7

and 8, causes a greater time variability of the thrust, increasing dynamic uncertainty.

2.7 Summary

This chapter presented the core systems that constitute the Aerially Transforming
Morphobot (ATMO). We introduced a compact morphing mechanism with inher-
ent self-locking that reduces actuation complexity and system failure points. We
derived the kinematic and dynamic models needed to analyze the mechanism, and
characterized the propulsion system. Finally the near ground transition aerodynam-
ics were documented, revealing a novel relationship between propeller tilting and
ground effect. In the next chapter, we model the dynamics of ATMO from first
principles building on the propulsion characteristics and mechanism kinematics
presented here. The near ground morpho-transition aerodynamics are revisited in
Chapter 4 when developing a model predictive controller that can achieve dynamic

ground aerial transition by morphing near the ground and landing on wheels.
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Chapter 3

DYNAMICS OF AERIALLY TRANSFORMING QUADCOPTERS

Successful control of the Aerially Transforming Morphobot (ATMO) requires un-
derstanding its dynamics and how it differs from conventional quadcopters. In this
chapter, we develop a dynamic model of ATMO using the morphing quadcopter
abstraction. We begin by reviewing propeller aerodynamics, motor dynamics, and
the translational and rotational equations for a fixed-frame quadcopter, then extend
these dynamics to a morphing quadcopter that can tilt its propellers beneath its
body. Using a near-hover linearization, we analyze both systems and show that the
cascaded control architecture widely used in quadcopter control is not applicable
to the morphing case. This analysis reveals a fundamental structural change in the
dynamics induced by out-of-plane tilting. Finally, we introduce the critical an-
gle—the tilt at which thrusters saturate when attempting to hover—a key parameter
for control and stabilization revisited in subsequent chapters. In Appendix B we
have included a proof of differential flatness for the morphing quadcopter model.
Differential flatness is an important property of nonlinear dynamical systems that
can be exploited to develop fast trajectory generation algorithms. The proof fur-
ther highlights the inherent structural differences between quadcopter and morphing

quadcopter dynamics.

3.1 Propeller Aerodynamics

A spinning propeller produces forces and torques by moving air through the propeller
disk i.e. the area swept by the rotating wing. These forces are highly dependent
on the geometry of the propeller and the flight regime, for example, whether the
aircraft is in hover or translational flight. In general four forces are significant: the
thrust force 7', the drag torque M, the hub force H, and the rolling torque R. For a
propeller in hover, the two dominant forces are the thrust force and the drag torque,

1

T = 5cT,oA(QR)2 = k7 Q? (3.1
1

M = 5cM,oA(QR)ZR = krkuQ?, (3.2)

where R is the propeller radius, A = 7R?, Q is the propeller rotational speed, and

cr and cyy are the thrust and moment coefficients respectively. In Equations (3.1)
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and (3.2), all of the constants have been grouped into two constants k7 and kp,
which depend on the propeller geometry and the Reynolds number. The thrust and
moment coeflicients were reported in Chapter 2.

In forward flight the hub force and the rolling moment become significant. The hub
force opposes the horizontal flight direction and the rolling moment acts around the

body x p axis. They are given by

1

H = EcH,oA(me)2 (3.3)
1

R = EcRpA(QR)zR. (3.4)

The coefficients cy and cr depend on the advance ratio V/(Q2R) where V is the
forward velocity. For low advance ratios these forces are typically neglected since

the thrust and drag forces dominate [61].

3.2 Motor Dynamics

The motors which drive the propeller shafts in order to generate the desired thrust can
be represented as electro-mechanical subsystems which receive a desired angular
velocity value Q; € [0, Qnax] and spin the propellers at an angular rate Q which
is the measured output. Although motor drives can be formally modeled using
the physical principles of electrical motors, it is common to instead assume the
dynamics are a first order system with time constant 7,,. Denoting €, as the vector
of desired motor RPMs and € as the vector of propeller rotational rates, the motor

dynamics can be written in vector form as

. 1
Q= T—(Qd - Q). 3.5)
The constants Q. and 7,, depend on the motor-propeller combination and are

determined via experimentation.

3.3 Quadcopter Dynamics

A quadcopter is a particular instantiation of a rotorcraft i.e. an aircraft which
produces lift by spinning a propeller in the horizontal plane. The quadcopter uses
four spinning propellers that are arranged on the vertices of a rectangular frame and
spun by a direct-drive mechanism. The propellers are arranged in pairs of two and

are counter-rotating to balance the torque on the body.

The quadcopter is modeled as a rigid and symmetric structure whose center-of-

gravity is coincident with the origin of the body frame {xp, yp,zp}. The force of
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Figure 3.1: Schematic of a quadcopter in flight. The base frame is aligned with the
center of gravity. There are four propellers arranged in pairs with opposite directions
of rotation.

gravity is mg, where g is expressed in the world frame. Each spinning propeller
produces a thrust force 7; aligned with the the body-frame axis zp and a drag moment
M; which opposes the direction of the propeller rotational velocity. The propeller
rotational velocity is denoted €2;. The body-frame axis xp points in the direction
of the first propeller. Propellers 1 and 2 are assumed to rotate counter-clockwise
while propellers 3 and 4 rotate clockwise. A schematic of a quadcopter in flight is

depicted in Figure 3.1.

It is assumed that the translational velocity of the quadcopter is low allowing us to
neglect fuselage drag as well as the hub force and rolling moment. The propeller is
assumed rigid and interaction with the ground or other surfaces is neglected. The

translational dynamics of the quadcopter can hence be written as

4
mp =—mgzy + (Z Ti) zg, (3.6)
i=1
where p is the position of the quadcopter center-of-gravity in the world frame
{xw,¥Yw,zw}. The rotational dynamics can be written as

4
Io+wxIw=)[pixTizp+Mzp) =, (3.7)
i=1

where the angular momentum due to the spinning propellers has been neglected

since the propeller inertias are typically very small. The angular velocity of the



31

quadcopter with respect to the world frame, w, is expressed in the body frame.
Furthermore, the body frame is assumed to be aligned with the principal axes of
inertia of the quadcopter and the body inertia is denoted by I. The external torque,
7, acting on the right hand side of Equation (3.7) is composed of the torque due to
the thrust forces which act at vector displacement p; away from the center-of-gravity,

as well as the drag torques caused by the propeller spinning.

We obtain a complete representation of the quadcopter dynamics by writing Equa-
tions (3.6) and (3.7) in state-space form. The degrees of freedom of the quadcopter
are its position p, and its attitude i.e. the orientation of the quadcopter body relative
to the world frame. To parameterize this space of rotations we use Euler ZY X angles
and denote the yaw, pitch, and roll angles by 6 = (¢, 6, ¢)". The rotation from the
body to the world frame is given by the matrix R, explicitly stated in Appendix C.

Thus, in state-space form, the quadcopter equations of motion are

p=v (3.8)
1 4

v=—gzw+|— D Ti|zp (3.9)
m i3

0=E 'Rw (3.10)

o=I"(1t-wxIw) (3.11)

Q=T1Q,-Q). (3.12)

In Equation (3.10) we have used the relationship between the angular velocity of the
quadcopter expressed in the body frame and the time derivatives of the yaw, pitch,
and roll angles which is given in Appendix C. Substituting the thrust and torque in
terms of the propeller rotational speeds using Equations (3.1)—(3.2) results in the
quadcopter dynamics in state-space form with x = (p,v, 8, w, Q) € R'® and control
inputs u = Q4 € R*:

X = f(x,u). (3.13)

3.4 Morphing Quadcopter Dynamics

Similar to the quadcopter, a morphing quadcopter is controlled primarily via the
spinning of four propellers, but the quadcopter frame can now change shape mid-
flight. We consider specifically the case where the quadcopter can fold the right
and left hand side of the frame downward and symmetrically like the Aerially
Transforming Morphobot, as sketched in Figure 3.2. Although other types of

morphing quadrotor configurations have been considered in the literature, as was
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Figure 3.2: Schematic of the morphing quadcopter model in flight with forces and
geometry labeled. The base frame is defined in line with the point about which
the arms tilt. A representative center-of-gravity is depicted but shifts during flight
depending on the configuration. The half-width of the morphing-quadcopter body
is a, the arm length is b, and the half length of each arm structure is ¢. Four
counter-rotating propellers are used.

described in Chapter 1, the specific case of symmetric, out-of-plane propeller motion
has not been studied.

The morphing quadcopter comprises seven inertial bodies: the base link, two arms
that pivot about the base, and the four spinning propellers. The wheels surrounding
the propellers are excluded from the dynamic model because they do not contribute
to stabilization during morphing flight. Using the wheels as additional control inputs
could aid stabilization, but we leave this to future work. As the vehicle changes
shape during morphing, both the center-of-mass location and the inertia matrix vary
with configuration. A systematic way to capture these effects is the floating-base
multibody formulation, which is widely used for quadrupedal and bipedal robots

and is supported by a well-developed theory [62]. In this form, the equations of
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motion are
M(g)w+b(qg,w)+g(q)=f+ J;tFext, 3.14)

and include the following variables:

M(q) € R"™*"a  Mass matrix (orthogonal)

q € R Generalized coordinates

w € R Generalized velocity

W € R" Generalized acceleration

b(g,w) €R" Coriolis and centrifugal terms

g2(q) € R" Gravitational terms

f e RY Generalized forces and torques

Fexq € R External forces

Jext € R"*"s  Geometric Jacobian of location of external forces.

The morphing quadcopter has three translational and three rotational degrees of
freedom, excluding the tilt angle. This leads to the generalized coordinates and
velocities: ¢ = (p,0) and w = (v, w) where p is the position of the robot base
frame. The position of the base frame is chosen to be at the same height as the pivot
on the base link to simplify the equations of motion, as depicted in Figure 3.2. In
general the location of the base frame and the location of the center-of-gravity do
not coincide. @ is the orientation of the robot relative to the inertial world frame,
expressed as a vector of Euler ZYX angles, v is the velocity of the center of mass,
and w is the angular velocity of the robot relative to the world frame expressed in the
body frame. In the morphing quadcopter model no external forces are considered
S0 Foyt = 0.

The generalized forces f are constructed by projecting the force and moment gen-
erated by the spinning propellers into the generalized coordinate space. This is
achieved using the geometric position and rotation Jacobians, Jp, and Jg,, calcu-
lated at the center of mass frames of rotor 1, ..., 4, and expressed in the world frame.
Jarmr/armt and Jarme/armi are likewise the Jacobians of the center-of-gravity of right

or left arm link expressed in the world frame. Taking into account the action of each
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propeller on the rotor link as well as the reaction on the arm, we obtain

*ﬁ=:(ﬂ%_Jém)‘kMﬂﬁl—JﬁmXkvﬂﬁwunl (3.15)
fr= '(ng - learml) ~ kum (JzTez - JzTeml)_ kr Q2 uams (3.16)
fs= (J Py~ m) ku (J R~ ml)< krQpu3ns (3.17)
Ja= (Jm ) +ku (Jm ) krQpactans. (3.18)

Here n; is the axis of rotation of the i-th propeller, function of the tilt angle ¢, and
Equations (3.1) and (3.2) have been used with the auxiliary control variables,
u; = 2—’ € [0,1]. (3.19)

max
The total generalized force is given by the sum of the four propeller generalized

forces: A
f=>.r (3.20)
i=1

The tilt angle ¢ is not considered as a direct actuated variable as would be common
practice in a robot dynamics setting. Instead, ¢ is a parameter and enters the
dynamic equations as a kinematic variable modeled as a pure integrator. This reflects
the physical properties of the non-compliant, self-locking morphing mechanism

described in Section 2.2.

The mass matrix M(q), coriolis and centrifugal terms b(q), and the gravitational
terms g(q) in Equation (3.14) can be derived using a number of rigid body dynamics
libraries. We opted to use the open-source package proNEu [63]] which provides
explicit symbolic representations—needed for high performance implementation
of a model-predictive controller described in the next chapter—of the dynamic
equations of motion, given a kinematic tree and appropriate definitions of external
wrenches. Using this library, the equations of motion for the morphing quadcopter

can be obtained in state space form

p=v (3.21)
6=E'Row (3.22)
w=M(q,¢)" [f(g.u,9) - b(g,W,¢) - g(g. )] (3.23)
¢ = Pmaxliy, (3.24)

where u = (u1, us, u3, us) and u,, is the normalized transformation speed—a control

input specified externally. Note that the configuration dependent transformation
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speed derived in Chapter 2, Equation (2.2), was not used. Our experiments showed
that it was sufficient to use the pure integrator reduced-order model for control-
purposes, sidestepping the need for additional system identification and modeling
uncertainty. The maximum transformation speed ¢m,x was identified from the

results in Figure 2.6.

Equations (3.21)—(3.24) are expressed in terms of the robot’s inertial parameters.
For the model used in the next chapter’s model-predictive controller, we instantiate
these dynamics with the parameter values identified in Section D. All aerodynamic
effects due to approaching the ground, walls, or other obstacles, as well as the
unknown effect of the interacting rotor flows, were neglected due to difficulty in
producing simple analytical models of these phenomena over the desired range of

operating conditions.

3.5 Quadcopter Control

AQFp

Y

Trajectory | a, | Position R, | Attitude AQ; Robot

Generator Ya | Controller | Controller Dynamics
A A

p,v R,a)

Y

Figure 3.3: Cascaded control architecture that uses time scale separation and the
decoupled dynamics of attitude and position to control a typical quadcopter aerial
robot. The trajectory generator provides the desired acceleration a; which is fed
into a position controller that converts it into a desired attitude R; and a collective
thrust AQp. The desired attitude is used in an attitude controller to produce the body
torques or AQy, AQg, ALy, which are also fed into the robot dynamics. The robot
provides state feedback to the position and attitude controllers, thereby closing the
loop.

The quadcopter’s dynamics written in Equations (3.8)—(3.12) have a special form
which is particularly amenable to a cascaded control scheme. This can be revealed
by linearizing the equations of motion around the hover operating point (following
the work presented in [64]) which corresponds tov =0, ¢, 0 small, ¥ = ¢4, w = 0,

and Q; =~ Q, where ¢4 is the desired yaw and €, is the nominal rotational speed at
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mg
Q= [—. 3.25
h ‘/4kT (3.25)

Since all the control inputs are close to this nominal value, we introduce small
deviations AQr, AQy, AQy, AQ defined by the following system:

hover:

ol [t o -1 -1||agr+9,
Q| [1 0 1 -1 A,
- (3.26)
Q| (11 o 1 AQy
Ql [1 -1 0o 1 AQ,

The body torque can be written in terms of the propeller rotational speeds and

approximated under the near hover assumption as

Lk (Q3 — ©3) AkrQpAQy
T = lkr(-Q7 +Q3) = | 4lkrQpAQy |, (3.27)
krky(—Q3 — Q2+ Q3 +QD)|  |8krkyQ,AQy
by ignoring second order terms. The Euler rotational equations in component form

and assuming diagonal inertia matrix,

Liep =1 —qr(l;; — Iyy)
Iyyq = Ty - pr(lxx - Izz) (328)
I.;7 =1,

can be rearranged by substituting the new control inputs, ignoring second order

terms, and further assuming that the yaw rate r is small,

. AlkrQy
p =

AQy (3.29)
IXX
41k7Q
§=—2"A0, (3.30)
Iyy
8krkyQ
F=—LMhAQ,, (3.31)
IZZ

Applying the near-hover assumption to the overall thrust allows us to rewrite it as

4
ST = (4kr Q2 + 8k Q) AQp). (3.32)
i=1
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The acceleration equation (3.9) thus becomes

v =g(@cosy + ¢siny) (3.33)
Vo =g(@siny — ¢cosy) (3.34)

K
b3 = 44%‘%9% (3.35)

where the explicit form of the rotation matrix, Equation (C.1), has been used as well

as the relation R = [xp, yp, zp]. Second order terms have again been omitted.

The body rates (3.29)—(3.31) vary linearly (locally) with the control deviations A,
AQqg, and AQy. Since, in the near-hover state, ¢ ~ p,0 =~ g,y =~ r, this would
suggest the use of a proportional-integral derivative controller to correct errors on
the desired attitude:

AQy = —k3(¢ — da) — k(& — da) — k! J;(qb ~ pa)dt (3.36)

AQg =~k (0 — 04) — k(0 — ) — k! J;(e — 0g)dt (3.37)

AQy = Kb —ya) — KA — ) — K ﬁ)(w _yadr. (338)
Furthermore, when ¢ = 0, Equations (3.56)—(3.58) can be inverted:

by = é (v";’ sinyy — v4 cos wd) : (3.39)

0,4 = é (v';’ cos g + v sin wd) , (3.40)

1 m
AQp = — /—'d. 3.41
F 4\ krg V3 ( )

Thus, the desired attitude can be obtained from the desired accelerations which
are outputs of the position controller. These can be obtained using a proportional-
integral derivative controller on the position error p; — p. This type of controller

was proposed in [64] and is widely used for quadcopters.

3.6 Morphing Quadcopter Control

In contrast, the morphing quadcopter does not benefit from the neat decomposition
between the position and attitude dynamics. To show this we take the morphing
quadcopter dynamics Equations (3.42)—(3.45) and rewrite them for a particular tilt
angle ¢. Assuming the base frame coincides with the instantaneous center-of-gravity

position for a given ¢ allows us to write Equations (3.42)—(3.45) as
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= (3.42)
V= —gzw + T((:;;Q)ZB + F("’;;Q)yB (3.43)
6=E'Rw (3.44)
@ =1(p)" [1(p, Q) — 0 x I(p)o] (3.45)

where T is the component of total propulsive force on the body z axis zp, and F' is
the component of the total propulsive force on the body y axis yg. No propulsive
force can be applied on the x axis due to the configuration of the robot’s propellers as
well as the axis of propeller tilting. A regular quadcopter only produces a propulsive
force along its body z axis so F' = 0. The acceleration equation as well as the rotation
equation are functions of the tilt angle ¢ and changing the robot tilt angle results in
a change in the inertia matrix /(¢) and the magnitude of the forces T'(¢), F(¢), as
well as the body torque 7(¢).

The body torque can be expressed in terms of the propeller rotational speeds and
the tilt angle as

kr(b +acos @) [-QF + QF + Q3 — Q|
(0, Q) = |kr(ccos g — ky sing) [-QF + Q3 - Q2 + Q2] |, (3.46)
kr(csin g + kp cos ) [-QF — Q2 + Q3 + Q7

where a, b, ¢ are the link lengths as defined in Figure 3.2. The magnitudes of the z

and y body forces are likewise given by

T(p, Q) = kr(QF + Q3 + Q3 + Q) cos ¢ (3.47)
F(p,Q) = kr(-Qf + Q5 + Q3 — Q})sin ¢. (3.48)

The inertia matrix I(¢) is a matrix function of the individual body masses and
inertias whose explicit form is not needed for the present calculations. Note that
the limit ¢ — O in the equations of motion (3.42)—(3.45) results in the equations of
motion of a quadcopter (Equations 3.8-3.11) since F — 0 and the body torque and
forces tend to equivalent forms.

Near Hover Linearization
To demonstrate the difference between the quadcopter and the morphing quadcopter
we again linearize the equations of motion around the hover operating point as done

in Section 3.5. Now the nominal hover thrust depends on the instantaneous tilt angle
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[ mg
Qp= [——m—. 3.49
h 4kt cos ¢ ( )

We again introduce small deviations AQr, AQy, AQg, AQ, defined by the following

and is given by

system: !

-1 -1 -1]||AQr+Q,
11 -1 AQ,
1 AQy
-1 1 1| A

(3.50)

e}
)
O S S —
—
|
—_

Under these assumptions, the torque produced on the center of mass by the rotating

propellers is given by
T = k7(b +acos @) - 882,AQ
Ty, = kr(ccos ¢ — kyrsin ) - 8Q;,AQq
T, = kr(csing + kps cos @) - 8Q2,AQ,,,
where all second order terms have been ignored. Substituting into the rotational

dynamics, assuming diagonal inertia matrix, ignoring second order terms, and again

assuming that the yaw rate r is small yields

. 8kr(c+bcosp)y

AQy, 3.51
Lix(p) ¢ )
j= 8kr(ccos ¢ — ks sin )€y, AQy. (3.52)
Iyy((P)
i Q
r,=8kT(csmgo+koos<p) hAQ¢. (3.53)
I.(¢)

Applying the near-hover assumption to the functions 7 and F allows us to rewrite

them as

T(p) = (4kr Q7 + 8krQuAQF) cos ¢ (3.54)
F(p) ~ (8krQAQy) sin . (3.55)

I'This definition differs from the control deviations for a quadcopter in Section 3.5 because of
the different frame configuration.
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The acceleration equation (3.43) thus becomes

) ) krg sing .
Vi =g(fcosy + ¢siny) — 44 / o e sin Yy AQy, (3.56)

. . /kTg sin ¢
= o(f _ 44 =2 AQy, 3.57
vy = g(@siny — ¢pcosy) + =T cos ALy ( )

k
b3 = 4,/%\/—cos oAQF, (3.58)

where the explicit form of the rotation matrix in Appendix C has been used, as well

as the relation R = [xp, y, zp]. Second order terms have again been omitted.

Near Hover Control for ¢ # 0

Two structural problems in the robot dynamics arise when ¢ # 0. Firstly, the
basic proportional-integral controller, Equations (3.36)—(3.38), cannot be used to
control the body rates since the coefficients of the control deviations in the body
rate equations (3.51)—(3.53) are functions of the tilt angle. For example, the pitch
rate ¢, (3.52), depends on the tilt angle through the changing body inertia I,,(¢),
the moment due to the vectoring of the propulsive force c cos ¢, and the vectoring
of the aerodynamic drag moment —k, sin ¢. Thus, ensuring stability would require
the use of gain scheduling [65, 66], which requires significant engineering effort

and cannot provide formal guarantees, despite often working extremely well.

The second issue is that the linearized accelerations (3.56)—(3.58) are dependent
on AQy. Hence, the attitude and the position dynamics are coupled; applying
a control input AQy affects both the roll rate as well as the x and y accelerations
directly. Furthermore, since the linearized accelerations now contain four unknowns,
AQy, Awr, ¢, 0, for three equations, there is no straightforward way to invert the
accelerations and build a position controller. Overall, this means that the cascaded
control architecture that performs position and attitude control in separate modules,
shown in Figure 3.3, can no longer be applied to symmetrically morphing robotic
systems like ATMO.

This can be understood on an intuitive level by examining the forces which occur
during morphing flight. In Figure 3.2, the robot is depicted in a flying and tilted
configuration. If a roll torque is applied to the robot by applying more thrust on the
left side (propellers 2 and 3) than the right side (propellers 1 and 4), an unwanted
horizontal thrust force is also created in the opposite direction. Indeed, if the robot

attempts to roll in order to translate, this results in a horizontal component of the
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thrust force of magnitude in the undesired direction, as obtained via the near-hover

linearization in Section 3.6.

3.7 The Critical Angle

Having established the structural challenges of near-hover control for ¢ # 0, we now
turn to another feasibility limitation imposed by aerial morphing; tilting reduces the
vertical component of thrust. Thus, beyond a certain angle, even full throttle cannot

sustain weight. We formalize this boundary with the critical angle:

ms

_— 3.59
4'kT Q'rznax ( )

Cos @, =

This expression follows from the standard static thrust model 7; = kTQl.z and the
assumption that each rotor’s vertical contribution decays as cos ¢ under symmetric
tilt. At Q¢ for all four rotors, the total vertical thrust is 41(7521210‘,31X cos ; equating
this to mg yields (3.59). For any ¢ > ¢, the hover equilibrium is inadmissible,
irrespective of control law, since the available vertical thrust is insufficient to balance

gravity. For ATMO, with its thrust-to-weight ratio = 2.1, (3.59) gives ¢, = 60°.

As the tilt angle approaches the critical value, objectives that are sensible in
hover—such as tight altitude and attitude regulation—become physically unattain-
able. A controller that continues to demand hover will drive the actuators to
saturation, exhausting control authority for disturbance rejection. Practically, ¢, de-
lineates the boundary where hover operation is possible, thus serving as an important
planning constraint. For tilts below ¢, a zero-impact touchdown is, in principle,

achievable by appropriate control, whereas beyond ¢, it becomes infeasible.

3.8 Summary

We reviewed the quadcopter equations of motion and showed—yvia a near-hover
linearization and analysis of the linearized dynamics—why they are well suited
to cascaded control. We then derived a morphing-quadcopter model inspired by
ATMO, providing two complementary formulations. The first captures the shift-
ing center of gravity and inertia using floating-base multi-body dynamics; this
form underpins the model predictive controller developed in the next chapter. The
second, valid for a fixed tilt angle, is used to expose intrinsic differences from a
standard quadcopter. We show that, unlike the fixed-frame quadcopter, the morph-

ing quadcopter admits shape-dependent attitude dynamics and a coupling between
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the position and attitude dynamics through the roll control deviation. These prop-
erties indicate that a classical cascaded structure is not appropriate for control of
ATMO. Finally, we introduced the critical angle—the tilt at which thrusters saturate
when hovering. In the next chapter, we develop a model predictive controller that
addresses the control challenges presented in this chapter and accounts for the full

complexity of the nonlinear morphing quadcopter dynamics.
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Chapter 4

BI-MODAL GROUND AERIAL LOCOMOTION CONTROL

This chapter incorporates material from the following publication:

Ioannis Mandralis et al. “ATMO: an aerially transforming morphobot for dy-
namic ground-aerial transition”. In: Communications Engineering 4.1 (Apr.
2025). 1ssN: 2731-3395. por: |10.1038/s44172-025-00413-6. URL:
http://dx.doi.org/10.1038/s44172-025-00413-6. (published).

In this chapter, a controller for the stabilization of the Aerially Transforming Mor-
phobot across the different phases of bi-modal ground-aerial locomotion is pre-
sented. We first review the field of optimization-based control which enables the
control of nonlinear systems while systematically taking into account input saturation
and state constraints. The controller objectives are layed out and the proposed solu-
tion is described. The controller design relies on a unifying flight-transition module
that enables quadcopter flight, morphing flight, as well as smooth ground-aerial
transitions using a single model predictive control scheme. The implementation of
the controller on the embedded hardware onboard the Aerially Transforming Mor-
phobot is discussed. Finally, the controller is validated by experiments in Caltech’s
CAST flight arena.

4.1 Optimization-Based Control

In recent years, the improvements in the speed of central processing units (CPUs)
have made it possible to solve complex optimization problems fast enough for real-
time control. Rather than using optimization as a way to design control algorithms
offline, optimization algorithms are increasingly being used online to adapt to the
underlying changes in the dynamics of robotic systems. This has made possible in

particular a branch of control called model-predictive control or MPC.

Unlike many classical control methods, model predictive control explicitly incor-
porates the system model, performance objectives, and physical limitations into the
design process, significantly expanding the operational envelope of the controller.
This makes it particularly well suited for morphing robotic flight where safety and

maneuverability must be balanced in real time. Below we briefly review the main
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goals of model-predictive control in the context of the control of a robotic system,

following the presentation in [67].

At its core, model predictive control relies on the solution of an optimal control
problem. Optimal control is a systematic framework for determining the control
inputs that minimize a specified performance criterion while respecting the dynamics
and constraints of a dynamical system. The study of optimal control theory, deeply
rooted in the calculus of variations, is a subject with rich history whose proper
treatment is out of the scope of the present thesis. For a full treatment, the reader is
referred to [|68] 69]].

Optimal Control

Optimal control consists of minimizing a cost functional that assigns a value, or
goodness, to state and input trajectories while ensuring that the state and input
trajectories are dynamically feasible i.e. they respect the system dynamics. More
specifically, a minimization over state and input trajectories—the functions x(¢) and

u(t)—is performed:

T
x(n)nur%) Io Lx(),u(t))dt + V(x(T)), @1

subject to: X = f(x,u).

Constraints on the states and inputs along the trajectory and at the beginning and
end of the trajectory can also be specified. Optimal control is best understood
as a trajectory generation method rather than a direct control law. By solving an
optimization problem over the system dynamics and constraints, it yields an open-

loop sequence of inputs and states that minimize a prescribed cost function.

However, such open-loop solutions are inherently sensitive to disturbances, time
delays, and modeling mismatch, and thus cannot serve as robust controllers on their
own. Only when optimal control is embedded in a receding horizon framework,
where the problem is resolved at each time step based on updated state information,
does it provide the feedback necessary for closed-loop stability and robustness. This
formulation, widely known as Model Predictive Control (MPC), bridges trajectory

optimization with real-time control.

Receding Horizon Control
The key idea behind receding horizon control is to solve an optimal control problem,

apply the optimal control input for a short time interval ¢z, solve the optimization
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problem again based on the most recent state update, and reapply the optimal control
input for the fixed time interval. More formally, this procedure can be written at

each given time ¢; as

ti+T
Uy, 1,+6T] = ATg {nn;J Lix,u)dt+V(x(t;+T)) 4.2)
x.u) )y,
subject to
Xx(t;) = current state, 4.3)
X = f(x,u), 4.4)
gitx,u)<0, j=1,...,r, 4.5)
Uir(x(t; +T))=0, k=1,...,q. (4.6)

The functions g;(-) and ¢4 (-) are the path and terminal constraints, respectively. By
executing this loop fast enough feedback can be achieved. Stability can be guaranteed
under certain conditions such as the choice of cost function, time horizon, and update
frequency [67], making model predictive control a particularly attractive controller

for robotic systems.

The optimal control problem (4.2)—(4.5) has a closed-form, analytical solution in
few cases of interest. An important example is the case when the stage cost L is
quadratic, the dynamics are linear, T = oo, and there are no state or input constraints.
This case, known as the linear quadratic regulator, admits a closed form, constant
gain control policy by application of Pontryagin’s Maximum Principle [67, |68].
However, in most applications of interest, including for the Aerially Transforming
Morphobot, state and input constraints are of key importance, and dynamics are
often nonlinear. In Section 4.6, numerical approaches to the solution of the optimal

control problems that do not admit closed form, analytical solutions are discussed.

4.2 Controller Description
In this section, a model predictive controller, designed to control the Aerially Trans-
forming Morphobot across all phases of bi-modal ground-aerial locomotion, is

described. The controller objectives are:

1. Objective 1: Quadcopter flight. When ¢ = 0, ATMO should fly like a
regular quadcopter. As described in Chapter 3, Section 3.5, this is usually
achieved using a cascaded control architecture, typically implemented in out-
of-the-box flight controllers like the PX4 Autopilot framework [53|]. However,
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these flight controllers are unable to handle the morphing flight or morpho-
transition tasks. To avoid switching controllers mid-flight, which increases
control complexity and failure points, one unified controller should handle
quadcopter flight as well as the other flight modes.

2. Objective 2: Morphing flight. For tilt angles 0 < ¢ < ¢., ATMO should
be able to hover, track desired trajectories, and effectively reject disturbances.
This is desirable for flying through narrow gaps, changing the body inertia
to improve flight performance, and for recovering from actuator failures by
reconfiguring mid-flight. As elaborated in Chapter 3, thruster tilting causes a
dynamic coupling between roll and horizontal translational motion. Further-
more, as the tilt angle approaches the critical angle, as defined in Equation
(3.59), there is less control authority leftover from hover control to achieve
other control objectives. The controller should explicitly account for the

coupled and critical dynamics as the robot changes shape.

3. Objective 3: Morpho-transition. When transitioning between flight and
ground phases dynamically, aerial transformation is required. Asitis desirable
to land on the robot’s wheels with the largest possible tilt angle, this may
require approaching or surpassing the critical angle, ¢ > ¢.. This can be
dangerous due to the loss of position and velocity control when attempting
to compensate for gravity. Near the ground, the system dynamics become
even more complex due to ground-proximity aerodynamics and rotor wake
interactions, as shown in Section 2.6. The controller should be able to achieve

safe transitions even as the physical demands on the system increase.

4. Objective 4: Ground locomotion. Once on the ground, the controller
should be able to navigate freely using differential drive steering. To achieve
the fastest transition possible, the controller should detect when the robot is

on the ground and switch to a driving controller.

The control architecture designed to achieve Objectives 14 is summarized in Figure
4.1. The control system is based on a central module which receives a state estimate
X, the current tilt angle ¢, a reference state and input x ¢, U ¢ and generates controls
u, and ug. The state estimate is computed from a position and orientation measure-
ment, p, @, received from either a motion capture system, or another localization
system such as visual-inertial odometry [[70] or Global Navigation Satellite System

(GNSS). The position and attitude measurements are fed into an Extended Kalman
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Figure 4.1: Bi-modal ground aerial locomotion control architecture: control dia-
gram with switching logic and signal flow between the central modules.

Filter (EKF) that runs onboard the PX4-based flight controller and updates the state
estimate by fusing high-rate inertial data from the inertial measurement units (IMU)

with other lower rate sensors [[53]].

The controls u, are generated by the flight-transition controller and are the normal-
ized desired propeller rotational speeds, as explained in Section 3.2. The remaining
controls u are generated by the drive controller and correspond to the normalized
rotational rates of the left and right wheel-spinning motors. Whether the commands
are actually sent to the thruster motor electronic speed controllers or wheel motor
drivers is determined by whether or not a ground contact or transition state were

estimated.

This switching logic is implemented with a state machine that uses the current system
state to determine whether the robot is grounded or not, and cuts or allows the signal
flow to the wheel motors accordingly. To enable smooth driving as soon as the robot
touches the ground, the wheel motors are activated shortly before impact and the
drive controller begins sending wheel spin commands in order to track the reference

position. Similarly, once the robot touches the ground, the thrust commands no
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longer reach the thruster motors, ensuring safety.

The robot tilt angle is controlled by a normalized tilt velocity signal u, that is supplied
as a throttle command from the trajectory generator module to the Roboclaw micro-
controller which then actuates the tilt actuator using a pulse-width modulation signal.
The tilt mechanism in turn produces angular feedback, ¢, to the controller using the

mechanism kinematics and the DC motor encoder count (Equation 2.1).

4.3 Flight-Transition Controller

The central controller responsible for Objectives 1-3 is the flight-transition con-
troller. This controller applies the receding horizon control framework to track
trajectories in position, velocity, and tilt angle space during aerial transformation.
The usual choice of cost function for trajectory tracking, for example when designing

a nonlinear MPC controller for a quadcopter [[71} 72, 73], is

Lx,u)= (2 — Zref) ' [ﬁ

0 47
R Z — Zref)- ()

where z = (x",u")" and Q = 0,R > 0, thereby penalizing deviations from the

desired reference trajectory.

However, a fixed quadratic cost is often insufficient to reliably govern tracking
across all operating regimes of the aerial robot, and advanced tracking controllers
may need online variation of the cost function to achieve maximum performance.
For example, to achieve tracking control for a quadcopter with a failed actuator,
the cost on yaw tracking is set to zero to account for the loss of yaw controllability
[74]. Likewise, the actor-critic model predictive control framework supplements an
actor network with a differentiable MPC head and uses deep reinforcement learning
to vary the cost function online, enabling mode switching behavior when passing

through gates in autonomous drone racing [75].

Similar to the examples mentioned above, our experimentation revealed that a fixed
quadratic cost function did not produce well-tuned tracking performance across
tilt angles 0 < ¢ < ¢, for the Aerially Transforming Morphobot. Three key

observations were noted:

1. Observation 1: As the tilt angle increased and approached ¢, the attitude
tracking performance deteriorated. It was difficult to achieve good attitude
tracking performance for ¢ = 0 and other angles between 0 and = 0.8¢,,

simultaneously.
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2. Observation 2: When the tilt angle approached or surpassed the critical
angle, the optimization problem became numerically ill-conditioned. This
resulted in irrecoverable failure of the quadratic program solver HPIPM [76]

(see Section 4.6 for more details).

3. Observation 3: When on the ground, requiring position or attitude tracking
led to controller instability. Indeed morphing quadcopter dynamics are no
longer a suitable representation of the robot dynamics when in contact with

the ground.

Motivated by the above observations, we developed a cost function which changes
online to adjust the priorities on position, velocity, attitude, and angular rate tracking
as the tilt angle, and distance from the ground, vary. We found that, as the robot
was transitioning between flight and ground locomotion, it was necessary to reduce
the cost on position and attitude tracking to zero to ensure numerical stability of the

model predictive controller.

This was achieved by a convex combination of two cost functions, each tuned for
adequate tracking performance in different flight phases, weighted by the factor
a(z, ¢) which depends on the current altitude z and the tilt angle:

L(x,u)=a(z,¢) Li(x,u) +(1 — a(z, ) La(x,u) . (4.8)
~——— ~——
flying transitioning

Cost function (4.8) is composed of two terms, L, L, which are the tracking costs

for quadcopter flight and morpho-transition, respectively:

0,

0 R (Z = Zref)s 4.9)

Li(x,u)=(z - zref)T

for i = {1,2}. The quadratic form matrices are diagonal and chosen as

0, = diag(1, 1,1, 10, 10, 18,0.1,0.1,0.8, 1.5, 2.7, 2.0), (4.10)
0> = diag(0,0,0,0,0,0,0,0,0,1.5,2.7,2.0), 4.11)
R, = R, = diag(.1,.1,.1,.1). (4.12)

The matrix Q1 was tuned on the hardware to ensure tight tracking for quadcopter
flight phase when ¢ = 0. The matrix, Q, weights the body rates p, g, r the same as
for O but sets the cost to all the remaining states to zero. This reflects the loss of

controllability in x, y, z, X, y, Z as the tilt angle approaches the critical configuration.
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The cost is varied according to the tilt angle and the altitude with the blending factor

a(z, ¢),

a(z,9) = f(z)cos ¢, (4.13)
1.0 ifz >z,
f@ =75 ifzg<z<z, (4.14)

0.0 otherwise,

where z, is the ground height and z* is a pre-set transition height. The blending
factor is proportional to two terms. The first term cos ¢ decays to zero as ¢ — 90°,
and the second term f(z), active only in the transition region, ensures that « — 0
as the robot approaches the ground. The transition was set to begin at z* = 0.45 m
above the ground. As seen in Section 2.6, this is the height at which the ground
effect begins to impact the overall thrust level, increasing the thrust at the same
propeller rotational rate. By setting the transition region to this height, greater tilt
angles at landing can be achieved by taking advantage of the positive effect of the

ground effect up to ¢* = 70°.

Equipped with cost function (4.8), the optimal control problem solved by the flight

transition controller is

T
min J [z, @) Li(x, ua) + (1 — a(z, 9)) La(x, uo)] dt

X,Uq 0

st. X=f(x,uq,¢) Ytel0,T], (4.15)

0<u, <1 Vie{l,...,4}.

Here, T is the horizon of the optimization, and u’a are the normalized thrust values
of each thruster, constrained between 0 and 1 to account for actuator saturation. For
the system dynamics constraint, ¥ = f(x, u,, ¢), the full-order rigid body dynamics
of the morphing quadcopter, described by Equations (3.21)—(3.24), were used. The
state-varying loss function reflects the loss of control authority which occurs at high
tilt angles and ensures numerical stability of the optimization problem across all
flight phases. The numerical implementation of the optimal control problem in

Equation 4.15 is discussed in Section 4.6.

4.4 Drive Controller
When on the ground, the driving controller receives a desired linear and angular

velocity (v, wg), and computes the wheel rotation rates of the left and right wheels
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ug = (wr,wg), using a simple model of a differential drive vehicle. The dynamics
of the ground position and orientation (x, y, ¢) due to the wheel spinning are given
by

1

X = ERW(wL + WR) COSY = vg CcOSY, (4.16)
1

y= ERW(wL + wR) Siny = vg siny, 4.17)

. R,

Y = —(wL — wR) = wy, (4.18)
21y

with v, = %RW(wL +wg) and wy = %(wL —wg). R, and [}, denote the wheel radius
and half wheel base respectively. Given a desired ground twist (v, w,) we calculate
the associated wheel speeds as wg = RLw(vg —lpwe) and wy, = ﬁ(vg +1pwg). These
are normalized by the maximum wheel rotation rate, and the normalized signal is
supplied to the wheel drive motors by sending a throttle signal to the Roboclaw
micro-controller, which converts this to a pulse-width modulation signal that drives

the motors.

4.5 Trajectory Generation

The trajectory generator outputs the desired state and input trajectory and sends
the reference points in real time to the robot through the ROS2 network. For the
experiments described in Section 4.7, control commands were supplied for the 3D
position of the robot as, p™'(r) = p(r) + vT,, where T is the sampling time of
the controller. The velocity commands v = (v,,v,,v;) are received from a radio
controller and limited to 1 m/s for safety. The attitude and angular velocity reference

states are set to zero throughout the experiment.

The tilt angle velocity reference is assigned according to the phases of the dynamic
wheel landing task. The important parameters are the height above the ground, z,
and whether the robot is grounded or not (grounded: A = 1, not grounded: A = 0).
Additionally, if the robot is on the ground the user can indicate that the robot should
take off by setting the overall throttle ¢ to be greater than 50% throttle. This logic is

encoded overall as the following tilt velocity reference:
Pmax <2y, A1=0,
Gref(z,¢,A) = { —¢max € >0.5, 1 =1, (4.19)
0 otherwise.

The in-flight body posture is limited to ¢max = 50°, when not in transition close

to the ground, ensuring that at least 35% of the total thrust is always available for
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disturbance rejection. This value is chosen to ensure that 35% of thrust is available
for disturbance rejection i.e. the thrust at the maximum tilt angle should be 1.35

times greater than the weight of the robot:

Tinax €OS @max
mg

=1.35. (4.20)

For a thrust to weight ratio of 2.1, Tiyax/mg = 2.1 then ¢ = 50°. The tilt angle is
controlled by receiving the normalized tilt angle velocity command u,, directly from
the trajectory generator. The tilt angle ¢ is sensed using the mechanism kinematics
and sent back to the controller. Itis also used to limit the tilt angle to ¢ < @ = 50°

in flight and ¢ < ¢max = 70° in the transition phase.

4.6 Controller Implementation

The control architecture summarized in Figure 4.1 is implemented using a set of
ROS2 nodes that run the different control modules at a fixed rate. The full code-base
developed is available here. The most demanding part of the controller is the flight-
transition controller that must solve an optimal control problem at a sufficiently

high-rate to ensure stability, requiring a high-performance implementation.

Multiple Shooting Discretization

To resolve the flight transition controller online, we chose to employ the multiple
shooting method [77] due to its high-performance implementation in the software
package Acados [78]]. Acados, optimized for embedded devices like the NVIDIA
Jetson onboard ATMO, is also compatible with symbolic modeling languages like
CasAD1 [79]], enabling the dynamics constraint, derived analytically and from first
principles in Equations (3.21)—(3.24) to be used directly. Unlike most modern multi-
body libraries (e.g., Pinocchio, RBDL, Drake, MuJoCo, Isaac Lab), which evaluate
the dynamics numerically at runtime, the symbolic formulation facilitates tight
integration with optimal control solvers by allowing pre-computation of derivatives,

sparsity patterns, and efficient code generation.

In multiple shooting, the infinite dimensional optimal control problem of Equation
(4.15) is reduced to a finite dimensional optimization problem by first discretizing
the time interval (7, #;] into time points #¢...ty, Where T = t —t is the optimization
time horizon. In each sub-interval the control vectors are approximated by a finite
set of parameters using basis functions, e.g. piecewise polynomials. In the imple-
mentation of the flight-transition controller, the control trajectory is approximated

by a piecewise constant parameterization.
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At each time point a discrete state and control variable is considered: xg,...,Xx
and uy, ..., u and the system dynamics are enforced by propagating the dynamics
forward on each sub-interval [#, x+1) using a fourth-order Runge-Kutta numerical
integration scheme: X1 = @x(xx, ur). This allows the optimal control problem in
Equation (4.15) to be transformed into a nonlinear program (NLP):

N-1
min > 1Ge up) +V(xy) 4.21)

X(0seees
uop,..., un-1 k=0

subject to
X( = current state 4.22)
X+l = Ok(Xp,ug), k=0,...,N-1, (4.23)
O<wurp<1, k=0,....N-1, (4.24)

where [(xy,uy) = (tg+1 — tx)L(xk, uy). This scheme is equivalent to performing the
single-shooting method on each sub-interval in parallel [80], but studies show that
it leads to significantly improved convergence behavior [81]]. The conditions (4.23)
are called the matching conditions and ensure that the solution is continuous and

respects the dynamics at the grid points.

Sequential Quadratic Programming

To solve the nonlinear program in equations (4.21)—(4.24), Sequential Quadratic
Programming (SQP)—a widely used numerical method for solving nonlinear opti-
mization problems—is used. The central idea of SQP is to iteratively approximate
the nonlinear problem with a sequence of quadratic programs (QPs), each con-
structed by locally linearizing the constraints and forming a quadratic approximation
of the cost function around the current iterate. Thus Equations (4.21)—(4.24) are lin-
earized around the current iterate of the SQP {{x, &, 2’;01, Xn}, and the nonlinear

program is converted into the following quadratic program:

N-1
1 1
min > | =06z, Hi6z + g 6z | + =6xy HyOxy + g1 0xy (4.25)
0x0,...,0XN, =0 2 2
614(),,..,6141\]_1
subject to

6xk+1 =Ak6xk+Bk6uk+¢k(xk,uk)—fk, k=0,...,N—-1. (4.26)
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The Hessians and gradients resulting from the linearization about the previous SQP

iterate are given by

Hy = VI, i), 4.27)
Hy = ViV(iy), (4.28)
8k = Vo l(Xg, Uy), (4.29)
gn = ViV(Xy), (4.30)

and the linearized dynamics matrices are given by

A, = 0P 4.31)
6xk

B, = 2% (4.32)
auk

In the above, the shorthand z = [x,u]" and 6z = [6x,6u]’ has been employed.
Once the quadratic program (QP) (4.25)—(4.26) has been solved, the iterate {6z,~}f\i ]
is used to update the optimal trajectory {{fk,ﬁk}ivz‘ol,fN}. This procedure is
implemented using a numerical implementation of the HPIPM algorithm [[76]] with

partial condensing [82].

Real-Time Iteration

To ensure that the SQP can be solved fast enough for real-time control, the real-
time iteration (RTI) approach is taken. Unlike the full SQP scheme, which requires
multiple QP solves and nonlinear evaluations per sampling instant until convergence,
SQP-RTI performs only a single QP solve per iteration. Although this introduces an
approximation relative to the fully converged solution, it significantly reduces the
computational requirements. This property renders SQP-RTI particularly suitable
for real-time model predictive control for the ATMO platform, where stringent
timing constraints preclude the use of fully converged nonlinear optimization at
every sampling step, yet an accurate treatment of nonlinear dynamics and constraints

remains essential.

Controller Parameters

Using the above numerical implementation we are able to run the model predictive
controller at a frequency of 150Hz on the onboard computer. To achieve this multiple
techniques are combined. First, the cost function is updated only once every 10
iterations of the model predictive control scheme to ensure minimal computational

overhead, as well as giving sufficient time for the optimizer to warm up the solution.



55

Second, the horizon time is chosen as 7 = 2.0 seconds and N = 20 collocation
points—striking a balance between controller accuracy and computational overhead.

Finally, the RTI scheme is found to significantly improve optimization time.

4.7 Experimental Validation

The bi-modal locomotion controller was implemented on the Aerially Transforming
Morphobot and its performance was evaluated on various tasks. First, a dynamic
wheel landing maneuver, or morpho-transition maneuver, was performed in the
Caltech CAST flight arena. In this experiment the controller was used to track a
reference trajectory in space that consisted of a descent with some forward motion
while tilting the wheel-thrusters, landing on the wheels, and finally driving for-
ward, as described in Section 4.2. For state estimation, the position and attitude

measurements were supplied using a motion capture system.

Snapshots from the resulting experiment are shown in Figure 4.2 and a video of the
maneuver can be found in the supplementary materials (Video 2). As can be seen
labeled in Figure 4.2 on the ¢(¢) graph, the final tilt angle at landing is ¢, = 65°,
showing that the robot is successfully able to land at a tilt angle that is past the
critical angle. This is achieved due to the change of cost function in the transition

phase evidenced by the sharp drop of «a(t).

By virtue of the changing cost function the robot can continue tilting its wheel-
thrusters while still maintaining the desired attitude by reducing the emphasis on
holding vertical position or velocity and prioritizing only attitude stabilization.
Ultimately, the tilt angle at landing is A¢ = 15° above the maximum in-flight tilt
angle, while the maximum mean normalized thrust during the maneuver is it = 0.7.
We hypothesize that this is possible in part due to the ground effect that was measured
in Figure 3(C).

Note that, the robot shows a noticeable lateral drift during the maneuver (Video
2). This might have been due to wind disturbances present in the CAST flight
arena or controller tuning. We repeated the experiment with improved tuning of the
cost function parameters and report noticeably less lateral drifting, as can be seen
in Video 4 of the supplementary materials. The safety tether was also removed,

showing that additional forces were not applied to the robot during the maneuver.

We also validated our control method by performing a driving takeoff followed by a
dynamic wheel landing. In this maneuver the robot was tasked with taking off while

driving, dynamically transitioning to flight by deploying as a quadrotor, and finally
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Figure 4.2: Experimental validation of dynamic wheel landing, or morpho-transition
maneuver, in the CAST flight arena using bi-modal ground aerial locomotion con-
troller. (left) Snapshots from the performed trajectory. (right) Recorded data during
an autonomous wheel landing. In blue z(?), ¢(2), a(?), i(?), i.e. the altitude, tilt
angle, control blending factor, and the mean normalized thrust applied by the four
rotors are plotted. The three vertical lines denote the time instances at which the
robot begins to morph (height z,), the point at which transition begins (height z*)
and finally the point at which impact occurs (height z,). The morphing, transition,
and ground regions are highlighted in blue, red, and green respectively. The mor-
phing height, transition height, and ground contact height (z,, z*, z,) are indicated
along with corresponding angles, and the maximum normalized thrust is labeled.

morphing again to land on wheels and continue driving. The resulting maneuver
and the evolution of key states are depicted in Figure 4.3. A video of the maneuver

can be found in Supplementary Materials, Video 3.

The robot started in drive mode with ¢, = 56° tilt angle in driving configuration.
As the robot drove forward, the throttle was increased, triggering the robot to
decrease the tilt angle. At ¢g = 50°, the thrusters were activated and the throttle
increased, thus propelling the robot into the air. After some moments in the air,
the robot descended and smoothly transitioned into driving configuration. Once
in the transition phase z < z*, the wheels were activated and the robot smoothly

continued its forward driving motion. As can be seen in Figure 4.3, the maximum
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Figure 4.3: Experimental validation of ground aerial transition maneuvers: flight-
initiating driving takeoff. (left) Robot moving from right to left begins in driving
configuration, drives and jumps up by switching on its thrusters. It transforms
to quadrotor configuration until it reaches the apex of the trajectory, and finally it
begins its descent with forward velocity, transforming into drive mode, smoothly
landing, and continuing its driving motion (Video 3 in Supplementary Materials).
(right) In blue z(?), (), (), i(t), i.e. the altitude, tilt angle, time varying mixing
controller coefficient, and the average normalized thrust. The driving, flying, and
transitioning modes are highlighted in green, blue, and red respectively.

tilt angle while in flight was 50°, and the final tilt angle at landing was ¢, = 58°.
The maximum mean normalized thrust in the landing phase of the maneuver was
i = 0.81. This is significantly higher than in the previous maneuver potentially
due to the more aggressive forward motion, requiring higher propeller rotational
rates to produce a pitch moment and counteract gravity simultaneously. Additional
experiments verified that landings at forward velocity with uninterrupted driving

are repeatable; see Figure 4.4 and Video 6.

Finally, we demonstrate a practical benefit of mid-air transformation: a dynamic
wheel-first landing on an inclined plane. In the maneuver of Fig. 4.4 (see Video ),
ATMO transitions in flight, aligns its wheels to a slope of known pose, touches down
smoothly, and continues driving. By establishing wheel contact before touchdown,
the approach mitigates the tip-over risk that conventional quadrotors face when

landing on sloped terrain.

4.8 Summary

To capture all phases of the maneuver, we develop a model-predictive controller
(MPC) that stabilizes the Aerially Transforming Morphobot (ATMO) during mid-

air morphing and in ground proximity, with a contact-triggered switching logic



Figure 4.4: Experimental validation of ground aerial transition maneuvers: landing
with forward velocity, and landing on inclined slope.

that hands off to ground locomotion upon touchdown. The MPC exploits the
morphing quadcopter dynamics model, actuator limits, and ground-effect induced
thrust variations to maintain stability across the full range of body postures. The
resulting time and shape varying controller adapts continuously to altitude and

morphing state, coherently linking the flight, transition, and wheel-landing phases.

To achieve this we used specialized objective functions for the flight, morphing,
and morpho-transition phases of the maneuver. These are changed online in the
optimization-based controller using a blending factor a(z, ¢) which depends on the
current robot altitude z(#) and body tilt angle ¢(¢). The blending factor smoothly
switches the cost function for flight to a transition cost function as soon as ATMO

enters the transition phase of the maneuver.

The controller exploits near-ground aerodynamics by intentionally relaxing regu-
lation of vertical position and velocity upon entering the transition region. By
harnessing the additional thrust available in ground effect, it prioritizes attitude
stabilization and achieves the desired impact velocity, despite the inherent trade-off
between attitude stabilization and impact speed at post-critical tilt angles. This use
of ground effect makes gradual transformation advantageous over rapid reconfig-
uration in morpho-transition landings. Overall, the results of this chapter provide
a model-based baseline for bi-modal ground-aerial locomotion control. The next
chapter is an exploration of whether this performance can be improved using deep
reinforcement learning, and how learning the morpho-transition maneuver through

direct experience with a simulation environment can improve robustness.
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Chapter 5

AIR-TO-GROUND MORPHO-TRANSITION VIA DEEP RL

This chapter incorporates material from the following publication:

Ioannis Mandralis, Richard M. Murray, and Morteza Gharib. “Quadrotor
Morpho-Transition: Learning vs Model-Based Control Strategies”. In: Pro-
ceedings of the IEEE/RSJ International Conference on Intelligent Robots and
Systems (IROS). 2025. arXiv: 2506.14039 [cs.RO]. (accepted).

In the previous chapter, tools from the field of optimization-based control were
used to achieve bi-modal ground aerial locomotion for ATMO. Part of our effort
was invested in solving the morpho-transition task, defined as the act of transi-
tioning from air to ground locomotion by near ground aerial transformation. This
locomotion phase was found to involve complex aerodynamic interactions and a
need to operate near actuator saturation, complicating first-principles controller de-
sign. This chapter is an exploration of whether Reinforcement Learning, a growing
paradigm for control based on experiential learning through direct interaction with

an environment, can be applied to improve control performance.

First, Reinforcement Learning (RL) is briefly reviewed and the work on applying RL
for control of aerial robots is surveyed. The development of a massively parallelized
simulation environment for the Aerially Transforming Morphobot is then described,
enabling fast evaluation of the robot dynamics. This environment is applied to train
a reinforcement learning policy—entirely in simulation—using a specialized task
definition, domain randomization, reward function, and algorithm that learns the
morpho-transition maneuver from direct experience with the simulator. Techniques
are discussed to achieve successful transfer of the learned control policy from
simulation to hardware, and flight experiments are presented. Finally, the RL
control policy is compared to the MPC controller and their robustness against

unknown actuator failures is investigated.

5.1 A Brief Sketch of Reinforcement Learning
Loosely defined, RL refers to a set of methods for learning behavior in sequential

decision making problems. In the RL framework, an intelligent actor, termed agent,


https://arxiv.org/abs/2506.14039
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learns to earn rewards through trial-and-error interaction with its environment. At
each step of the decision making process, the agent uses its current state s; € S to
select an action a; € A. In part as a consequence of the action, the agent transitions
to anew state s, and receives areward ;1. The long term accumulation of reward

is used as a measure of how successful the agent is in the decision process.

The successive actions, or controls, are generated by a policy distribution 7(a;|s;)
ie. aj ~ n(-|s;) € A(s;). To measure the quality of a particular policy 7, the
system dynamics are queried, when acting under the policy 7 and starting from state
s, and the expected long-term cumulative reward, denoted by V,(s), is computed.
This quantity, central to RL, is termed the state-value function. The objective of
reinforcement learning is to find the optimal policy n*(a|s), defined as the policy

under which the state-value function V,(s) is maximized for all starting states s.

In the case where the state and action space are discrete and finite, the central RL
functions, including the policy, can be written as tables and learned incrementally
using tabular learning methods. However, with large or continuous, state-action
spaces, these methods suffer from the curse of dimensionality—computational re-
quirements grow exponentially with the number of state variables making tabular
learning methods intractable [84]. A solution to this issue has been to use deep
neural-networks to approximate the central functions of RL. In this case, the method
is then classified as a deep reinforcement learning method. In the following the

terms RL and deep RL are used interchangeably.

5.2 Learning-Based Flight Control

Research in learning-based flight control has mainly focused on using RL to push
the envelope of performance and agility for quadcopter flight. This effort is in
part motivated by the need to develop flying robotic systems that withstand adverse
wind conditions, perform acrobatic maneuvers, or achieve maximum speed and
efficiency. Recently, this effort culminated to an outstanding achievement—an RL
trained control policy outperformed the world champion in drone racing using a
policy that outputs collective thrust and body rates that are then tracked by a lower-

level body rate controller [85]].

In this milestone, the decision to use an RL policy in tandem with a lower-level
controller highlights one of the key issues in RL based flight control: deciding
which level of the control hierarchy to inject the RL commands. As can be seen

in a typical cascaded control architecture for a quadcopter (Figure 3.3), various
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Figure 5.1: Snapshots of ATMO performing the Morpho-Transition maneuver using
an end to end Reinforcement Learning control policy developed in this work. In
this maneuver the robot starts in quadrotor flight mode and lands on its wheels by
mid-air transformation.

controllers work in tandem to achieve stabilization and tracking. This gives the
algorithm designer freedom to choose at which level of the control hierarchy the RL

policy should be trained.

In a benchmark comparison between RL agents that were trained to supply control
commands at different levels of the control hierarchy, [@] showed that control
policies that commanded collective thrust and body rates struck an optimal balance
between agility and robustness when compared to policies that specified higher level
trajectories or single rotor thrusts. This study also showed that transferring policies
trained to output single rotor thrust actions to the real world was not possible.
Sensitivity to delays in the real system, on the order of 60ms, was cited as the

primary reason for this failure.
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However, other studies have shown that using direct thrust actions to control quad-
copter flight is possible and can even be beneficial. Indeed, one of the earliest
works on RL-based aerial control used an RL policy, combined with a low gain
proportional-derivative attitude controller used during training only, to demonstrate
stable quadcopter flight and recover from random initial states while outputting rotor
thrusts directly [87]. The advantage of this approach is that directly outputting RPM
commands or rotor thrusts removes the need for manually engineered lower level
control loops. Moreover, giving the RL policy direct access to the actuators enables
it to learn and push the true actuation limits of the platform. Other notable examples
of using the end-to-end approach for quadcopter control can be found in 88,86, (89,
90].

This end-to-end formulation is particularly appealing for ATMO during morphing
flight and morpho-transition. As discussed in Chapter 3, the vehicle’s geome-
try, mass properties, and thrust-vector directions vary during operation, requiring
gain-scheduled inner loops and a non-trivial control structure. At the same time,
during transition maneuvers the robot has to operate near the actuation limits of
the platform—due to the reduced thrust authority induced by tilt—so an accurate
treatment of saturation is essential. Granting the policy direct access to motor com-
mands lets it reason over these dynamic tradeoffs without hand-crafted allocation
logic. To our knowledge, no RL method has yet been applied to this class of mid-air

shape-changing robotic systems.

To bridge this gap, we develop an RL method to achieve the morpho-transition
maneuver on ATMO. The RL agent autonomously learns to stabilize ATMO, reject
disturbances, and finds a feasible trajectory to solve the task from a single high
level reward objective. Unlike the MPC method developed in the previous chapter,
where special care has to be taken when approaching the ground due to the switching
from flight dynamics to ground dynamics, the RL method does not need to explicitly
account for ground contact, but rather learns it directly from the simulation, enabling
smooth control across the whole flight-drive operational envelope. Our RL method
operates at the RPM command level making this an end-to-end approach which
bypasses lower level body rate or attitude control loops whose implementation

requires extensive manual tuning, domain knowledge, and engineering effort.
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Figure 5.2: Overall schematic of signal flow from RL policy 7(s) to motor dynamics,
body dynamics, aerodynamics, and to the Isaac Lab simulator.

5.3 Simulator Development

To train a control policy for morpho-transition maneuvers, we first modeled and
simulated the Aerially Transforming Morphobot as an extension of the state-of-
the-art Isaac Lab simulation framework [91, 92]]. ATMO’s inertial and kinematic
parameters, reported in Chapter 2 and Appendix D, were used to write the robot
in the Unified Robot Description Format (URDF). This robot description contains
the kinematic relations and inertial parameters of the seven main components: the
robot base, the left arm and right arm, and the four spinning propellers. The wheel
joints were fixed and did not enter the URDF description since they were not used
for stabilization during aerial maneuvers. The contact of ATMO with the ground
was handled internally in Isaac Lab using the CAD model of ATMO to resolve

collisions.

The motion of the morphing mechanism, depicted in Figure 2.4, was not simulated
directly. We found that simulating the closed loop kinematic chain caused numerical
instabilities, as has also been observed in [93],94]. Instead, the desired tilt angle ¢,
was tracked by two proportional-derivative position controllers (one for each arm
joint), with stiffness k, = 1 X 10'5 and damping ks = 1 x 10°. Thus, the closed
loop morphing mechanism was replaced by the direct motion of the arm link CDE
around the pivot point D (see Figure 2.4) using a single velocity-level input. The
large gains chosen for the proportional-derivative controller made the actuator a pure
velocity controller ensuring the mechanism is stiff—approximating its real world,

self-locking characteristics.

The thrust force and drag torque caused by the rotating propellers were applied to
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the propeller links in the URDF model through the interface provided by Isaac Lab.
As detailed in Section 3.1, the thrust and drag torque are linear functions of the

normalized propeller RPMs and act parallel to the rotor axes, defined in the positive

body z axis:
T; = krut)erol (5.1)
M; = (1Y kpkritgeroZ ;s (5.2)
where j denotes the propeller number i = {1,...,4} and upero is the normalized

propeller RPM input command. The thrust and moment coefficients kr, kj; were
identified experimentally through thrust stand system identification experiments in
Section 2.3 and the values k7 = 28 N and kj = 0.018 m, were used. Here, Z;
denotes the rotation axis of propeller j. Second order aerodynamic effects like
proximity effects, propeller flapping, or vehicle rotor dynamic couplings [95] were

ignored.

The propeller motor dynamics, presented in Section 3.2, as well as the morphing

mechanism motion, were implemented in a custom plugin with dynamics:

{Q = Tygl(uaero - Q) (53)
¢ = PmaxUbodys 5.4

where #4er0 € [0, 11* denote the normalized propeller RPMs and Upody € [—1, 1] 1s
the commanded tilting velocity. The motor dynamics of the thrusters are first order
linear systems with input #,.r, and output the normalized propeller RPMs Q. The
normalized propeller RPMs are the ratio of the squared propeller rotational speed to
the square of the maximum propeller rotational speed. The thruster motor constant

is T;, and the maximum speed of the closed loop kinematic linkage is ¢max.

The simplified dynamics models for the closed loop kinematic linkage, aerody-
namics models, and the motor dynamics were implemented in discrete time in the

pre-physics step of the simulation, by performing the following operations:

Q[k + 1] = Bugerol k] + (1 — BYQUK] (5.5)
Tilk + 1] = krQ;[k + 112, (5.6)
Mk + 1] = (1) kpkrQ;lk + 112; (5.7)
@alk + 1] = o[k] + Gmaxitvody [k 1. (5.8)

Equation (5.5), is an exact discretization of motor dynamics in Equation (5.3),

under the assumption of zero-order hold between simulation time-steps, leading to
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a first-order filter with constant,
B=1-eT/m (5.9)

A nominal motor time constant of 7,, = 0.15 was used. This was determined
experimentally by supplying the motor with step throttle inputs and calculating the
time required to reach 63% of the steady state rotational rate. Since the simulator
time step was 7y = 0.02 seconds, the resulting filter constant was: S = 0.12. The
filtered normalized motor RPMs are then used to determine the thrust and moment
acting on the four propeller axes, T;, M; at each time step in Equations (5.6)—(5.7).
Equation (5.8) is a forward Euler step of the tilt angle dynamics in Equation (5.4).

The Isaac Lab simulator solved the robot equations of motion, including collisions,
using a time step of 7y = 0.02 seconds. At each time step, the simulator updated
ATMO’s generalized coordinates and velocities, defined as: q¢ = (p,&,¢) and
w = (v, w) where p is the position of the robot center of mass, & is the quaternion
of the robot base frame relative to the inertial world frame, ¢ is the body tilt angle,
v is the velocity of the center of mass, and w is the angular velocity of the robot
relative to the world frame expressed in the body frame. The overall simulation

environment is summarized in Figure 5.2.

5.4 Training Approach
The developed simulation was used to train an RL policy to solve the task of morpho-
transition. In this section we describe the essential components to train a control

policy in simulation that achieves zero-shot transfer to hardware.

Task Definition & Domain Randomization

At the beginning of each episode ATMO was spawned uniformly at a random (xg, yo)
position in a square of 2 meters side length around the origin. The initial height was
sampled from a uniform distribution: zo ~ U(1,2) meters from the ground. The
goal state, i.e. the desired final position, was set as the origin. For more information
about how the robot was incentivized to reach the goal state, as well as the desired

final configuration, the reward function is discussed at the end of this section.

The initial orientation relative to the inertial frame was randomized by sampling a
roll and pitch from U (—%, %) and an initial yaw angle ¢ from U(0,2x). Initial
velocities, v, and angular velocities, wy were sampled uniformly from the distribu-
tion U(—0.1,0.1). The initial tilt angle was sampled randomly as ¢y ~ U(0, /6).

Each episode ended if one of the following conditions were met:
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1. The elapsed simulation time exceeded five seconds.
2. The robot speed exceeded a maximum threshold of 2.0 ms™!

3. The (x, y) position of the robot deviated from the goal position by more than
1.5 meters.

The policy was made robust to disturbances by pushing the robot in random di-
rections once per episode. To achieve this, at the beginning of each episode a
push time, ¢*, and push duration, 7, were sampled from uniform distributions
t* ~U0,0.8t5), T" ~ U(0,0.2), where 1y = 5 seconds is the episode length. The
force and moment direction and intensity were sampled at the beginning of each
episode and applied in the pre-physics step of the simulator for the given duration

at the push time. The disturbance force and torque f, T were generated as follows:

f=rfigT="1h, (5.10)

ny~N(,I3),n. ~ N©,Iy), (5.11)

f~NQ, f5), 7~ N(©O, 7, (5.12)

[ (5.13)
|n||

with the force and moment scales set to f* = 0.20k7 and 7" = 0.20k7ky;. The
maximum impulse and angular impulse imparted on the robot during training was
thus J52% = 0.04k7 and AL =0.04krky.

disturbance disturbance

The motor time constant was randomized around the nominal value of 7,, = 0.15
seconds at the beginning of each episode 7,, ~ U(0.10,0.20), and kept fixed
throughout the episode. To take into account potential mismatch between the motor
dynamics in the simulation and the hardware, the thrust and moment constants were
assumed to have a £20% uncertainty. Thus, they were sampled at the beginning
of each episode as: kr ~ UO.8kr, 1.2ky) and ky ~ UO.8kp, 1.2k ). Finally,
the uncertainty of the tilt actuator dynamics was incorporated by randomizing the
maximum tilt velocity parameter ¢max ~ U(0.85,1.23). We found that training
without randomizing these parameters results in neither sim-to-sim nor sim-to-real

transfer.

Action Space
The actions are the outputs of the trained RL policy, wr(s). For the policy network
we used three hidden layers of 128 units each with Exponential Linear Unit (ELU)
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activation functions between the layers. The network outputs were passed through
a sigmoid layer to ensure the control actions are bounded between 0 and 1, i.e.
u = n(s) € [0, 1]°, and can be effectively used to represent the normalized propeller
RPMs and the tilt velocity. The outputs of the policy network are interpreted as the

four thruster control inputs u e, and the tilt angle velocity input upoqy.

The inputs to the policy network are the policy observations,
sz =(p,R,v,0,0,u”) € RP", (5.14)

where u~ is an observation history of n = 10 previous time steps. For the rotation
representation we found that it was necessary to use the full rotation matrix R €
SO(3). Using a Quaternion representation of rotation did not result in sim-to-real
transfer since quaternions double cover the space of rotations, meaning that the

policy network must learn that & and —€ represent the same rotation.

Observation Space
We used an asymmetric actor critic [96] scheme and gave fourteen additional privi-
leged observations to the critic to improve value estimation. The critic observation

space was ChOSCIl as
50 = (S fo T 17, T, 1,0, Q7) € R3¥, (5.15)

where f, T are the disturbance force and moment, ¢*,7*, ¢ are the push time, push
duration, and current time, and J. is the impulse acting on the robot due to ground

contact forces. This was approximated between simulation steps as

t+Ts
Je = I fcdt = [fc(k + l) - fc(t)] Ty, (516)

where f. is the contact force between the ground and the robot, obtained from the
Isaac Lab simulation environment. We gave the critic network access to the observed
RPM values ™ which was shown in [[89] to stabilize training. A small amount of
uniform noise, was added to the policy observations. We added uniform noise of
magnitude 0.005 to the position p and rotation matrix R, 0.035 to the velocity v and
angular velocity w, and 0.018 to the tilt angle ¢. No noise was added to the action

history.

Delays & Motor Dynamics
Finally, we found that for successful sim-to-real transfer, it was essential to add an

observation delay of one simulation time step, or 20 ms, to the observations fed
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into the policy network during train time. This approximates the delays present due
to inter-computer communication on the hardware. Without taking into account
observation delays, as well as motor dynamics, the RL control policy could not be

transferred to hardware.

Reward Function

Coefficient | Value Description
ao -0.10T; Velocity Penalty
ai -0.30T; Angular Velocity Penalty
a -0.107; Orientation penalty
as -0.07 T, Control Rate Penalty
as —-0.13 7T, Ground Thrust Penalty
as -1.0 Contact Impulse Penalty
ag 0.40 Contact in Acceptance Reward
as 0.307;, Distance to Goal Reward
as 0.407; Morphing reward
ag 0.307; Descending reward

Table 5.1: Coeflicients for the reward function defined in Equation (5.18).

The reward function was designed to incentivize landing on the wheels in the vicinity

of the goal state. The main term that produced this behavior was
ry =(cw A a). (5.17)

Here, c,, is a Boolean variable active when any of the wheels make contact with
ground and a is a Boolean variable denoting that the robot is in the acceptance state,
defined as the state where the (x, y) position of the robot is within 40 cm from the

goal position.

To ensure that the robot had sufficiently rich reward information, and performed
the maneuver safely, for example by keeping angular and linear velocities, as well
as ground impact speed low, various reward shaping terms were added. First,
we penalized the linear and angular velocities of the robot base frame, the action
rate, and deviations from flat orientation. We rewarded the distance to the (x, y)
coordinates of the goal position as well as descending at a constant rate of 0.5ms ™.
We also rewarded high tilt angles as the robot approaches the ground. Finally,
we took advantage of the ability to accurately measure contact times and forces
in the simulator to penalize large impulse forces with the ground as well as to

penalize undesirable thrust actions that occur while the robot is in contact with the
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ground. We imposed a penalty of —1 unit for early termination due to conditions

1-3 described above. The final reward function expression is

r(s,u) = alv|*+a)||w||*+a2|1 - qq|
+ alu — u”|[P+ascol|waero| |
+ a5Jf, + ag(cy N a)
+ar¢(d) + agp(z’ + ¢)

+agp(er). (5.18)

Here, ¢(-) is the function ¢(x) = e, q. denotes the axis of the quaternion, cg

is a boolean variable that is equal to 1 when the first contact with the ground has

T
5.
The coeflicients a; ... ag were chosen by manual tuning and are reported in Table
5.1.

occurred, d is the distance to the (x, y) position of the goal state, and e, = ¢ —

Algorithm Selection and Training Parameters

We used the Proximal Policy Optimization algorithm (PPO) [97] and exploited
massively parallel training on GPU [93]]. We used the RL-games implementation
[91] with an initial learning rate of 4 = 1 X 107. Our model was trained for 1,000
policy updates after which the reward had converged to a stable value. This took
about 20 minutes on a GPU-enabled desktop computer. An NVIDIA GeForce RTX
4070 graphics card with 16GB memory was used.

5.5 Model Predictive Controller Implementation

The model predictive controller for the morpho-transition maneuver was detailed
in Chapter 4 and summarized here for completeness. The controller is a trajectory
tracking MPC that receives a desired reference xref, urer and solves the following

optimal control problem iteratively in a receding horizon control loop:
Iy
minimize J L(x,u)dt
xX,U 0
subjectto X = f(x,u), vt € [0,17],

Ugero € [0, 1]4-

The dynamics are discretized and enforced using multiple shooting [77]] with N
collocation points and a look-ahead time 77. A nonlinear program is solved us-

ing sequential quadratic programming in a real-time iteration scheme onboard the
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NVIDIA Jetson Orin Nano using the software packages CasADi and ACADOS [78,
79]]. The controller runs at 150Hz. A look-ahead of 7y = 2.0 seconds and N = 20
collocation points are used. The cost function is given by

L(x,u) = a(x) Li(x,u)+(1 — a(x)) La(x,u), (5.19)
~—_——— ~———
flying transitioning

and is a convex combination of quadratic costs specialized for flying and transi-
tioning. The cost is varied online according to the height and body shape through
the scalar function a(x). The MPC controller assumes that the RPM commands €2
are equal to the control commands i.e. Uy, = €, thus operating in the reduced
state space x = (p, &, v, w). The tilt angle ¢ is supplied from an external reference
generator and tracked by a low level controller. For details on the implementation
of the MPC algorithm, the reader is referred to [98]].

5.6 Experimental Validation

We performed different Morpho-Transition maneuvers in the CAST flight arena at
Caltech, using the MPC and the RL controllers. Optitrack motion capture informa-
tion was used to supply position and orientation estimates to an Extended Kalman
Filter running onboard ATMO removing the need for GPS or vision based localiza-
tion. ATMO was initialized on the ground and flown up to 1.25 meters using the
PX4 quadrotor position controller [53]]. At that point, the RL or MPC controllers
were engaged and the morpho-transition landing maneuver was performed. Snap-
shots from a representative experiment are depicted in Figure 5.1. Here ATMO
can be seen starting from its initial quadrotor configuration at 1.25 meters from the
ground and transforming mid air to land on wheels. This experiment was performed

without a tether and repeated multiple times to ensure reproducibility.

The evolution of key states for the morpho-transition maneuver performed using
the RL policy and the MPC controller are shown in Figures 5.3 and 5.4, respec-
tively. Videos of the corresponding maneuvers are also available as supplementary

materials.

Both controllers were successfully able to complete the task. The final tilt angle
achieved by the MPC controller was ¢ = 60° and the RL controller achieved ¢ = 65°.
The RL controller achieved a preferable impact velocity of 0.5ms™!, as opposed to
the 1.0ms™! impact achieved by the MPC controller. Remarkably, this was achieved
with a landing tilt angle beyond the actuator saturation tilt angle.
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Figure 5.3: Key state evolution for morpho-transition maneuver performed on the
hardware using the end-to-end learned RL policy.

On the other hand, the RL controller exhibited larger oscillations in the roll angle
evidencing slight instability during the descent. We believe that this was due to
inexact estimation of the observation delay of 20 ms as well as in the motor dynamics
time constant. Indeed, in our initial experiments, before adding observation delays
to the Isaac Lab simulation environment, the transfer of the RL policy to hardware
was unsuccessful due to very large roll and pitch oscillations. As we improved our
estimate of the delay the oscillations were reduced. The final result in Figure 5.3
is satisfactory. The effect of delays can be further mitigated by inferencing the RL
control policy directly on the flight controller micro-controller hardware rather than

on the companion computer, reducing the latency caused by streaming the control
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Figure 5.4: Key state evolution for morpho-transition maneuver performed on the
hardware using the end-to-end learned MPC policy.

commands through the ROS2 network. Overall, the MPC method exhibits more
stable angular dynamics but shows significant drift in yaw.

5.7 Recovery from Disturbances

To obtain a deeper understanding of the performance of the two methods, we
exploited the parallel simulation environment of Isaac Lab to test their ability to
recover from disturbances. We examined the effect of the direction and magnitude
of a push disturbance on both controllers. To achieve this, a push force was applied
systematically at different angles and magnitudes in the first quadrant of the body
(x, y) plane at the robot’s center-of-gravity, as shown in Figure 5.5. The angle was

varied in increments of ¢ in the first quadrant of the body (x, y) plane. ATMO’s
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Figure 5.5: Schematic of the disturbance forces that ATMO is subject to in order
to evaluate the effectiveness of the RL approach compared to the MPC controller.
The disturbance is generated in the first quadrant of a circular disk which intersects
ATMO’s center of mass. The forces are sampled with changing direction and
magnitude within this disk. The maximum disturbance force is equal to 271,x,
where Tynax = k7 is the maximum thrust force that can be generated by a single
propeller.

symmetry did not require us to test push forces in other quadrants since they would
be equivalent. The magnitude of the force was varied in increments of 0.925k7
from 0.6kr to 8.0k7. The maximum disturbance force that the robot underwent
was of magnitude 2 times greater than the overall thrust capability of the robot (four

propellers generating Tiyax = kr, each, generates a total thrust of Akr).

The MPC method was tasked with following a downward descending trajectory at
0.5ms~! and the RL agent performed actions according to the policy learned during
the training process. The simulation was configured with with 7, = 0.15 and 20 ms

observation delay.

To characterize the ability of the controllers to recover from push disturbances, two
metrics were employed: 1) the impact velocity, and 2) the final distance from the
goal. For each applied disturbance force, the control policies were rolled out in
simulation for 5 seconds and the impact velocity and final distance to the goal were

recorded. Lower impact velocity and lower final distance to goal indicate that the
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Figure 5.6: Disturbance recovery performance of RL policy. Impact velocity and
final distance maps are depicted for different disturbance directions and magnitudes.
The impact velocity and final distance to goal were recorded for 64 different push
forces for each controller. The direction of the push force was varied in the (x, y)
plane and the magnitude of the push force was varied between 0.60k7 and 8.0k7.
The data points are shown in a scatter plot with an interpolated heat map overlayed.
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controller was able to successfully recover from the push disturbance.

Heat maps of the performance of the results according to the two metrics were
generated and shown in Figures 5.6 and 5.7. In the case of the RL method, the
control policy performed very well up to between 5 — 6k7 disturbance force, as
shown in Figure 5.6. In this region, a low impact velocity, close to 0.5ms™!, was
observed, as rewarded by the reward function. The final distance to the goal was
also close to zero. In this region of disturbances, the RL agent was able to fully
recover from the pushes. This is notable since this was far beyond what the RL
policy had been trained on—evidencing that the RL policy can generalize outside
the training data points. However, once the threshold of 5 — 6k7 was surpassed, the

RL agent failed to land with an acceptable impact velocity or final distance to goal.

On the other hand, the MPC controller, with results shown in Figure 5.7, exhibited
a more uniform performance. It was able to recover reasonably well from large
disturbances but did not exhibit a uniform region of excellent disturbance recovery
performance like the RL controller. Indeed, although the MPC controller is able to
arrive at the goal position with reasonable success rate, as evidenced, it also often
impacts the ground with unacceptable impact velocity.
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Figure 5.7: Disturbance recovery performance of MPC controller. Impact velocity
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Figure 5.8: RL recovery characteristics under partial actuator failure. The thrust
and moment coefficients of the thrusters are multiplied by [0.8,0.9,0.85, 1.1] with
order front right, back left, front left, back right.
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Figure 5.9: MPC recovery characteristics under partial actuator failure. The thrust
and moment coefficients of the thrusters are multiplied by [0.8, 0.9, 0.85, 1.1] with
order front right, back left, front left, back right.

5.8 Recovery from Partial Actuator Failure

Finally, we tested the performance of the two controllers under partial thruster
failure. This can happen in real-world scenarios due to motor wear or low energy
state. To simulate this scenario, we multiplied the nominal value of the thrust and
moment coefficients by [0.8,0.9,0.85, 1.1]. This is a significant perturbation that
the RL has not been trained on since it was trained only on uniform changes in
the thrust and moment coefficients. Likewise, the MPC has no knowledge of this

perturbation.

The results are shown in Figures 5.8 and 5.9. The RL controller is able to recover
from considerable disturbance forces, even under the partial actuator loss. Naturally,
the recovery region is much smaller than in the case where the thrusters are operating
at nominal efficiency (Figure 5.6) but the RL agent is still able to recover from
considerable applied impulses. In contrast, the MPC controller cannot recover at
all, resulting in failure for almost all push tests considered. Note that it is possible
to extend the MPC algorithm to take into account actuator failure as done in [[72],
which is expected to significantly improve performance. However, this would require
explicit estimation of the actuator failure to trigger online changes in the optimal

control problem being solved by the MPC.
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5.9 Summary

In this chapter, we trained an end-to-end Reinforcement Learning (RL) controller to
learn a morpho-transition policy and demonstrated successful transfer to hardware.
The RL policy achieved controlled landings with tilt angles greater than 65° in
experimental flight tests—on par and slightly better than the performance of the
model-predictive controller. However, the RL policy successfully transferred to
hardware only if motor dynamics and observation delays were taken into account.
In contrast, the MPC controller developed in Chapter 4 transferred out-of-the-box
without knowledge of the actuator dynamics and delays, at the cost of reduced
recovery from disturbances in the event of unknown actuator failures. The main

contributions of this chapter are:

1. We developed a reward function that accurately encodes the problem of
morpho-transition by taking advantage of the perfect information available

in the simulator.

2. We proposed a performance benchmark for the morpho-transition maneuver
based on impact velocity and final distance to the goal after push distur-
bances of different magnitude and direction. The controllers were thoroughly

characterized by exploiting massively parallel GPU simulation.

3. We extended the Isaac Lab simulation framework to include common quadro-
tor aerodynamics such as the thrust and moment coefficients, as well as motor
dynamics and observation delays for the specialized tasks requiring aerial
transformation. This code, along with the MPC method, has been made

publicly available here.
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Chapter 6

WAKE VECTORING FOR EFFICIENT MORPHING FLIGHT

This chapter incorporates material from the following publication:

Ioannis Mandralis, Severin Schumacher, and Morteza Gharib. Wake Vectoring
for Efficient Morphing Flight. 2025. (under review).

Chapters 4 & 5 were dedicated to the development of controllers that enabled agile
behaviors, such as morpho-transitions and morphing flight. In this chapter, we
extend these capabilities by drawing on aerodynamic principles from aircraft and
rocket design to develop a wake-vectoring mechanism that recovers thrust lost during

morphing, thereby enhancing our robot’s agility and maneuverability.

We begin by introducing the broader concept of flow manipulation as a means of im-
proving the agility and efficiency of aerial vehicles. Building on this foundation, we
present our wake-vectoring solution and validate it through benchtop experimental
testing. Our design is then refined through a computational fluid dynamics study,
and is integrated onto our robotic platform where it is characterized under realistic
operating conditions. Finally, we demonstrate ATMQ’s ability to hover in extreme
aerial configurations beyond the critical tilt angle, and conclude with a discussion

of the broader implications of our results.

6.1 Introduction

Principles of airflow manipulation have long been used to enhance aircraft perfor-
mance in the field of aircraft and rocket design. In rocketry, for example, gimbaled
or vectoring nozzles redirect the engine exhaust, which is crucial for steering the ve-
hicle when aerodynamic surfaces are ineffective, e.g. in vacuum [100]]. In general,
directing engine thrust off-axis provides key benefits including vertical/short takeoft
and landing (VTOL/STOL) ability, and significantly higher agility in flight through
thrust reversal or vectoring [[101}102]. A notable example is the Harrier Jump Jet,
which used a rotating nozzle system to vector its engine exhaust downward—giving
it the ability to take off and land vertically on very short runways [[103]]. Other fighter
jets likewise use vectored thrust to perform maneuvers that exceed the normal aero-

dynamic envelope, illustrating how airflow manipulation translates into enhanced
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maneuverability [104].

This insight suggests that morphing aerial robots could reap substantial benefits by
incorporating flow re-direction mechanisms into their designs. By reconfiguring
their structure or deploying internal deflectors to divert the rotor wake, a morphing

drone can recover otherwise-wasted airflow momentum and boost useful thrust.

The potential of this approach has been demonstrated in prior work on unmanned
aerial vehicles (UAVs). Examples include shape changing platforms that employ
movable flaps to enable both multi-rotor and efficient fixed-wing flight [105] [106,
1108]], single-rotor systems equipped with adjustable vanes to redirect thrust
without additional actuators [109], and quad-rotor vehicles that use deflectors in the
propulsive slipstreams to apply lateral forces during hover without altering propeller
speeds [[110]. Collectively, these studies highlight the promise of integrating flow
manipulation principles into robotic fliers to boost thrust efficiency, enhance control

authority, and enable multi-modal flight through mode-switching capability.

Figure 6.1: Proposed wake vectoring solution. (a) Example of a Morphing Aerial
Robot, the Aerially Transforming Morphobot (ATMO). This robot is capable of the
Morpho-Transition maneuver where the robot transitions from flying to driving in
one smooth aerial transformation maneuver. During this maneuver, the rotors are
tilted away from the vertical axis resulting in lower thrust available in the vertical
direction. (b) Our proposed solution is inspired by the flow manipulation techniques
used in aircraft design and rocketry. A passive flow deflector is incorporated
behind each wheel-thruster combination. This intercepts and redirects the rotor
wake, resulting in extended momentum recovery during transition or in transformed
configurations.

In this chapter, we translate the aforementioned principles into a novel flow deflec-
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Figure 6.2: Benchtop Experimental Setup. (a) Schematic of benchtop test rig with
electronic placement, wiring, and dimensions depicted. The thrusters can rotate by
servo motors which are controlled from a central micro-controller labeled (uC). The
power supply consists of a 16.8V DC supply that is stepped down to 12V to power
the servo motors, and feeds 16.8V to the ESCs which control the rotational speed of
two Brushless DC motors (BLDC). A load cell is attached to the top of the test rig
and the thrust data is read into a PC using a digital acquisition (DAQ) module. The
deflectors are incorporated rigidly onto the main frame. The setup is symmetric to
eliminate moment crosstalk interference. (b) 3D model of the experimental setup.
The load cell is depicted, and the propellers are attached to rigid bars that rotate
due to a servo motor attached at the pivot point. Everything is mounted onto a rigid
frame to eliminate vibrations.

tion mechanism that requires no moving parts or electronics and that is embedded
directly in the Aerially Transforming Morphobot’s (ATMO) chassis, shown in Fig-
ure 6.1 (b). As the robot transforms, the deflectors intercept and redirect the rotor
wake downward. This mechanism extends momentum recovery in transformed con-
figurations, yielding increased thrust during transitional phases. Our experiments
demonstrate a significant vertical thrust augmentation, highlighting the potential of
passive fluidic systems in morphing UAV architectures. Remarkably, we found that
in extreme aerial configurations where no thrust was available without our deflector
design, up to 40% of maximum thrust was recovered, significantly expanding the

robot hover capabilities.

6.2 Benchtop Experiments
Benchtop load cell experiments were conducted to evaluate the feasibility of the

proposed thrust recovery concept. Inspired by the design of ATMO, a custom test
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rig was constructed featuring two propellers that direct airflow onto 3D-printed
deflector surfaces. The propeller thrust axes can be rotated using two servo motors,
replicating the configuration changes that occur during ATMO’s flight-to-drive
transition. A load cell is integrated in series with the propeller-deflector assembly
to measure the vertical thrust force. To minimize sensor cross-talk and balance
the moment acting on the load cell, two identical propeller-deflector assemblies
were operated at the same rotational speed. The experimental setup is shown in
Figure 6.2(a) and (b).

The deflector was designed as a concave surface with two principal curvatures and
sufficient depth to turn the flow effectively without inducing separation. Its area was
made larger than that of the propeller disk to ensure full capture of the propeller wake.
Particle image velocimetry (PIV) studies have shown that the highest momentum in
a propeller flow is concentrated in a ring of fluid near the propeller tips [54]. Since
the force generated on the deflector is directly proportional to the rate at which
momentum is redirected vertically, capturing and turning this high-momentum fluid

is key to maximizing thrust recovery.

We first oriented the deflector exit angle parallel to gravity (6 = 0°) and measured
the total force at the load cell for ten different propeller tilt angles (¢), ranging from
¢ = 0° (thrust axis vertical) to ¢ = 90° (thrust axis horizontal). The experimental
setup is shown in Figure 6.3(a). The resulting thrust, normalized by the thrust at

¢ = 0° (Ty), is plotted as T /T versus ¢ in Figure 6.3(b).

As expected, the thrust generally decreased with increasing tilt angle as the propeller
was oriented away from vertical. When compared to tests without deflectors (also
shown in Figure 6.3(b)), the deflector provided markedly better thrust recovery
at tilt angles greater than 40°. For reference, we compared our measurements to
the theoretical decay T /Ty = cos ¢, which represents the loss of vertical thrust

component due purely to geometric projection, absent aerodynamic effects.

With 6 = 0°, the deflector had negligible influence on thrust for ¢ < 40°. However,
beyond this angle, the thrust no longer followed the cosine trend, and a substantial
recovery was observed. At ¢ = 90°, where thrust would otherwise fall to zero,
approximately 25% of Ty was retained due to the deflector. This excess thrust is
highlighted in Figure 6.3(c), which plots AT /Ty, the recovered thrust beyond the

cosine prediction.

To explore the potential for enhanced recovery, we repeated the experiment with the
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deflector exit angle set to 6 = 10°. The angled deflector yielded significantly better
performance at high tilt angles. Thrust levels were similar to the 6 = 0° case below
¢ =40°, but consistently higher at larger angles. In particular, at ¢ = 90°, the thrust
recovery exceeded 40% of Tp. Due to mechanical constraints of the test bench, we

were unable to test exit angles greater than 6 = 10°.
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Figure 6.3: Thrust recovery results for benchtop experiment. (a) One half of the
benchtop experiment is depicted with key quantities labeled. R is the force acting
on the deflector due to the propeller flow, T), is the thrust produced by the spinning
propeller, and T is the overall level of vertical thrust acting on the propeller-deflector
assembly. 6 is the rotation of the deflector from the baseline configuration where
the deflector is pointing vertically down, and ¢ is the tilt angle of the propeller
thrust axis. (b) Thrust values from the experimental setup as a function of ¢ for
two different deflector angles 8 € {0°, 10°} as a ratio of the thrust at ¢ = 0°. The
thrust with no deflectors in place is plotted in black showing close agreement with
the theoretical cos ¢ decay curve. The result of the numerical flow simulations are
overlayed with x markers over the 6 = 10° and 6 = 20° cases, showing reasonable
agreement. (c) Thrustrecovery as aratio of the thrust level at ¢ = 0° for two different
deflector exit angles.

6.3 Effect of Deflector Angle on Thrust Recovery
To further investigate the effect of deflector exit angle on thrust recovery perfor-

mance, we conducted numerical simulations replicating the benchtop experimental
setup. Using a simplified model of the propeller as an actuator disk [111}|112] we
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Figure 6.4: Schematic of the computational domain used for numerical flow simu-
lations. A two-dimensional slice of the three-dimensional domain is depicted. The
actuator disk is a cell zone of diameter equal to the propeller diameter D that is
tilted at an angle ¢ from the vertical axis. A two-dimensional slice of the deflector
and the deflector exit angle 6 is depicted.
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Figure 6.5: (a) Thrust values as a ratio of the thrust at ¢ = 0° are plotted for five
different exit angles 8 € {0°,10°,20°,30°,40°}. (b) Thrust recovery values for the
same exit angles. (c, d) Representative pressure fields for two cases are shown.
The streamlines from the three-dimensional velocity field are projected onto the
two-dimensional slice.

performed Reynolds-Averaged Navier-Stokes (RANS) simulations using an open-
source finite-volume solver, OpenFOAM (113, 114]. This allowed us to simulate
propeller-deflector cases with exit angles past § = 10°. The computational domain
is shown schematically in Figure 6.4 (a). Further details of the numerical solver and

setup are provided in the Methods section.

We first validated the numerical simulations against the experimental data from
the previous section. Good agreement with the experimental measurements was
observed for the 6 € {0°,10°} cases, as can be seen in Figure 6.3 (b) where the
numerical predictions are overlayed on the experimental values. Small discrepancies
in thrust levels may be attributed to factors such as discretization errors or the

omission of mechanical components of the test rig in the model, which could
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influence the flow.

We then examined the thrust recovery performance for deflector angles greater than
6 = 10°. The results, presented in Figure 6.5 (b) and (c), indicate that thrust recovery
generally improved as the deflector angle increased, up to 8 = 30° for high propeller
tilt angles (60° < ¢ < 90°). The optimal deflector angle for these high tilt angles
lies between # = 20° and 6 = 30°. At 6 = 20°, for example, peak thrust recovery
of 0.8 was observed at 60°—a substantial improvement over the baseline case with
no deflector tilt. Further increases beyond 6 = 30° did not yield additional benefits;
instead, thrust recovery decreased across all tilt angles, suggesting that deflector
tilting enhances performance only up to a critical angle, beyond which it becomes

detrimental.

To understand the physical mechanisms driving this behavior, we analyzed the
pressure fields and representative streamlines of the various deflector configurations.
When the deflector was vertical (8 = 0°), part of the flow recirculated near the
deflector entrance, creating a low-pressure region that caused a loss of momentum
as flow escaped around the deflector. This is illustrated in Figure 6.5(d), which
shows the flow field and streamlines for ¢ = 60° and 6 = 0°. The low-pressure
and recirculation regions are clearly visible in a two-dimensional slice through the
center of the deflector and actuator disk. In contrast, at 8 = 20°, these recirculation
zones disappeared (Figure 6.5(e)), resulting in uniformly high pressure beneath
the deflector and more momentum being redirected downward. This produced
greater overall thrust and underscores the importance of aerodynamic optimization

for maximizing thrust recovery across all propeller tilt angles.

6.4 Implementation of Passive Flow Deflectors on ATMO

We applied the principles from the benchtop experiments and numerical simulations
to design deflectors that could be integrated directly into ATMO’s chassis. Two
design cases were considered. The first was a baseline deflector with no deflector
exit angle relative to the vertical axis. This deflector had a width equal to the
propeller disk area, aiming to redirect the maximum flow with the smallest possible
footprint. Its length was kept smaller than the wheel diameter to maintain sufficient
ground clearance, ensuring ATMO could still operate in drive mode when the wheels
are fully retracted. The deflector was designed to be as deep as possible without

interfering with the onboard robot electronics.

The second design incorporated insights from our earlier experiments and simula-



86

C Deflector 1

: 0.2t cose
e | —e— Deflector 1
Deflectors —e— Deflector 2

10 20 30 40 50 60 70 80 éo
¢ (deg)

0.4 Deflector 2
—e— Deflector 1 d
—e— Deflector 2

0.3

AT
To 0.2

0.1

0.0

0 10 20 30 40 50 60 70 80 90
® (deg)

Figure 6.6: Implementation of wake vectoring method on ATMO. (a) Load cell test
rig. ATMO is mounted on a robotic arm with a load-cell that measures the vertical
force. Tufts have been included on one of the deflectors for some visual feedback of
the flow field near the deflector surface. (b) The deflectors implemented on ATMO.
(c) Thrust values as a ratio of the thrust at ¢ = 0° for both deflector designs compared
to the cos ¢ decay curve. (d) Thrust recovery values for both deflectors. (right) The
two deflector design are shown from the frontal perspective. The Deflector 2 design
implements insight from benchtop experiments and numerical flow simulations by
maximizing the exit angle of the deflector, achieving superior performance.

tions by adopting the largest feasible exit angle. Due to ATMO’s short wheelbase
in drive mode, the maximum exit angle achievable was 15°. The deflector was also
widened and lengthened beyond the propeller disk area to capture and redirect more
of the high-momentum flow near the propeller tips. The two deflector designs are
shown in Figure 6.6; Figure 6.6(b) provides a photograph of Deflector 1 integrated

onto ATMO in its drive configuration.

Both deflector designs were mounted on ATMO, which was secured to a single-
axis load cell as shown in Figure 6.6(a). We measured the total vertical force at
ten propeller tilt angles between ¢ = 0° and ¢ = 90°. The results, presented in
Figure 6.6(c) and (d), show that both designs improved thrust recovery at high tilt
angles. As anticipated, Deflector 2 outperformed Deflector 1, achieving a peak thrust
recovery just under 40% at ¢ = 80°, with only a small decline at ¢ = 90°. The use

of a 15° exit angle consistently enhanced thrust across all tilt angles, supporting our
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earlier hypothesis that increasing deflector angle improves thrust recovery efficiency.

Interestingly, Deflector 2 also showed greater thrust recovery at low tilt angles (¢ <
40°) compared to the benchtop results. This may be due to aerodynamic interactions
between the propeller flow and the surrounding wheels, or the specific geometry
of the deflector on ATMO. These results confirm that passive flow deflectors can
be effectively integrated into morphing aerial-ground robots, providing significant

aerodynamic benefits without active control mechanisms.

6.5 Hover in Extreme Aerial Configurations
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Figure 6.7: ATMO hovering in an extreme aerial configuration. (a) The excess
hover thrust, Tlo — 4, is plotted as a function of the body tilt angle ¢ for the case of
no deflectors; A is the reciprocal thrust to weight ratio. Without deflectors the robot
weighs 5 kg so 4 = 0.45, where the experimentally measured maximum thrust of
11.2 kg was used. (b) Excess hover thrust with Deflector 2 incorporated on ATMO.
Since the deflector adds 0.5 kg of weight, 4 = 0.49. Despite the increased weight, the
critical hover angle still increases significantly; ¢, = 83°. (¢) ATMO hovering with
¢ = 72° in an extreme configuration in Caltech’s Center for Autonomous Systems
and Technology (CAST) flight arena.

The thrust required for hover depends on both the vehicle’s weight and its body

configuration. At each tilt angle ¢ the maximum thrust available is given by the
thrust recovery curve as Ty (¢) = %’D)Tmax, where T'(¢)/Ty is the normalized thrust

recovery curve. For a vehicle of mass m, the maximum tilt angle at which hover is
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possible corresponds to the intersection of this curve with the required hover thrust:

T(p) _ mg
TO Tmax

A, (6.1)

where A is the reciprocal of the vehicle’s thrust-to-weight ratio. For ATMO without
deflectors A = 0.45; with thrust deflectors A = 0.49.

The solution to Eq. 6.1 is illustrated in Figure 6.6(a) and (b) for the cases without
deflectors and with Deflector 2, respectively. Hover is achievable at tilt angles to
the left of the intersection between the horizontal line at A and the thrust recovery
curve; the available control authority (excess thrust) is highlighted in blue. Beyond
this intersection, thrust is insufficient for hover and control, as indicated in red.
For Deflector 2, the critical hover angle is ¢, = 83°, representing a substantial 20°

increase compared to the configuration without deflectors.

We experimentally tested ATMO’s ability to hover in extreme configurations
equipped with Deflector 2. Hover was successfully achieved at ¢ = 72° while
maintaining stability and compensating for disturbances. A snapshot of the exper-
iment is shown in Figure 6.6(c) and in Supplementary Video 1. The robot was
able to take off from the drive configuration, sustain hover, and perform controlled
hops to new locations. Beyond ¢ = 72°, ATMO could initiate takeoff but lacked
sufficient control authority to stabilize vertical position against disturbances. This
phenomenon, consistent with prior observations for ATMO without deflectors [[19]],

reflects a general limitation of systems operating near actuator saturation.

Remarkably, the same control architecture used for conventional quadrotor
flight—with only minor gain tuning—was able to stabilize ATMO even in these
extreme aerial configurations. This contrasts sharply with the deflector-free case,
where specialized control strategies were required to manage the horizontal thrust
components induced by rotor tilting [19]. The deflectors not only augmented vertical
thrust but also simplified control by redirecting momentum downward and reducing
horizontal force components. Thus, passive flow deflectors provide a dual benefit:

enhanced thrust recovery and reduced control complexity.

6.6 Discussion

We have presented an aerodynamics-inspired method for enhancing the thrust effi-
ciency of aerial robots that reconfigure mid-flight. Our findings demonstrate that
passive wake vectoring can provide substantial thrust recovery during morphing

flight, with up to 40% of vertical thrust regained in configurations where no ver-
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tical thrust would be expected without flow manipulation. These results highlight
that carefully designed flow-deflection surfaces can mitigate thrust losses associ-
ated with mid-flight reconfiguration, reducing reliance on additional actuators or
complex control strategies. Compared to prior solutions which used active thrust
vectoring through model-predictive control schemes or reinforcement learning [|19,
83|, passive wake vectoring offers a low-complexity alternative that does not require

additional electronics or actuation.

The ability to passively steer rotor wake opens new design opportunities for morph-
ing aerial robots. We successfully implemented the deflector design on ATMO to
hover at extreme body angles, indicating that shape-changing aerial robots equipped
with passive wake vectoring can achieve more aggressive transformations without
sacrificing control authority. This expands the operational envelope, particularly for
applications in cluttered environments, where drones must rapidly adapt their mor-
phology to navigate tight spaces or interact with structures. For example, operating
ATMO at ¢ = 72° tilt angle reduces its cross-sectional width by 20 cm, enabling

entry into narrow gaps where flight or driving can continue.

This study also provides insight into the physical principles governing thrust re-
covery through passive flow deflection. Key design aspects identified as critical
for effective thrust recovery include: (i) ensuring the deflecting surface fully cap-
tures the propeller disk area, and (ii) preventing flow separation or recirculation on
the deflector surface to maximize momentum redirection. We further developed a
numerical simulation framework that can be readily adapted to other case studies.
By modeling the propeller as an actuator disk and applying a simple momentum
source term to the velocity transport equations, the framework avoids the need for
complex rotating meshes while yielding simulation results in reasonable agreement
with experimental measurements. The simulation framework is available online

(see Code Availability section).

While promising, this approach has limitations. The level of thrust recovery achieved
is highly dependent on the geometry of the deflector and the specific morphing
configuration. Although the design principles outlined here can inform future
designs, the current deflector geometry will not necessarily generalize to other

morphing aerial robots without modification.

Future work will explore how passive wake deflection can be integrated at the robot
design stage to optimize thrust recovery across a broader range of configurations.

Leveraging pre-existing structural elements for wake deflection could minimize
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the added weight and form drag associated with dedicated deflectors. Finally,
augmenting passive wake vectoring with active flow control technologies, such as

movable vanes, may further expand the capabilities of morphing aerial robots.

6.7 Methods
Numerical Simulations

For the fluid simulations we used the open-source computational fluid dynamics
software OpenFOAM [113] [114] and the algorithm simpleFOAM to solve the in-
compressible, Reynolds Averaged Navier-Stokes equations,

Ol
=0
6x,-
ﬁ-%— ci-+i —-poii+ %+aﬂj —pulu,
P jax]'_p ' c?xj poijTH ax]' 6x,- P e

for & and p which are the time-averaged velocity and pressure fields respectively. p
is the density and y is the viscosity of air at 15° C. The Einstein index notation of
summation over repeated indices is implied. a is a body acceleration source that we
impose to simulate the propeller flow. The RANS equations are closed by modeling
the Reynolds Stresses using Menter’s Shear Stress Transport (SST) k-w model [[115),
116].

We used a cubic simulation domain with edge length 2 meters which corresponds to
10 times the propeller diameter ensuring that the boundaries do not affect the flow.
The propeller and deflector were placed in the center of the simulation domain with
relative distances determined by the benchtop geometry shown in Figure 6.2(a) as
well as the angles ¢, 6 for each case. The mesh consisted of 2.7 million hexahedral
cells and was adjusted to the deflector surface using OpenFOAM’s built in mesh
snapping algorithm snappyHexMesh. The mesh was refined around the deflector
surface to ensure that the surface was captured accurately and did not contain any

unwanted surface imperfections.

To simulate the propeller without needing a rotating mesh or the computational costs
of a higher-fidelity simulation, we resorted to a simplified model based on actuator
disk theory—one of the simplest and oldest mathematical tools for modeling screw
propellers [[117]. The key simplification made by this theory is to replace the load
on the real propeller by a uniform and normal pressure distribution on an infinitely
thin, permeable disc [[111, [112]]. To implement this in OpenFOAM, we defined a
cylindrical zone centered at the propeller of height 10mm and radius equal to the

propeller radius. In this cell zone we imposed a source term in the momentum
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equation of 7, = 12N per cubic meter, simulating the effect of a propeller pushing

air through the propeller disk.

The no-slip boundary condition was applied on the deflector surface and a
pressureInletOutletVelocity boundary condition was applied to the six edges
of the cubic domain which adjusts the inflow or outflow depending on the local pres-
sure field, allowing the boundary to switch between inlet and outlet behavior based

on the solution during the simulation.

The force on the deflector was computed by integrating the stress tensor o at the

deflector surface,
R = I o-ndsS,
N

where o = —pI + 7 and 7 is the viscous stress tensor. To simulate the cases where
the deflector was tilted, we kept the deflector fixed in the mesh local coordinates and
transformed the position of the actuator disk and thrust force applied relative to the

deflector using the two-dimensional rotation matrix

cos@ —sin 9]

sin@ cosé

QZ(Q) = [

For the cases where 6 was non zero, the deflector force R was first computed in the

transformed coordinates and was transformed back to lab coordinates as follows:
T =T,cos(¢)+Q.(0)R - e,

where T), is the thrust (momentum source) imposed on the actuator disk and 7' is the

total vertical foce on the propeller-deflector assembly.

We ran all simulation cases in parallel using 12 CPU cores. Each simulation was
terminated when all residuals had dropped below a predefined tolerance and took
an average of 15 minutes to run to convergence on a Desktop Computer equipped
with an AMD Ryzen 9 7900X processor. The code used is publicly available (See
Code Availability section).

Benchtop Experiment

The experimental setup is shown in Figure 6.2(a) and (b). Two counter-rotating
propellers were used to minimize the net moment acting on the load cell. The
entire assembly was mounted on an adjustable aluminum frame, with the load cell

positioned between the frame and the motor—propeller assemblies. Each motor was
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powered by a dedicated 4S LiPo battery, providing 16.8 V when fully charged. To

ensure consistent performance, the batteries were recharged after each test set to

compensate for voltage drop over successive runs.

Tests were performed at various rotational speeds and tilt angles, with the angle
incremented in 10° steps from 0° (horizontal) to 90° (vertical). The tilt angle was
controlled via an Arduino microcontroller, which actuated the servo motors. Motor
speed was regulated using APD80OF3 ESCs (Advanced Power Drives), with the
Cine66 KV 1125 brushless motors (T-Motor) driving 9-inch (228 mm) HQ-90503
three-blade propellers.

A 3A60A three-axis load cell (Interface), capable of measuring forces up to SON per
axis, was used to record thrust. Data were acquired at 250Hz using the BlueDAQ
software (Interface). Each measurement consisted of setting the propellers to the
target RPM and recording the thrust for 15 seconds. The data were analyzed to
compute the mean and standard deviation of thrust for each run. To avoid ground
effect influences on the measurements, all tests were conducted with the deflectors

positioned at least 2m from the nearest surface.

System Integration Load Cell Tests

ATMO, equipped with the deflectors, was mounted onto a robotic arm that positioned
the vehicle sufficiently far from the ground to eliminate ground effect. A single-axis
load cell was integrated in series between ATMO and the robotic arm to measure
vertical thrust. The orientation of ATMO relative to the ground was set in advance
using a digital angle gauge and level meter. Power was supplied by a 24V source
capable of delivering up to 100A of continuous current. For each deflector design
and tilt angle tested, the propellers were operated at 40% of their maximum speed,
and thrust was recorded for 15 seconds using the same BlueDAQ software and data

acquisition hardware as in the benchtop experiments.

Robot Hardware Description
The Aerially Transforming Morphobot (ATMO) is described in detail in Chapter 2.

We provide here a brief summary of key hardware aspects relevant to this work.

The deflectors are 3D-printed using a Bambu 3D printer in PLA, each weighing
about 0.1 kg. To integrate them into the chassis, custom carbon fiber plates were
designed and CNC-cut, and the deflectors were mounted onto the chassis using
screws. The total additional weight due to the deflectors is 0.5 kg. The total thrust
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produced by each propeller is 2.8 kg. The weight of the robot without deflectors

was 5 kg and with deflectors it was 5.5 kg. This results in a thrust to weight ratio
of 2.23 without deflectors and 2.04 with deflectors; equivalently 4 = 0.45 without
deflectors and A = 0.49 with deflectors.

Hover experiments

ATMO, equipped with Deflector 2, was configured at a tilt angle of ¢ = 72°.
The vehicle was powered by a 2400mAh 6S LiPo battery. A CubeOrange flight
controller running PX4 Autopilot software 53] provided onboard control. The body
rate controller gains were only slightly adjusted to enhance performance, while the
attitude control gains remained at the default manufacturer settings. ATMO was
operated in stabilize mode, in which the control inputs correspond to desired roll,
pitch, and yaw Euler angles, and the onboard controller stabilizes these through
nested attitude and body rate control loops. The control allocation (actuator mixing)

was left unmodified.

Code availability

The code used for the numerical simulations is made publicly available here.


https://github.com/mandralis/DeflectorWithActuatorDisk

94
Chapter 7

AERIAL POSTURE CONTROL FOR IMPROVED AGILITY

This chapter incorporates material from the following publication:

Ioannis Mandralis et al. “Minimum Time Trajectory Generation for Bounding
Flight: Combining Posture Control and Thrust Vectoring”. In: 2023 European
Control Conference (ECC). 2023, pp. 1-7. por: 10.23919/ECC57647.2023.
10178360. (published).

This final chapter presents a theoretical investigation into how aerial transforma-
tion can enhance speed and agility in trajectory-tracking flight. Taking inspiration
from the bounding flight maneuvers of birds—which leverage body posture and
aerodynamic changes to achieve superior aerial agility—we explore the benefits of
introducing additional degrees of freedom for posture control in aerial robots. Build-
ing on prior work that demonstrated successful control of the Aerially Transforming
Morphobot (ATMO) during morphing flight and near-ground transformations, we
extend the inquiry to ask what might be possible if even greater freedom in aerial
posture were available. To frame this exploration, we use a dynamic model of
a morphing quadcopter inspired by the Multi-Modal Mobility Morphobot (M4),
a robotic platform endowed with multi-degree-of-freedom actuation that enables
posture modulation and thrust vectoring beyond what is possible with conventional

quadrotors.

The remainder of this chapter is organized around the minimum-time trajectory
tracking problem. We first formalize the problem setting and introduce a framework
that combines posture control with thrust vectoring. Using this formulation, we
solve for time-optimal trajectories that exploit the added degrees of freedom to
reduce traversal time and improve agility. We then analyze the resulting trajectories
and compare them to those achievable by standard quadrotors, highlighting the
gains enabled by posture control. The chapter concludes with a discussion of the
broader implications of this theoretical study, emphasizing how aerial transformation
may unlock fundamentally new modes of high-performance flight in future robotic

systems.


https://doi.org/10.23919/ECC57647.2023.10178360
https://doi.org/10.23919/ECC57647.2023.10178360
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Figure 7.1: Conceptual visualization of the M4 robot performing a bounding flight
maneuver compared to the bounding flight maneuver observed in flight by a Great
Spotted Woodpecker (image was taken from [[122]]).

7.1 Introduction

Bounding flight is an intermittent avian flight pattern consisting of bursts of active
flapping interlaced with periods of passive flight called "bounds" where the bird tucks
its wings under its body to soar [118]. This mode of flight has been hypothesized to
increase efficiency by reducing aerodynamic drag [119], increase achievable flight
speed at the same level of energetic expenditure [[120], and allow birds to transition

from stability to instability by dynamically altering roll and yaw inertia [121]].

From a dynamical systems point of view, birds performing bounds are modifying
their inertial body dynamics and aerodynamic characteristics simultaneously to
change the global lift and drag (or thrust) vectors. Despite the obvious benefits of
coupling aerodynamic and inertial dynamics control (or posture control), this still
remains a largely unexplored topic in the aerial robotics community, whose general

focus has been on optimizing the performance of fixed geometry quadrotors.
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Some notable attempts to produce unmanned aerial vehicles (UAVs) with more
general thrust vectoring capabilities include the voliro omnirotational hexacopter
[123] which uses variable tilt thrusters that can provide out-of-plane force. However,
this is a fixed frame design and, as such, the body inertia cannot be dynamically
modified while thrust vectoring. In contrast, examples of systems that are capable
of altering their frame geometry include the foldable drone [38]], and scissor-like
drones which can morph in plane to avoid obstacles [124, 44]]. However, these
adaptive morphologies are limited to in-plane motion of the thrusters. Thus, even
though they can morph dynamically while flying (allowing them to pass through
narrow gaps), they cannot generate out-of-plane thrust, and their influence on the

system inertia tensor is limited.

A notable design that allows for more general thrust vectoring capabilities while
simultaneously being able to morph during flight is the DRAGON robot [|125], which
can adaptively change its shape to achieve complex three-dimensional configurations
but is hindered by its complexity, cost, and weight. Similarly, the TiltDrone [32]
can move its thrusters out of plane during flight but only has one degree of freedom
on the thruster rotations and has a limited range of motion. Finally, there also
exist passively morphing quadrotors [[36} 37] which use mechanical springs to fold,
allowing them to pass through small gaps. However, the passive folding does not
allow for general thrust vectoring, thus limiting the applicability of such systems for

bounding flight.

In this work we consider a dynamic model of a morphing aerial robot platform,
the Multi-Modal Mobility Morphobot (M4) [18]], equipped with four thrusters that
can be rotated via two joints actuated by servomotors. This system is capable of
morphing its body shape both in-plane and out-of-plane—providing it with general
thrust vectoring capabilities as well as the ability to modify the inertial body dy-
namics significantly. The robot was designed with the goal of performing a wide
array of tasks ranging from dynamic obstacle avoidance, flight through narrow and
spatially varying tunnels, as well as tracking trajectories which would be otherwise
infeasible for fixed geometry quadrotors. Inspired by the bounding maneuvers of
avian flight, we aim to use this system’s capability of morphing while flying to
facilitate the optimization of objectives that were previously impossible with fixed

quadrotor geometries.

However, generating trajectories that optimize high-level objectives relevant to

bounding flight still remains an open challenge. To this end, we formulate bound-
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ing flight as an optimal control problem that can be used to solve a wide range of
tasks that require morphing while flying. We formulate task-specific cost functions
and constraints, and solve the constrained optimization problem using trapezoidal

collocation.

To illustrate the proposed method, two bounding flight tasks are considered: the
first consists of flying through a spatially varying tunnel without impacting it, and
the second consists of tracking a predefined spatial path in minimum time. For
the tunnel flying task, we geometrically represent the robot using its bounding
sphere and ensure it remains within the variable radius tunnel by writing a state-
based constraint. For the minimum time path tracking case we ensure that the
robot tracks the desired spatial trajectory within a user-defined tolerance by using a
quadratic constraint on the distance to the path. Solving the minimum time trajectory
generation problem both with and without posture control indicates that allowing
posture control simultaneously with thrust vectoring can lead to significantly lower
path tracking times by careful manipulation of the body shape inputs to increase the
three-dimensional thrust authority. We also find that combined posture control and
thrust vectoring can enable safe flight through narrow and spatially varying tunnel

constraints.

Section 7.2 begins with an overview of our robot’s hardware as well as its geometric,
and dynamic specifications. In Section 7.3 we describe how the dynamical model
of the robot is obtained in relation to bounding flight dynamics. Here we use a
Lagrangian approach to derive a reduced-order model of the robot which is then
used for trajectory generation. In Section 7.4 we formulate the trajectory generation
problem as a constrained optimization problem that can be solved numerically using
trapezoidal collocation. Finally, in Section 7.6 we present our simulation results and
discuss the benefits of using combined posture and thrust control with concluding

remarks and future work in Section 7.7.

7.2 Overview of Robotic Platform Considered

The M4 robotic platform [|18]], which is illustrated in Fig. 7.1, combines joint actu-
ators with thrusters to perform thruster-assisted locomotion. The robot is capable
of switching between wheeled, aerial, dynamic 2-contact point (Segway balancing),
quadrupedal, and thruster-assisted dynamic locomotion modes of mobility. There
are two actuators at the hip joints to articulate the hip movement about the frontal and

sagittal axis for the transformation between rover, Segway (mobile inverted pendu-
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Figure 7.2: Free body diagram of the robot’s body articulation. Only one of the
arms is depicted for clarity. {X;, §;,Z;} denotes the inertial frame and {X, ¥5,Zp}
denotes the body frame of the robot which is displaced from the inertial frame
by position vector p and rotation matrix R (in xyz Euler angles). The physical
half-height, half-width, and half-length of the robot body are denoted by h,w, I,
respectively, and the arm length is denoted by d. The abductive rotation is denoted
by ¢ and the mediolateral rotation is denoted by ¢,. Finally, the applied thrust at
each of the arms is denoted by T;.

lum, or MIP), and unmanned aerial vehicle (UAV) modes. The ability to transform
and perform multi-modal locomotion endows the robot with the resiliency and fault
tolerance needed to traverse unstructured environments. In this chapter, we only
consider the robot’s flight capabilities and leave the transformation and multi-modal

locomotion trajectory generation to future work.

The robot weighs 5.6 kg, is approximately 30 cm tall, and is 75 cm wide in UAV
mode. The 8-inch propeller and 6S brushless motor combination can generate a
maximum thrust force of 2.2 kg, which results in a lift-to-weight ratio of approxi-
mately 1.5 and relatively good maneuverability. The hip servo angles can be adjusted
mid-flight, which allows the robot to perform the desired bounding flight maneuvers.
In this paper we will present the main theoretical framework and demonstrate it in

simulation, leaving the implementation on hardware to future work.

7.3 Dynamic Modeling of Bounding Flight

The robot is composed of thirteen rigid bodies (one main body, three linkages per
arm) with three joints per arm. In this paper, we derive a simplified model of
the robot by neglecting the inertia of the four arms and only allowing abductive

rotation (¢1) and mediolateral rotation (¢7) of the arms. This leads to a six-degrees-
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of-freedom model (three translational coordinates and three rotational coordinates)
subject to two shape inputs (¢; and ¢,) which determine the robot configuration.
The robot can control its global thrust vector by setting the force at each of the
thrusters independently. The four thruster values are denoted by 77, 7>, T3, T4 and
are numbered, in order, from front right, front left, rear right, and rear left. The
shape inputs (¢ and ¢;), thrust inputs (7;), and dimensions of the robot (h, w, [, d)
can be seen in Fig. 7.2 and are used in our subsequent derivations. Note that we have
not allowed each arm to rotate independently, but this can easily be incorporated

into future work.

To derive the dynamical equations of motion we consider the robotic system as a set
of massed components. For each j-th massed body, m; denotes the mass, I ;€ R33
is the principal inertia matrix, p; € R3, v; € R? is the inertial position and velocity
vectors, respectively, and w; € R3 is the angular velocity vector defined in the body
frame of the j-th massed component. Furthermore, let g € R? be the gravitational
acceleration vector defined in the inertial frame. Then, the Lagrangian £ can be

written as the sum of the total kinetic and potential energy in the system:

1 .
L=33 (mpvivi+ ol lw;)-mip]e. @.1)
J
where the first two terms are the linear and angular kinetic energy, while the last

term is the potential energy.

Let g € R® be the generalized coordinates of the system, which consist of the body’s
6 DOF (position and orientation). The orientation of the body frame of the robot
relative to the inertial frame is represented by xyz Euler angles: roll (¢), pitch (6),
and yaw (). The equation of motion can then be derived using the Euler-Lagrangian
formulation as follows:

d (6£) oL

E % =ug+zuj,k+uw,k+ut,k, (7.2)

_% k

where u;; and u,, ; are the generalized joint torques and wheel traction forces
acting on the k-th arm, respectively, and u, ; and u, are the generalized thruster and
ground contact forces. The model given by Eq. 7.2 is highly generic. It can be used
to model crawling motions, quadrupedal configurations, wheeled motion, as well as

aerial locomotion.

Following the above procedure to derive the dynamical model leads to a 12 dimen-

sional state spacex = [pT,R™,vT,w"]" € R'2, where p is the position of the robot
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center of mass in the inertial frame, R is the orientation of the robot relative to the
inertial frame (expressed as a vector of xyz Euler angles), v is the absolute velocity
of the robot in the inertial frame, and w is the angular velocity of the robot expressed
in the body frame. Equation 7.2 can hence be written in the following state-space
form:

X = f(x,u), (7.3)
where x and u denote the state and input vectors. The input vector u =
[T1,T>, T3, T4, ¢1, 2] " € RS embodies thruster inputs and shape inputs (or joint
actions) as given in Eq. 7.2. The nonlinear term f embodies all model terms,

including gravity, inertial, and Coriolis matrices, shown in Eq. 7.2.

Using this dynamical model, we apply the direct collocation method to resolve the
trajectory generation problem for bounding flight through dynamic posture control

and thrust vectoring.

7.4 Direct Collocation Nonlinear Dynamic Programming
General Optimization Problem
Trajectory generation for bounding flight is achieved by solving the constrained

optimization problem:

minimize J ! L(x(1), u(t))dt +V(x(t 7))
x(),u)ty 0

subjectto X = f(x,u), Vi € [0,17], (7.4)
Ci(x,u,1) <0, j=1,...,m,
ri(x@0),x(ty),t5) =0, j=1,...,k,

where L(-, -) denotes the state and input dependent integral cost, and V(-) denotes
the terminal cost. We have also included k equality boundary constraints given by
r;, as well as m inequality path constraints given by C; which can be used to take
into account input saturation, spatial state constraints, etc. Trajectories that solve
this optimization problem will be dynamically feasible due to the system dynamics

constraint: X = f(x, u).

Numerical Solution Using Trapezoidal Collocation
The above optimization problem is solved numerically using the trapezoidal collo-
cation technique. The system dynamics equations are discretized at N equidistant
collocation points,

O=t1<np<...<ty=ty, (7.5)
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where #; denotes discrete times. The dynamics are represented as a set of constraints

which are derived by integrating X = f(x, u) using the trapezoidal quadrature rule:

1 .
Xigl —X; = E(tm -t)(fi+ fix1), i=1,...,N-1. (7.6)

Here, f; = f(x;,u;), and x; = x(t;) are the discretized values of the functions on the

collocation points.

The collocation constraints (7.6) ensure that the system dynamics are satisfied at the
collocation points. The remaining constraints for the nonlinear program constitute

the path constraints at f;, and the boundary constraints at ¢y and 7y = ty. These are

given by
C; (xj,u;,t;) <0 j=1,...,m
(X uis ) J 7.7)
ri (xi,xy,tn) =0 j=1,...,k,
where the path constraint is defined for each collocation pointi = 1,..., N, and

u; = u(t;). Combined with the collocation constraints, (7.6) and (7.7) constitute the
full constraint set which is denoted by C. Note that the constraints are only enforced
at the collocation points. In a practical setting, achieving constraint satisfaction for

all times can be achieved via constraint tightening, but this was not explored here.

The optimization problem is resolved using the MATLAB fmincon function com-
bined with the OptimTraj package [80]. To this end, the states and inputs are stacked
into the vectors X = [xlT e x;\_,] Tand U = [MT e, u;] " which are then concate-
nated with the final discrete time 7 ¢ to form the decision parameter vector, y, for the

nonlinear programming problem:

y= [uT,...,u;\'—,,x;r,...,x;\'—,,tf]T. (7.8)

This finally allows us to write the numerical optimization problem, where the cost
function has also been approximated using trapezoidal quadrature, as
N-1 1
myin > E(tm —ti))(Li + Lis1) + V(xn)
i=1
subject to constraints C,
where L; = L(x;, u;).

Once the nonlinear program has been solved we approximate the input as a piecewise
linear spline. Atevery sample time, the input is taken to be the linear spline between
u; and u;, | fort; <t < t;y1:

t—t
Wine(t) = u; + PR— (Uiv1 — u;) . (7.9)

i+1 — 4
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Figure 7.3: Geometry of tunnel constraint. p denotes the absolute position of the
geometric center of the robot, p(x) denotes the radius of the tunnel constraint as a
function of x which starts at the beginning of the tunnel and is oriented along the
midline of the tunnel. ry,x denotes the maximum dimension of the robot in any
given configuration. The goal is that the green circle remains within the larger black
circle at all times during the trajectory.

uine(t) is then fed directly into the dynamical system model, X = f(x(?), uin(?)),
which is integrated forward in time using an fourth order Runge-Kutta scheme to
obtain the final state evolution trajectory x(¢) on a finer mesh than originally found

via collocation.

7.5 Spatially Varying Tunnel Constraint
In this section, we describe the constraint developed to deal with a spatially varying

tunnel geometry that the robot is tasked with flying through.

We can in general describe a tunnel constraint by a spatially varying radius p(s)
and a midline trajectory, where s is the curvilinear coordinate along the midline.
In this chapter, we restrict the problem setup by assuming that the midline of the
tunnel constraint is a straight line. Thus p(s) = p(x), and this radius, along with an
initial position, uniquely specifies the tunnel constraint. The geometry considered is
depicted in Figure 7.3. Note that x, y, z denote the spatial coordinates, and x which

is the spatial x coordinate is not to be confused with x which is the system state.

To ensure that the robot remains within the tunnel we formulate the following path

constraint:

[P = poll2=p(X) + rmax(¢1, 92) <0, (7.10)

where p denotes the position of the center of the robot in the inertial frame, and p |

denotes the position of the midline of the tunnel constraint which is closest to the
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robot. The largest dimension of the robot is denoted by rmax(¢1, ¢2) and computed
as follows:

Fmax($1, ¥2) = max(r, Iy, r2), (7.11)

where

ry =1+ dsin(g;) cos(pr)
ry =w +dcos(¢2) cos(gq)

r, =—h+dsin(p;).

Here, the robot has been bounded by a sphere with a radius of the largest dimension
of the robot in its current configuration. For a definition of the dimensions and the
angles see Figure 7.2. We further assumed that g—’; does not vary fast enough for
the out-of-plane dimensions to play a role in the constraint. Note that a constraint
of similar complexity can be formulated by finding an ellipsoidal approximation of

the robot, but this is left for future work.

7.6 Results

To demonstrate the proposed method we consider two scenarios: minimum time
flying through a spatially varying tunnel, and minimum time path tracking. In both
scenarios the cost function was chosen to minimize the total time of the maneuver,

ie. L(x,u) =1, V(x) = 0, and we used input saturation constraints of the form
0<T;<22N, i=1,...,4,
as well as constraints on the shape variables of the form

0<¢; <=, i=1,2.

N1 N

where ¢; is in radians. For both the tunnel flying and path tracking case the start

and end positions were fixed and enforced via boundary constraints:

po=10,0,0.5" m
pr=(5005Tm

The final time 7 is an optimization variable and was hence left unspecified.

Flying Through a Tunnel in Minimum Time
As a first example, we attempt a maneuver that consists of flying 5 meters forwards

through a spatially varying tunnel while maintaining a height of 0.5 meters above



104

tlme [s] tlme s]
1 1 50
s - =0 »\/\/v“’
[m] // 0 05 (deg] RN SN
0 1 0 0
0 1 2 0 1 2 0 1 2 0 0.5 1 15 2 25
5 —0(t) g, -0(0) 5 —(0) M —ea(t)
50
de;
[deg] 0 0 0 (deg]
50 50 50 e e
0
0 1 2 0 1 2 0 1 2 0 0.5 1 15 2 25
time [s] time [s] time [s] time [s]

Figure 7.4: Comparison of the optimal minimum time trajectories with and without
the tunnel path constraint. (a) Visualization of snapshots of the simulated trajec-
tory in 3D with the path constraint. Snapshots are taken at evenly spaced time
intervals. (b) Time evolution of the thrust inputs for a trajectory with and without
path constraints. (c) Time evolution of states for a trajectory with and without path
constraints. (d) Time evolution of shape inputs for a trajectory with and without
path constraints. For figures (b), (c), and (d) the trajectory without path constraint
is in red, and the trajectory with path constraint is in black.

the ground. Since the tunnel has a contracting geometry, the robot has to use posture
control combined with thrust vectoring to fold its body as it flies. The functional

form of the tunnel chosen for this example was a shifted Gaussian bump, i.e.,

o2
exp[—u], (7.12)

1
px)=p
0—\/2_7( 20'2

where o is a length scale and X, is the center of the Gaussian bump. We set o = 2
and X, = 3.5 meters. At its minimum radius, this tunnel is smaller than the robot in
its nominal configuration. This ensures that flying through the tunnel is impossible

without using posture control.

We solved the numerical optimization problem twice, using N = 100 collocation
points, and optimizing the nonlinear program until convergence: once without the
path constraint and once with the path constraint active. The evolution of the optimal
thrust inputs, states, as well as shape inputs for both trajectories are given in Figure

7.4 (b), (¢), and (d), respectively. Snapshots of the robot performing the trajectory
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with the path constraint are shown in Figure 7.4 (a).

As seen in Figure 7.4(a), the robot folds its thrusters inwards to satisfy the imposed
tunnel constraint for all time, thus demonstrating the benefit of combining posture
control with thrust vectoring. From Figures 7.4(c) and (d) we can see that there
is a tradeoff between satisfying the tunnel constraint and performing the maneuver
in minimum time. In particular, the trajectory that satisfies the tunnel constraint
takes approximately 77 =~ 2.3 seconds whilst the trajectory that does not satisfy the
constraint takes approximately 7y ~ 1.2 seconds. The main difference in strategy
between the two trajectories is that, when satisfying the path constraint, there is a
much smaller variation in the vertical coordinate z(¢) as well as the pitch angle 6(¢).
Combined with a much larger abductive rotation ¢;(¢f) and smaller mediolateral
rotation ¢»(¢), which minimizes the body dimensions, this leads to the satisfaction

of the tunnel constraint at the expense of a longer maneuver time.

Minimum Time Path Tracking via Posture Control
Combining posture control and thrust vectoring can also be beneficial for the problem
of tracking a spatial trajectory in minimum time. We focus on tracking the spatial

trajectory,
X

pax,y,z)=| X8 | (7.13)

x(x—L)
20~ ~Hm

which is a quadratic curve in y and z as a function of x. Note that the desired spatial
trajectory pa(X,y,z) is specified as a function of the full position p = (X,y,z) to
allow for general paths to be specified in space. Here, L is the total length of the
trajectory in the x-direction, H is a scale that controls how far the robot should move
in both the y and z directions and z( is the height that the robot starts above the
ground. With L =5 m, H = 6.25 m, and zp = 0.5 m which corresponds to an initial
position pg = (0,0, 0.5)", this trajectory consists of moving 5 meters forward in x, 1
meter up in z and 1 meter left in y before reaching the final position p ¢ = (5,0, 0.5)

meters.

To ensure that the geometric center of the robot tracks the desired path p; we

introduced the following path constraint:

[P — pa(p)]" [p - pa(p)] < 7%, (7.14)

where 7 is a user-specified tolerance. Under this optimization scheme, the robot
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Figure 7.5: Minimum time path tracking with and without posture control. (a)
Visualization of snapshots of the simulated trajectory in 3D. Snapshots are taken
at evenly spaced time intervals. (top) Trajectory without posture control - shape
inputs are fixed at ¢ = 0, 92 = 0. (bottom) Trajectory with posture control - shape
inputs are controlled. This is a side view, there is an out-of-plane component of
the trajectory. (b) Time evolution of thrust inputs for a trajectory with and without
posture control. (c) Time evolution of states for a trajectory with and without posture
control. (d) Time evolution of shape inputs for a trajectory with posture control.

For figures (b), (c) and (d) the trajectory without posture control is in red, and the
trajectory with posture control is in black.

is guaranteed to track the desired trajectory within the tolerance at each of the

collocation points. For this example, the tolerance is set to 7 = 107> m.

The collocation problem was solved twice using N = 120 collocation points - once
allowing full control over the shape variables ¢, ¢ and once by fixing ¢ = 0 and
@2 = 0 (corresponding to the nominal configuration of the robot). We found that
the time required to track the desired trajectory was 20% lower when using posture

control (7 = 2.0 8), compared to without posture control (zy = 2.5 s).

The thrust inputs, state evolution, as well as shape variables both for the active
posture control and no posture control case, are displayed in Figure 7.5(b), (¢), and
(d), respectively. The converged trajectories are significantly different. In particular,

the posture control trajectory has a significantly higher peak roll angle ¢(¢) and a
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high angle of abduction ¢(¢) at around 1 second. This strategy possibly serves to
increase the thrust authority at the apex of the trajectory. Indeed, in the case of no
posture control, the peak roll angle that can occur during the trajectory is limited
since, if the robot were to roll too far, there would not be enough thrust authority
in the vertical z-direction to sustain the robot in the air. However, by morphing
mid-flight (¢ > 0) thrust authority in the vertical direction is maintained while still
having thrust to track the out-of-plane y-trajectory. Striking this balance is possible
only through combined posture control and thrust vectoring, and seems to be a

determining factor that reduces overall maneuver time.

This maneuver is also shown via snapshots of the simulation in 7.5(a). Here it
can be seen that, compared to the no posture control case, the robot tucks its arms

mid-flight, increasing thrust authority and achieving a lower time of flight.

7.7 Summary

We have described and implemented an approach for generating minimum time
trajectories for bounding flight under spatially varying tunnel constraints. Our
results indicate that the interplay between posture control and thrust vectoring can
be exploited to decrease maneuver time by simultaneous manipulation of shape and
thrust inputs. The main takeaway is that the out-of-plane motion of the thrusters is
important for increasing the three-dimensional thrust vectoring capabilities of the
robotic system—enabling a wider array of challenging trajectories to be tracked.
Furthermore, the ability to morph the robot body during flight allows flight through

narrow and spatially varying geometries.

In future work, we plan to incorporate the inertial dynamics of the arms as well
as an aerodynamics model into the system dynamics. This will open up further
possibilities for the manipulation of inertial body dynamics and aerodynamic control
such as drag reduction, soaring, etc. Future work should also aim to implement this
research direction on hardware to deepen our understanding of how posture-induced
inertial and aerodynamic couplings translate into measurable gains in agility and

energy efficiency under realistic constraints.
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Chapter 8

DISCUSSION AND OUTLOOK

In this thesis, we developed methods to leverage aerial transformation for enhanced
air—ground robotic mobility. Motivated by the energetic advantages of wheeled lo-
comotion over single-mode flight and by the limitations of Morphobots that require
on-ground reconfiguration to switch modes, we developed the Aerially Transform-
ing Morphobot (ATMO) and demonstrated that mid-air transformation improves
both agility and mode-switching reliability. Our contributions span design, aerody-
namics, and control. This chapter synthesizes our principal findings, situates them

in a broader context, and concludes with limitations and avenues for future work.

8.1 Summary of findings

We first developed a specialized robot, ATMO, that contends with mid-air thrust
forces to transform while flying using a unified structural and actuation system.
ATMO distinguishes itself from other flying—driving robots by virtue of a self-
locking tilt actuator mechanism that enables mid-air transformation with minimal
actuation requirements, lower cost, and a simpler overall design. Although other
morphing quadrotor designs have been employed for fitting through narrow gaps
[38L (124, 44| 36, |37], or for achieving full actuation or manipulation capabilities
132} 1126 127]], few works have used mid-air transformation as a means to enhance

ground—aerial locomotion performance [128]].

We tested the aerodynamics of the near-ground morpho-transition phase and found
that the flow regime of four tilted, interacting rotors approaching the ground differs
significantly from that of non-transforming, vertically descending quadrotors. We
showed that the ground-effect relation persisted for tilted rotors up to and including
the ¢ = 60° case, and then reversed due to fluid-dynamic instability. In Chapter
4, we exploited the ground effect to achieve landings past the critical actuator-
saturation angle; formally understanding and utilizing the complex aerodynamic
interactions of morphing flight is an effective way to increase the agility of trans-

forming ground-aerial robotic systems.

Secondly, we developed a model-based control scheme that accounts for the full

operational envelope of bi-modal ground-aerial locomotion. To tackle the actuator-
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saturation problem that occurs as the robot tilts its thrusters to land on its wheels,
we decomposed the control objective into a convex combination of specialized ob-
jectives for each locomotion mode, offering a flexible framework for controlling
mid-air transforming robotic systems during ground—aerial transition. Since actu-
ator constraints play a major role for ATMO, we opted to use a model predictive
controller which allows us to seamlessly incorporate limits such as thrust bounds.
While it is possible to use other methods such as gain scheduling combined with
linear—quadratic control, these methods require significant engineering effort and
offer less interpretability. We showed that the developed controller enables landings
with tilt angles beyond actuator-saturation limits—enabling ATMO to clear large

debris and negotiate rough terrain at the landing site.

In parallel, we demonstrated successful transfer of an end-to-end deep RL controller
to hardware for the morpho-transition maneuver. To achieve this, we developed an
RL method that we compared to the MPC algorithm developed previously. We found
that end-to-end RL trained on a well-informed distribution of disturbance dynamics
can reject small to moderately sized disturbances more reliably than an equivalent
MPC approach. The MPC method performed worse for small disturbances but was
able to recover from large disturbances where the RL controller fails. Moreover,
the RL method can recover from partial actuator failure without explicit knowledge
of the failure. The MPC method can, in principle, be extended to achieve this but
would require explicit estimation of the actuator failure to trigger online changes in
the optimization. This highlights the potential of RL to generate control policies
that generalize from partial sensor information to produce sophisticated control

behaviors.

Equipped with the robotic platform and control methods necessary to perform agile
aerial maneuvers, we asked whether it was possible to extend these capabilities using
aerodynamic insight. To this end, we revisited ATMO’s design and introduced a
passive wake-vectoring mechanism that recovers lost thrust during morphing. Using
internal deflectors that intercept and redirect the rotor wake vertically downward, we
recovered up to 40% of thrust in configurations where no useful thrust would other-
wise be produced. This substantially extended hover and maneuvering capabilities
during transformation. We also showed that using wake-vectoring surfaces allevi-
ated the fundamental coupling between position and attitude dynamics revealed in
Chapter 3. This enabled stabilization of ATMO in a morphed configuration using

an off-the-shelf cascaded quadcopter control architecture. Finally, we showed that
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the additional thrust recovered via wake vectoring enabled ATMO to hover with tilt
angles larger than the critical angle, substantially extending the robot’s operational
envelope. Our findings highlight a new direction for morphing aerial-robot design,
where passive aerodynamic structures—inspired by thrust vectoring in rockets and

aircraft—enable efficient, agile flight without added mechanical complexity.

8.2 Directions for Future Work

Simultaneous Thrust-Vectoring and Posture Control

In Chapter 7 we showed that simultaneously regulating posture and thrust vectoring
can increase the agility of aerial robots. Exploiting body-shape change to influence
the control-effectiveness matrix as well as the aerodynamic and inertial properties
of the system has the potential to markedly improve performance in time-critical
maneuvers. A promising direction is to extend the model predictive controller
of Chapter 4 with a more general model of dynamic morphing flight that admits
additional posture-control inputs. Validating the magnitude of the benefit on suitable
hardware, such as the M4 robot [|18]], would provide experimental evidence for the
gains achievable when combining posture and thrust control. The same idea naturally
extends to fault tolerance (e.g., recovering from a failed actuator), where mid-air
posture adaptation can compensate for loss of authority on a subset of actuators
[43].

Maximizing Thrust Recapture with Passive Deflecting Surfaces

In Chapter 6 we showed that varying the deflector exit angle substantially influences
the amount of thrust recaptured across tilt angles, underscoring the central role of
deflector geometry in thrust recovery. Two questions naturally follow: (i) what is
the theoretical upper bound on thrust that can be recaptured using a passive flow
deflector; and (ii) how closely can practical designs approach this bound through
shape optimization, for example via adjoint methods [129]. A complementary
direction is to integrate deflecting surfaces into the chassis itself, yielding weight

reductions and, in turn, improved morphing-flight performance.

Sim-to-Real Transfer: MPC versus RL

In our comparison, the MPC controller transferred from simulation to hardware
without explicitly modeling sensing—actuation delays or motor dynamics, whereas
the RL policy required these effects to be represented during training to achieve suc-

cessful transfer. A plausible explanation is that MPC’s inherent feedback structure
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can tolerate moderate unmodeled latencies and actuator lags better than a policy
trained on a—perhaps incomplete—representation of the dynamics. The gap be-
tween the simulation and real environment may result in a brittle mapping from
observed state to action that is sensitive to timing and actuation model mismatch,
unless those are sufficiently well represented during training. Another possibility is
that the RL controller "over-fits" and exploits the lack of delay in the model, which
works fine in simulation but does not transfer to the hardware. Knowing the true
underlying cause of this discrepancy is challenging and requires further investiga-
tion. There are several avenues for study: (i) a systematic study of when and how
observation and actuator delay "break" each method; or (ii) hybrid approaches that
combine MPC with learning, such as the Actor-Critic Model Predictive Control
method which uses RL to change cost parameters of an MPC controller running
online [75]].

Posture-Dependent Ground-Effect Aerodynamics

While the literature on quadrotor ground effect is extensive and analytical models
have matured [57], models for platforms with tilted thrusters approaching the ground
remain nascent [130, |131], particularly when rotor—rotor interactions are present.
Our findings suggest opportunities for new behaviors such as energetically efficient
perching or driving up steep inclines using aerodynamic proximity effects [41, 40],
now reconsidered through the lens of intentional tilt [132]. Developing predic-
tive, posture-aware aecrodynamic models could unlock reliable planning and control

strategies that actively leverage ground-effect phenomena during transformation.

Aerial Transformation in Realistic Environments

Although dynamic transition maneuvers were demonstrated experimentally, the
conditions were intentionally controlled to accelerate development. A key simpli-
fication was reliance on a motion-capture system for high-rate, high-accuracy state
estimation that exceeds what is currently achievable with onboard sensors such as
GNSS and inertial measurement units. Future work should assess how the pre-
sented maneuvers translate to real-world settings featuring unstructured terrain and
decision-making under partial, noisy observations. Immediate next steps include (i)
integrating a vision-based module that autonomously selects feasible landing sites
and body configurations, and (ii) augmenting ATMO’s onboard sensing to support
outdoor transitions without external infrastructure. With these additions, mid-air

transforming platforms like ATMO could offer practical assistance in scenarios
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where transforming before touch-down or take-off both protects mission-critical

hardware from hostile terrain and enhances overall agility.
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Appendix A

RANGE IMPROVEMENT THROUGH BI-MODAL

LOCOMOTION
T
0
«—( %
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Figure A.1: Force balance in steady flight and in wheeled locomotion. In flight the
total thrust force is 7, the pitch angle is 8, and the forward velocity is v. In driving
locomotion the forward velocity is v,.

This appendix estimates the energetic benefit of combining flying and wheeled
locomotion using simplified models. The problem setup is depicted in Figure A.1.
Considering steady forward flight, the projection of the thrust force in the forward
axis must balance the drag force. Likewise, the projection of the thrust on the

vertical axis must balance the robot weight. This balance of forces yields
T cos6 =mg, (A.1)
1
Tsinf = 5pcDsz, (A.2)

where T is the total thrust force produced by the propellers, 6 is the forward pitching
angle, A is the drag area of the flying robot, Cp is the drag coefficient, and p is the
density of air. The aerodynamic drag equation was used. The drag area is a function

of the flight pitch angle:

A(0) = Afcos(6) + A; sin(6), (A.3)
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where Ay is the frontal area and Ay is the top area. The velocity and thrust are also

functions of the pitch angle and can be obtained by combining Equations (A.1) and

(A.2) as
_|2mgtan6
v(0) = ‘/—pCDA(G)’ (A.4)

T(0) = 25 (A.5)

cosf’
The hover power can be estimated using Actuator Disk Theory [112,|133]. Applying

actuator disk theory for an Nyor vehicle, the expended propulsion power is

T(0)**
f MV 2P ArotorN rotor

where A;qor 1S the area of the rotor disk and N 1S the number of propellers used

Pprop(g) = (A6)

for flight, and fj, € [0, 1] is the figure of merit [[134] which accounts for the losses
of real propellers compared to the ideal actuator-disk case. Thus the flying cost of

transport e ¢, or energy consumed per unit distance, can be written as

Porop(®) | 1 pCpAO)W(0). (A7)

“O="e 2

Differentiating e ¢(6) with respect to 6 and setting to zero allows to find the flight

pitch angle 6* that results in the minimum cost of transport e;i. When on the

ground, and assuming flat terrain and no turning, motion is impeded due to the

rolling resistance as well as the drag force. This results in a cost of transport:
Crmg + %pCDAfvg

eo(vy) = . , (A.8)

where C,, 1s the coeflicient of rolling resistance, 7, is the drivetrain efficiency, and
v, is the ground speed. Assuming that the robot spends a fraction, a, of time on the

ground and 1 — « in flight, results in an overall improvement in range 7 given by

*

i
(1 - + @eg(vy) (A9)

e

I(vg; ) =

The above quantity is plotted against v, for different values of « in Figure A.2
for the parameters Nyoor = 4, Rrotor = 0.1143 m, m = 5.5 kg, g = 9.81 ms~2,
p = 1.225 kgm™, fiy = 0.7, Cp = 1 (drag coeflicient of a cube), a; = 0.09 m?,
a; =0.36 m2, C,, =0.1 (rolling resistance of turf), and 17, = 0.8.
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The optimal pitch angle for lowest cost-of-transport flight is shown in Figure A.3.
Although the numerical value of the optimal pitch angle depends on the particular
parameters of the aerial robot, the existence of an optimal pitch angle—and conse-
quently optimal flight velocity—is noteworthy and has also been observed in [[135].
Figure A.2 shows the overall improvement in range for three different values of a.
The maximum improvement in range is around 15 times and declines as the propor-
tion  increases. The ground speed v, also significantly affects the overall bi-modal
ground-aerial locomotion efficiency. At higher ground velocities, the benefit of
wheeled locomotion declines since drag dominates the rolling resistance. At around
35 ms~! flying is more efficient than ground locomotion and bi-modal locomotion

would not provide any advantage.

Propulsion Power in Forward Flight

The propulsion model used above relates the induced velocity to the thrust, assuming
that the rotorcraft is in hover conditions. In reality this assumption is not satisfied—
as the rotorcraft moves forward the induced velocity changes due to the influence of
the free-stream air flow. This case is handled by generalized Actuator Disk Theory
for forward flight [133]]. For an Ny vehicle with total thrust 7(6), the induced
velocity of a single rotor is the solution of the implicit equation f(v;;0) = 0 with f
defined as

fi;0) =v; - 1) . (A.10)

2pArotor1Vrotor\/V(0)2 +2v(@)v;sin 6 + Vi2

For each 6, this equation admits a solution v;(#). Using this information, the
propulsion power is given by Pprop = T(6)v;(6)/ fpr. The power needed to overcome
drag is the same as before. Using the same procedure, and parameters, as above,
the range improvement under the generalized model for induced velocity is depicted
in Figure A.4. The optimal pitch angle is depicted in Figure A.5. This analysis
yields more conservative estimates: at certain forward velocities, flight consumes
less power than hover. Accordingly, we use the generalized forward-flight model to

substantiate the energetic advantage of bi-modal locomotion in Chapter 6.1.
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Figure A.2: Range improvement when using bi-modal ground aerial locomotion
compared to single-mode flight where propulsion power consumption has been
estimated under hover conditions.
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Figure A.3: Flying cost of transport plotted against the pitch angle where propulsion

power consumption has been estimated under hover conditions. The optimal pitch
in this case is 6* = 14.9°.
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Figure A.4: Range improvement when using bi-modal ground aerial locomotion
compared to single-mode flight where propulsion power consumption has been
estimated under generalized forward flight conditions.
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Figure A.5: Flying cost of transport plotted against the pitch angle where propulsion

power consumption has been estimated under generalized forward flight conditions.
The optimal pitch in this case is 6" = 17.7°.
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Appendix B

DIFFERENTIAL FLATNESS OF MORPHING QUADCOPTER
MODEL

Differential flatness is a structural property of certain dynamical systems whereby
there exists a set of flat outputs such that all system states and inputs can be written as
algebraic functions of these outputs and a finite number of their time-derivatives. In
practice, this turns motion planning and control into the problem of designing smooth
trajectories for the flat outputs, from which dynamically feasible state and input
trajectories are obtained algebraically, enabling efficient feedforward generation and
trajectory optimization. For robotic systems this property is useful because no
nonlinear ODEs need to be integrated in order to compute feasible trajectories.
Instead, feasible nominal trajectories and inputs can be computed by solving sets of

algebraic equations.

This property has been exploited for quadcopter control to generate smooth,
minimum-snap, trajectories that pass through a set of keyframes (Cartesian po-
sition and yaw) [[136]. To achieve this, the authors of [[136] showed that quadcopters
are differentially flat with flat outputs (x,y, z,¢¥); given a desired position—yaw
trajectory and its derivatives, one can compute the required thrust magnitude and
body attitudes (roll and pitch) algebraically, which underlies minimum-snap flight

planning and simplifies real-time trajectory tracking and replanning.

In this note, we extend the differential flatness property to the morphing quadcopter
model, assuming that the arms are inertialess; implying that the inertia matrix is
fixed. We show that the system is differentially flat under these assumptions, with flat
outputs (x, y, z, ¥, p), where p is the ratio of vertical body force to horizontal body
force. We begin by defining differential flatness formally, showing that the morphing
quadcopter model is differentially flat, and verifying our results numerically.

Differential Flatness

Following the definition from [[67]], a nonlinear system

X = f(x,u), xeR" ueR” (B.1)
y = h(x,u), y €R?, (B.2)



134

is differentially flat if there exists a function « such that
o = ax, u,i, ..., u?), (B.3)

and we can write the solutions of the nonlinear system as functions of z and a finite

number of derivatives:

x=B(o,F,...,0D), (B.4)
u=y(o,o,..,oP). (B.5)

The collection of variables & = (o, 7, ..., o'@) is called the flat flag.

Problem Setup

The proof of differential flatness for quadrotors presented in [136] and [137] is
extended to the morphing quadcopter model. The inertia and center-of-gravity are
considered fixed and rotor drag is neglected. We redefine the control inputs to be

u = (u,u,us, us, ¢) where

up = Q7+ Q% + Q3+ Q7 (B.6)
uy = —Q+ Q3 + Q5 - Q, (B.7)
uz = —QT+ Q3 - Q3+ Qf, (B.8)
ug = —Qf — Q3 + Q3 +Q, (B.9)

and we assume that the tilt angle can be directly assigned. With this selection of
inputs, the body forces are
T = kruy cos pzp = mé; (B.10)
F = kyuy sin pyp = mé; (B.11)
where &1 = %kTul cosg and & = %kTuz sin ¢. The torque at the center-of-gravity
is given by

k7(b + acos ¢)u;
T = |kr(ccos¢ — ky sinp)usz|, (B.12)

kr(csing + ky; cos @)uy

The dynamics are given in Equations (3.42)—(3.45) and reformulated here:

b=y (B.13)
v =—gzw +&12p + E2yB (B.14)
R=RO (B.15)

o=1"[r-wxlw], (B.16)



135

where @ is the skew symmetric matrix composed of elements of the angular velocity.
The state of the robotis x = (p, 8, v, w). The orientation is represented by the Euler
ZYX representation and the rotation matrix is given by the basis vectors of the body
frame expressed in the world frame: R = [xp yp zp]|. We will show that the system
with the given state and inputs and subject to the above dynamics is differentially
flat with flat output o = (x, y, z, ¥, p) where (x, y, z) is the Cartesian position p,
is the yaw angle, and p is defined as ratio of force due to the thrusters in the zp

direction and the yp direction:

L . (B.17)
& wp

Proof

Yp YB

B

Figure B.1: Definition of the flat output p.

Position. The position p is part of the flat output and thus trivially a function of
the flat output. This also implies that the velocity v, acceleration a, jerk j, and snap

s are also functions of the flat outputs.

Orientation. We show that the orientation R is a function of the flat output and a

finite number of its derivatives. Rewrite (B.14) as

&izp+&ryp=a+gzw = ar. (B.18)

First notice that xgaT = 0. Since the projection of x 3 on the (xyw, yw) plane must be
parallel to the heading direction then: x; yy =0, where y, = [—siny cosy 0]".

Combining the two conditions on x g yields

Yy Xar

v 2ar (B.19)
llyy X arl|

XB
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unless y, and ar are collinear in which case xp will be momentarily undefined.
Furthermore, since ar is orthogonal to xp this means that a7 lies in the (yp, zp)
plane—see Figure B.1. We can thus obtain yp by rotating ar about xz by —35. 8
is obtained uniquely as a function of p by using the knowledge that u; > 0 (no
negative thrust), which implies that £; > 0 meaning that a7 can lie in the first or

second quadrant only:

arctan(p), p>0

nm —arctan(|p]|), p <0 .

Given B, yp can be obtained by rotating ar around the xp using the Rodrigues

rotation formula. Thus the orientation R = [xp yp zp] is uniquely defined by

X a
o = LR (B.20)
llyy X arl|
yB = TP [arcos B — (xp X ar)sinB], (B.21)
ar
Zp =X X Yp, (B.22)
arctan >0
- () Io (B.23)

m—arctan(|p|) p <0 ’

where y, = [—siny cosy 0]". Finally, we obtain an intermediate result which is
necessary for subsequent derivations—namely that the acceleration in the zp and
yp directions can be obtained by simple projection of ar onto the now known zp

and yp vectors:
&1 =ar-zp (B.24)
&=ar-yp (B.25)

Angular velocity. We show that the angular velocity w is also a function of the flat

outputs and its derivatives. First, obtain the derivatives of the body frame vectors.
Xp
TN

Compute x g by defining X = y, X ar, writing xp = and taking the derivative

of a normalized vector:
J%B - fng
= — —XB—— 3
1% ]| [1X5]]

Xp (B.26)

Using y, = —yx, and d7 = j, we obtain

¥p=—YxyXar)+y, X j (B.27)
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which closes the expression for X 5. Next we obtain yp:

J-ar
e B

Finally we can compute Zp = Xp X yp + xp X yp and the angular velocity can be

. 1 ) . N
yp = Tarll [jcosB—(kpXxar+xpXj)sinp] —

obtained as a function of the flat outputs by differentiating the orientation dynamics

and inverting:

O =R"R. (B.29)

Angular accelerations. Now we compute the second derivatives of the body

vectors. First compute ¥ p,

d )éB - fng
Xp=— — —XB—— (B30)
dr | 111l ||xB||3]
iy 26GIE 5Ti
_ Xe PO Xpte (B.31)
%51 (%5l %3]
XX X p%p)
B M LY Pl uLii (B.32)
2 %51

where X is given by
¥p = —Y(xy X ar) — g (yy X ar) — 2i(xy X j) +yy Xs. (B.33)

Now compute y p:

1
y’B=m[scosﬁ—(ic'B><aT+2xB><j+xB><s)sin,8] (B.34)
T
J-ar .. . "
—” E [fcosB—(XxpXar+xpX j)sinpf] (B.35)
ar
s-ar+j-j (-ar)’  j-ar_
- ~— yp———y3. (B.36)
|lar||? |lar|* |lar||?

Finally Zp = ¥p X yp + 2(Xp X yp) + xp X yp and the angular acceleration can
be obtained in closed form by differentiating the orientation dynamics twice and
inverting:

& =RT(R - RO?). (B.37)

Inputs. We aim to obtain uy, up, u3, u4, p as a function of the flat outputs and a
finite number of their derivatives. First, use the Euler rotational equation (B.16),

T =Ilw + w X lw, to obtain an expression for 7 in terms of the flat outputs:
k7(b + acos @)u; Ty
kr(ccos ¢ — ky sinpuz| = |1y] - (B.38)

kr(csing + ky; cos @)uy T,
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méy
kT sin ¢

First use the 7, equation combined with u; = to solve for ¢:

Ty b+acose

- (B.39)
mé, sin ¢

Let u = cos ¢. Then sin ¢ = 4/1 — u? and we can solve for u, and consequently ¢,
algebraically:

_b + bz_ 2+ 2
a* || a "], (B.40)

= arccos
¢ [ b% +n?

where n = W% The ambiguity between the two solutions for ¢ is resolved by using
the constraint that ¢ € [0, %]. If b > a, the case b — a® + 772 < 0 never occurs.

Thus, the inputs are obtained as a function of the flat outputs as follows:

—ba £ |n|\b? - a® + n? (B.41)
= arccos , .
¢ B2 + 2
. (B.42)
kT cos ¢
,= 2 (B.43)
kT sin ¢
- o (B.44)
= kr(ccos ¢ — ky sin @)’ '
s i (B.45)

" kr(c sin ¢ + ks cos @)’

The only singularity in the above equations is at ¢ = 0 where u, and u4 become
undefined. It might be possible to create a continuous extension of the map by

taking the limit ¢ — O.

Conclusion. We have shown that the morphing quadcopter model is differentially
flat with flat output o = (x, y, z, ¥, p). O

Validation
We verify the above proof numerically. To do this we implement the forward map

0 = F (x,u) as well as the reverse map (x,u) = R(5). By verifying that,
R(F (x,u)) = (x,u), (B.46)

the validity of the above computations is verified. The reverse map is given by the

expressions in the above proof. The forward map is described below.
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Forward map. The highest derivative of the position needed for flatness is the
snap s which is the fifth derivative of the flat output p. The highest derivative of the
yaw angle ¢/ needed is y/. Let x € R'? be the state of the system. Then the forward

map is given by:

p=x(1:3) (B.47)
v=x(7:9) (B.48)
a=-gzw+&1zp+&2yB (B.49)
J=&1ROZp + 2ROy (B.50)
s = £1R’zp + £ Rbzp (B.51)

+EROYy g + EROYp (B.52)
o=[I"r-wxlw)]|, (B.53)

k7(b + a cos ¢)uy
T = |kr(ccos¢ — ky sinp)us|, (B.54)
k(c sin ¢ + ks cos @)uy

where we have assumed that the derivatives of all the inputs are zero. The yaw angle
¥ requires two derivatives which are obtained by considering the mapping between
angular velocity and the time derivative of the rotation parameterization:
v
0|=E'Ro. (B.55)
¢
Furthermore, define 7 = x|, E ~! allowing us to obtain 7 analytically. The expression

of E~! can found in Equation (C.2):

Y = x(6) (B.56)
¥ =x,E"'Rw (B.57)
Y =7Rw + TROW + TR®. (B.58)

We set the derivatives of the last flat output p to zero; constraining the curvature at

the initial and final points of the trajectory:

p=Leoty (B.59)

o= (B.60)
p =0. (B.61)
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Results. We test 10,000 pairs (x, #) sampled from 9. The position is sampled
p.v,w ~ U(-10,10). The orientation is sampled as ¢ ~ U(-7, 7), 0 ~ U(-7, ),
Y ~ U(—mn, ). The inputs are sampled u; ~ U(O0, 10), uz, u3z,us ~ U0, 10), and

¢~ Ue, g — €), where € = 1072, The maximum error is
(m)axDHR(T(x, u)) — (x, u)| e~ 1073, (B.62)

where the infinity norm is defined by ||x||c= max(|xi], ..., |x,]).
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Appendix C

ROTATIONS

This appendix summarizes the essential objects from rotation theory referenced
throughout the main text. We parameterize the space of rotations using Euler ZY X

angles. The rotation matrix between the base and world frame is given by

CoCy  CySpSe — CySy S¢Sy + CpCy So
R = |cosy cocy + 54508y CySaSy — CySg| (C.1
—Sp CoS¢ CyCo
where ¢, = cos(¥), sy = sin(¥), cg = cos(6), sg = sin(0), and cy = cos(¢), sy =

sin(¢). The transformation between angular velocity w = (p,q,r)" in the body
frame and body rates 6 = (¢, 6, ¢)" is given by § = E"'Rw. The transformation

matrix is
0 —sin(y) cos(8)cos(y)
E =10 cos(y) cos(f)sin(y)]|, (C.2)
1 0 —sin(0)

and its inverse is given by

cosy sin@ sinf siny

1
cosf cosd
E-l = _smw cos i ol . (C3)
cosf cosd
cos Yy siny 0

cos 6 cos 6
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INERTIAL PARAMETERS

Inertial Parameters
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The inertias of each component were derived from the 3D computer-aided design

model of the robot:

I base =

I rotor =

[ 0.67 -0.003 0.05
—0.003 1.1 0.05| x 1072,
| 005 005 0.88

[ 0.88  —0.0007 -0.001
~0.0007 3.7 0.06 | x 1072,
| -0.001  0.06 0.88

22 0 0
0 22 0|x107.
0 0 44

The masses, obtained by independently weighing each part, were

Mpase = 2.33kg
Marm = 1.537kg
Mroror = 0.021kg
Mol = 5.49Kkg.

(D.1)

(D.2)

(D.3)

(D.4)
(D.5)
(D.6)
(D.7)
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