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ABSTRACT

The human electroretinogram (ERG) has been studied for
about a century and has been in use as a clinical tool for perhaps
half that time. Like most other biopofentials, the ERG is probably
the result of nonlinear operations, but there have been surprisingly
few attempts to study these nonlinear characteristics. We have
characterized the human ERG system using Wiener kernels, which
reflect separately the linear ahd nonlinear operations.

One of the difficulties with conventionalanalyses of the ERGfor
smallamplitude flash stimuliis the variability of the response, both be-
tween subjects and for the same subject. Thisis oftenthe result of poorly
controlled experimental conditions rather than pitfalls in the analysis.
For example, differences in retinal illumination can change both the
stimulus and the system. Also, different placement of electrodes
can cause different impedence and noise effects. We reduced both
these artifacts by providing a maxwellian view of the stimulus and by
using an eyecup electrode of our own design. The inherent nature
of the flash stimulus can produce other artifacts which the quasi-

random stimulus avoids. For example, flash stimuli are more



-iii-

likely to evoke nonvisual responses than the random intensity
stimulus. Also large amplitude flashes test the retina with non-
physiological levels.

We first demonstrated the reliability of the first- and second-
order Wiener kernels for characterizing the human ERG system by
measuring standard deviations of the kernels for a variety of experi-
mental conditions. We also used the kernels to predict responses
to flash stimuli. For the cases considered, the first- and second-
order kernels characterized the human ERG system more com-
plétely and accurately than measgured flash responses.

We next examined the changes in the kernels for different
mean levels of quasi-random stimuli. The first- and second-order
kernels change suddenly for a step increase or decrease in stimulus
mean. The size and latency of the kernel components increase as
the stimulus mean decreases and a second b-wave appears as a
distinct component of the first-order kernel for low stimulus means.

This second b-wave was shown to be attenuated for a red
(663/ nm) stimulus and reduced for a Retinitis Pigmentosa patient.
Furthermore, when the stimulus bandwidth is increased, other
componénts of the first-order kernel increase in size but the second
b-wave remains the same. Hence, the second b-wave of the first-
order kernel probably reflects the functioning of rod systems, much

like the scotopic b-wave of the flash response.
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Next we compiled all experimental evidence to construct
models of the ERG system which produce the observed adaptation
effects. Separate photopic and scotopic models were derived which
offer a simple interpretation of the first- and second-order Wiener
kernels. The photopic system is described as a cascade of a non-
linear system without memory followed by a linear filter with a long
time constant. This seems appropriate since the first-order kernel
for photopic stimulus levels does not change shape with different
depths of modulation and since the second- and third-order kernels
main diagonals resemble the shape of .the first-order kernel. The
characteristics of both elements of the model were estimated using
experimental observations.

A scotopic model is also described which accounts for some of
the observed changes in dynamics for scotopic stimulus levels. An
additional linear integrator with a short time constant is added in
series to the photopic model, positioned in front of the nonlinear
element. Small changes in the time constant of this linear stage
produce large changes in the total dynamics of the model. If the
linear operations of this stage become more complex, then some of
the structure of the second-order kernel away from the main diagonal
can be accounted for.

Finally, we measured the ERG responses to one and to two
simultaneous quasi-random stimali of different wavelengths. The

first-order kernels change significantly for different wavelength



stimuli. However, the differences can be accounted for by changes in
the relative adaptation states of photopic and scotopic components.

The two-input experiments produce cross-kernels which can
indicate cross-talk between receptor systems. However, if all
receptor systems receive some -proportion of both stimuli, then the
cross-kernel can be dominated by self second-order kernels. This is
the case for two inputs of red (663 nm) plus blue (423 nm) stimuli.

Other'evidence for interactions between receptor systems is
available from observing the changes in the first-order kernel for
a single input when a second inplut of different wavelength is added
to the stirnu_lus. For example, the background red stimulus changes
the response to the blue stimulus, and the background blue stimulus
changes the response to a red stimulus. However, simple adaptation
differences can again account for the observed changes.

The original goal of this project was to prove the feasibility of
analyzing human retinal function using quasi-random stimuli. The
small amplitudes characteristic of the quasi-random stimulus and the
large noise levels customary for the human ERG made our analysis
difficult‘. Furthermore, subjects would only tolerate a few minutes of
steady fixation. Results are not presented for about half the subjects
tested because of excessive noise levels. However, the Wiener kernels
can provide more information about retinal function than alternative
characterizations. Changes in the lower order Wiener kernels can be
empirically linked to retinal diseases even when higher order kernels
are ignored. We hope that our procedure and interpretations will pro-

vide a means for eventually improving the resolutionof the clinical ERG.
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CHAPTER I

EARLY HISTORY OF ELECTRORETINOGRAPHY

Ben Franklin's well known studies of lightning and electricity
(about 1765) triggered extensive research interest in electrophysiology
toward the end of the 18th century (cited in Van Doren, 1938). A few
years later, Galvani connected the nerve of a partially dissected frog's
leg to a lightning rod and observed muscle contractions during
lightning flashes (cited in Boring, 1942). He deduced from this
first experiment in electrophysiology that living tissue produces
electricity to make muscles function.

Du Bois-Reymond (1849) examined the current flow between
different points of living tissue including the eye. He used a recently
invented galvanometer to measure the current flow between the cornea
and the optic nerve of enucleated eyes of frogs, fish and turtles.

Du Bois-Reymond's observations of ''resting potentials'' aroused
Holmgren (1865) to conduct a set of experiments in Sweden to test for
an electrical response to visual stimuli. His experimental techniques

were similar to those introduced by Du Bois-Reymond, using an
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enucleated frog's eye. He observed small electrical changes follow-
ing step increases in retinal illumination.

Several years later, Dewar and Mc Kendrick (1873) performed
nearly the same experiments in Scotland. They were also strongly
influenced by Du Bois-Reymond's experiments but seemed unaware
of Holmgren's work. They noted (1876) a surprising difference in
polarity between vertebrate and invertebrate eyes. They also
reported (1877) that visual responses could be observed between a
wick electrode over the cornea and a reference electrode inserted
into a wound on the back of a frog. Liter Dewar (1877) performed
the first ERG experiments on human subjects. He placed a ring of
clay filled with saline over the cornea and attached a reference
electrode to the subject's hand. An electrode was immersed in the
saline solution which contacted the eye. The apparatus was reported
to be very uncomfortable for the subjects; consequently, frequent
eye movements and blinks occurred. The resulting large noise signals
made Dewar's analysis very difficult. In fact, none of the early ex-
perimenters could overcome these difficulties; therefore, several
decades passed before good data were available from human subjects.

Dewar and Holmgren both recognized the potential for nonvisﬁa.l
artifacts using intact or enucleated eyes. Kuhne and Steiner (1881)
succeeded in measuring responses from a dissectedretina. These
experiments confirmed that at ieast part of the observed electrical
changes originate in the retina.

Unfortunately, the galvanometers available at this time could

not resolve any details of the retinal response. In 1893, Burch



invented the capillary electrometer. Experimenters could then
obtain a photographic copy of the electroretinogram waveform by
passing a recording chart in front of a beam of light which was
refracted by the electrometer.

Using this instrument and a rather fancy optical system, Gotch
(1903) recorded the electrical responses to step changes in illumina-
tion of enucleated vertebrate eyes. He observed first a negative then
a positive deflection following a step increase in illumination. He
also described differences between the '"on and off effects' for step
increases and decreases in illumina'tiSn. However, the responses
which Gotch recorded were still somewhat distorted because of
inadequacies of his equipment. For example, he could not resolve
the second positive going deflection of the on-response (i.e., the
c-wave) which was later reported by Ishihara (1906)

Einthoven and Jolly (1908) combined improvements in equipment
and experimental techniques to resolve all components of the on and
off responses for an enucleated frog eye. They described three com-
ponents of the on-response — first a negative deflection or "a-wave, "
followed by a positive deflection or '"b-wave, "' followed by a second
positive deflection or '"c-wave.'" The a, b and c designations
which they made have become the accepted terms for classifying the
normal electroretinogram waveform (Fig. 1-1).

Einthoven and Jolly noticed ripples superimposed on the b-wave,
but did not speculate on their significance. Chaffee, Bovie and

Hampson (1923) correctly speculated that these ripples reflected dif-

ferent retinal processes.
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Fig. 1-1.Classification of the human ERG 'on response'
(Einthoven and Jolly, 1908).
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Once the characteristic responses were identified, researchers
began to focus on the functional significance of the different components.
The most thorough analysis yet performed was reported by Granit (1963).

He administered ether or other chemical agents to eyecup preparations

of nocturnal and diurnal vertebrates. Three distinct components of the
ERG response disappeared at different rates following the poisoning,

which he called P1, Pl1l and Pl11 respectively. With ether first the Pl
component disappeared, followed by P11, leaving only P111. The forms

of these components are shown in Fig. 1-2. If the ether administration
was discontinued, then both Pl and P11 returned, but if the administra-
tion was continued long enough, then all three components disappeared
irreversibly. Other procedures produced different effects, e. g.,
asphyxia blocked Pl1 without affecting P1 or P111.

Granit proposed that the electroretinogram results from a
weighted summation of distinct components, each comporient reflecting
the activity of a single class of cells. The interactions between these
components reflect interactions between retinal cells, which is the
subject of primary interest to retina researchers.

Granit might have speculated about the origin of each component
using the observed latency differences, i.e., earlier stages could
produce a shorter latency component than later stages. However,
there are obvious loopholes in this common argument, e. g., slight
depolarization of a long latency process could trigger a short latency
process, producing earlier peak activity in the later stage.

Granit speculated about the origin of the components based on the
selective suppression he observed. P11 was blocked by a wide range

of chemicals and was not affected by antidromic volleys in the optic
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Fig. 1-2. Component analysis of the human ERG
(Granit, 1963).
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nerve (Granit and Helme, 1939). Furthermore, Pl11 was resistant to
most manipulations. Granit incorrectly concluded that P11 arose from
the bipolar layer, and correctly speculated that P111 originated in the
receptor layer. He also concluded that the ganglion layer produces
no measurable contribution. He could not ascertain the origin of the
Pl component.

This generation .of experimenters began to take more interest
in human subjects. Hartline (1925) tried various schemes for accurate-
ly measuring the electroretinogram from human subjects. For some of
his experiments he used a goggle filled with saline containing a mercury
calomel electrode. He reported better results with other electrode
designs; therefore, the goggle technique was not adopted by later
researchers. We developed and used extensively a similar electrode
device unaware of Hartline's pioneering work.

Sachs (1929) also performed successful experiments on human
subjects using a wick electrode placed in light contact with the limbus.
He cataloged the effects of changing many stimulus variables, e.g.,
intensity, wavelength and adaptation state of the eye. He also attempted
experiments which claimed to change the size and position of the
stimulus on the retina. Fry and Bartley (1935) later demonstrated
that the amplitude and latency of the response depends only on the total
flux entering the eye. Recent opinions attribute the majority of the
electroretinogram response to stray light; therefore, Sachs had some
difficulty in interpreting his results for presumed spatially different

stimuli.
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In recent years, experimenters have continued to focus on the
origin of different components of the electroretinogram and the
effects of changing stimulus parameters. Many have probed deeper
into the neural maze of the retina examining the function of regions or
single cells. The ultimate goal is to find out how the retina works or
how it changes during a disease state. Table 1-1 lists the best current
speculations about the origin of the electroretinogram.

The ERG is clinically useful for diagnosing diseases which
affect large portions of the retina, e. g., retinitis pigmentosa. The
entopic scattering of light makes focal testing very difficult. Brindley
and Westheimer (1965) attempted focal studies of the human ERG
using a small flickering spot stimulus with an adapting background.
However, this technique has not been used extensively for clinical
applications.

We have employed nonlinear systems analysis techniques to
improve the resolution of the ERG. Each of the following chapters

focuses on some aspect of retinal function or disfunction.



Table 1-1

Origin of the Components of the Human ERG

Component of the ERG

Principal Origin

Early receptor potential
a-wave
b-wave
1. Low-intensity d-c portion
2. High-intensity portion
3. Oscillatory potentials
c-wave

d-wave (off-response)

Receptor outer segments
Réceptors
Bipolar cell layer

?
Mueller cells

7
Pigment epithelium
Interaction between a-wave

and d-c portion of b-wave;
possible additional source

(Krill, 1972)
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CHAPTER II

QUASI-RANDOM VERSUS SINGLE-PULSE STIMULI

II-1. Introduction

The human electroretinogram (ERG) has been studied for about
a century and has been in use as a clinical tool for perhaps half that
time. Like most other biopotentials, the ERG is probably the result
of nonlineaf operations, but there have been surprisingly few attempts
to study these nonlinear characteristics. We have characterized the
human ERG system using Wiener kernels, which reflect separately
these linear and nonlinear operations. The average flash response for
comparable experimental conditions was also computed and compared
with the predicted response using the kernels.

Previously, the best attempt at nonlinear analysis of the human
ERG appears in the work of Troelstra and Schweitzer (1968, 1966, 1963).
These authors point out that the scotopic response to single flashesis nota
linear function of the flash energy except at very low energy levels.
Generally, the response is smaller than expected by linear prediction,
and the difference between the expected and measured response grows
with the intensity of the flash. Their éxperiments involving double
flash stimuli indicate a so-called nonlinear memory which is inde-

pendent of the flash intensity. This relates to the observed nonlinear
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interaction of the response to one flash with the response to a second
flash, i.e., the first flash momentarily changes the characteristics of
the retinal system. The duration of the change is a measure of the
memory of the system; they determined that the decay time of this
change for the human retina is about 100 msec. Troelstra and
Schweitzer also proposed a nonlinear model to describe the relation
between the light input and the human b-wave response.

An alternate method of stimulating the retina and analyzing the
data has been used by Fricker and Sanders (1974, 1975) derived from
techniques previously applied to radar and communication data
processing. Their stimulus is a train of identical flashes with
random spacing. The pulses are used to trigger the stimulus and
also to generate a reference waveform in which each pulse at time t,

is replaced by the function

F(t) = A(1+Cos Z-rr[t-tn] JT)

where t takes values between (tn-T/Z) and (tn+ T/2). A character-
istic response is obtained by cross-correlating the ERG potential
recorded at the eye with the reference waveform. This procedure has
certain advantages in combating noise and smoothing the response; the
waveform that results is related to the first-order term of the Wiener
functional expansion discussed below.

We have measured and analyzed the human ERG using a con-
ventional nonlinear method. This approach uses a so-called

gaussian white-noise input to a system. In our case the white-noise
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variable is light intensity. Hence, white does not refer to the color of
the light stimulus, but rather to the flatness of the power spectrum of

the quasi-random intensity modulation.
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II-2. Theory

A systems engineer can characterize a linear system entirely
by its unit-impulse response. In many cases this simple analysis
reveals the signal processing that goes on inside the linear system,

e. g ';ntegration, differentiation, delays, etc. Furthermore, once
the unit impulse response of the linear system is known, the response
to any input can be predicted. This is done by subdividing an arbitrary
input into a sequence of pulses of different amplitude and superposing
arithmetically the series of scaled unit-impulse responses elicited by
the sequence of input pulses. Mathema:tically, this is equivalent to
convoluting the impulse response with the input waveform.

The characteristics of a nonlinear system are generally changed
during the time that the system is processing a signal. That is, the
response to one pulse in the above sequence might be different from
the response to other pulses. Many processes in biology fall into this
category. For example, the active spring constant of a muscle is a
function of the tension of the muscle. Thus, if a burst of motor-nerve
activity is applied to a muscle we would record a change in isometric
tension, but if a second identical burst of nerve impulses is applied
while the muscle is still in tension, the new change in tension will not
be the same as the first, because the properties of the muscle have
changed. Hence, we cannot predict the double-pulse response for a
nonlinear system simply by adding single pulse responses — the system
does not obey the law of superposition.

Wiener (1958) proposed the following functional expansion to

characterize stationary,nonlinear systems:
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(2. 2)
The response y(t) is defined in terms of a zero mean, gaussian,
(band-limited) white-noise stimulus x(t) with power density P and
an infinite number of kernels h (7., T,,...T ).
n''1° 2 n

The kernel h0 is the expected average value of the response to

the quasi-random stimulus. h0 and hl('r) together provide the best
linear prediction of the response in terms of least mean square error.
Similarly, h0 5 hl(‘T) and hZ(Tl’ 'rz) provide the best quadratic
prediction of the response. In general, higher order kernels increase
the order of the characterization.

If all non-zero kernels are known, then we can predict the
response to stimuli which are not gaussian or white (Yasui and
Fender, 1975), such as pulses. If the only significant kernels are h1
and h2 » then we can interpret these Wiener kernels in terms of
expected impulse responses (Marmarelis, 1971).

That is, suppose an impulse of amplitude m occurs at time T1 s
i.e., m5(t-T1) where S(t-Tl) is a dirac delta function, then from

Eqgs. 2.1 and 2. 2, the predicted response yl(t) would be
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2
Yl(t) = C+mh1(t—T1) + m hz(t-Tl, t—Tl) (2+3)
+oo
where the constant c:ho-Pf h, (T, T)dT . (2. 4)
0

The contribution of the first-order kernel is scaled by the
factor m while the contribution of the second-order kernel is
scaled by mz.

Notice,if the system were linear, the second and higher order
kernels would be zero; then changes in the magnitude of the impulse
stimulus would only produce changes in the amplitude of the predicted
response, i.e., yl(t) = C+mh1(t-T1) .© However, for a nonlinear
system, because of the different scale factors for the first- and
second-order kernels, the shape of the impulse-response can be

a function of the magnitude of the input impulse.

If we next let the input be an impulse at time T, » then

_ 2
yz(t) =C +mh1 (t—T2)+rn hz(t-Tz, t-Tz) . (2.5)

Finally, if the input is a combination of the pulse at Tl and the

pulse at T,, then the double-pulse predicted response y3(t) s is

y4(t) =y, (£)+ v, (t)+ 2m h (t-T S A (2. 6)

The term hz(t—Tl,t—’I’Z) is a measure of the error in assuming the
superposition of the single-pulse responses yl(t) and yz(t) referred
to above. This erroris usually dependent on the spacing between the

two pulses (TZ-TI) .
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Hence, we could determine the second-order kernel for this
special case by simply measuring the single-pulse responses for
different magnitude pulses and the double-pulse responses for dif-
ferent spacing between pulses. The second-order kernel could be
tabulated as in Table 2-1or drawn as a contour map as in Fig. 2-la.
The axes of the contour map can be changed as in Fig. 2-1b or
configured as the relief map shown in Fig. 2-lc.

This method for computing the second-order kernel would
require extensive experimenting for a single second-order kernel.
Fortunately, Lee and Schetzen (1961) derived a simpler, more
general method for computing Wiener kernels involving cross-
correlations between the gaussian white-noise input x(t) and the

output y(t) , i.e.,

-1
hn(T]_’ 1-2, 6 e Tn) = .;11_! p-'n E{[Y(t) - IZ Gk( hk, X(t) )] [X(t—Tl). . X(t-Tn)]}

(2. 7)

Using this method, we can compute h1 and h2 from the
results of one short experiment. These kernels then characterize
our system for all stimuli contained in the original quasi-random
input.

In this chapter, we willuse the kernels computed by the Lee and
Schetzen technique to predict the response to a single flash stimulus.
We will compare this prediction with the measured flash response for
different subjects. This will partially test the validity of truncating

the Wiener expansion after the second-order term and also the

reliability of the kernels used.
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hs(z,, 5) Contour Map

Time after |st pulse
OO .2 sec

.2 sec
Time between pulses
hy(t,, 7, ) Contour Map

T, in Seconds
.2

b.
O | /
.2
T| in Seconds
ho(t),75) Relief Map
C:

Fig. 2-1.Contour and rclief maps of second-order kernel.
I'ig. la resulted when points of equal value in Table 1
were connected. TFigs. 1b and lc were produced by
changing the oricntation of the axes, noting symmetry.
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I1-3. Experimental Method

II-3-1. Quasi-random intensity stimulus

There are several ways to generate a gaussian bandlimited
white -noise voltage signal. We used a design which applies the
random-noise signal generated by a back-biased =zener diode to a
logic circuit arranged to produce a random period binary signal
(Appendix A-1). When this is appropriately high- and low-pass
filtered, it produces the desired continuous random signal (Mayo,
et al., 1973 and Pawula and Tsai, 1969).

The Wiener theory also requires the defined input to have a mean
of zero. Since in our case the input is light intensity, which is a non-
negative quantity, the zero-mean random gaussian signal must be
superimposed on a uniform background illumination. This, in turn,
requires that the excursion of the zero-mean gaussian random process
must be truncated at +B where B is no greater than the value of the
background illumination.

The choice of the bandwidth of the quasi-random stimulus is
critical. A bandwidth too narrow or too wide can cause significant
error in computing the Wiener kernels. The aim is to test the system
with only the frequencies to which it responds (Marmarelis and Naka, |
1973a). The appropriate bandwidth can be estimated by stimulating
with a wide bandwidth signal and observing the bandwidth of the
response. The bandwidth of the input is then reduced until the power
spectrum of the response just begins to decrease. Using this approach,

the bandwidth of the stimulus has been set for these experiments at
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.2 to 30 Hz (3 db down) with a high-pass slope of 40 db per decade
and a low-pass slope of 160 db per decade. Other experimental
conditions may require different optimum bandwidths.

Fig. 2-2 showsadesignfor an electro-optical bench which
provides up to two independent quasi-random inputs of 3000 cd rn—2
maximum illuminance, seen in 45° maxwellian view. Each pen
motor rotates a louver filter. The transmission through this filter
is proportional to the cosine of the angle between the plane of the
filter and the incident light. We use maximum louver excursions of
only 6 degrees, and within this range the attenuation can be assumed
proportional to the angle with an error less than . 2%; therefore, cur-
rent modulations of the pen motor produce the desired random modula-
tions of the light intensity.

Fig.2-3 showsmeasuredstatistical properties of the quasi-
random intensity stimulus which we use. The power of the stimulus
is indeed flat from .2 to 30 Hz. Also, the probability density plots
are gaussian, except for a % 3 standard deviations limit of amplitudes
with a )('Z of .028 with 8 degrees of freedom. This implies a match

to a gaussian distribution with a probability, p =.99.

II-3.2. Pulse stimuli

Provisions were also made available for stimulating the retina
with short pulses of light. The linear motion transducer shown in
Fig.2-2movesaknife-edge into one light channel of the optical system.
The knife-edge moves across a small image of the source acting like a

shutter which does not generate moving shadows.
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The pulse stimuli were superimposed on a constant background
set at one log unit less than the mean (background) of the white-noise
stimulus. This seems to produce comparable photopic adaptation
states and increases the amplitude of the pulse response. The pulse
duration was set at 5 msec, and the amplitude was set equal to one -

half the maximum peak-to-peak excursion of the white-noise stimulus.

II-3-3. Electrodes

Armington (1974) has surveyed the many varieties of electrodes
used in ERG recording. For research purposes, the ERG is frequent-
ly measured using a contact lens electrode (Riggs, 1958), whereas for
clinical purposes various derivatives of the Burian-Allen electrode are
popular. Both of these electrodes have certain shortcomings.

The use of acontact-lens electrode produces large signals, but it
requires a contact lens individually fitted for each subject. Also,
unless the subject is an experienced contact lens wearer, the lens
causes a large number of blinks. Each blink interrupts the light
stimulus which generates an artifact in the analysis. The electrode
picks up large muscle potentials from the blink, but the measurement
is not badly contaminated by the Electro-oculogram (EOG) since the
contact lens moves with the eyeball.

The Burian-Allen electrode causes frequent blinks in most sub-
jects, but the speculum prevents the eyelids from closing during a

blink. Hence, the stimulus is not interrupted. However, the electrode
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records large artifactual potentials from the blink, and the record is
also contaminated with the EOG signal since the lens cannot move
with the eye.

We have developed an ERG electrode with some features similar
to a design proposed by Hartline (1925); our eyecup apparatus shown
in Fig. 2-4 improves thecomfort of the subject and increases the
reliability of recording. Superficially, this electrode appears to
have disadvantages discussed above — a blink interrupts the light
stimulus, and the electrode records potentials both from the blink
and from the EOG. However, the noise arising from the EOG is
mainly of lower frequency than the ERG and can be reduced by
filtering. The damaging artifact is therefore caused by the blinks.
In practice, if the pH and temperature of the artificial tear fluid
filling the eyecup is matched to that of natural tears, the blink reflex
is very nearly suppressed. Subjects typically gb several minutes
between blinks.

From the signal processing point of view, the ultimate test of
an electrode is its signa.l-to‘-noise ratio. We have measured the
response characteristics of a Lovac ERG contact lens, a Riggs-type
scleral contact lens containing a peened 3 mm diameter Ag/AgCl
disk electrode, and our eyecup electrode. For the purpose of esti-
mating the relative signal-to-noise ratios, we considered the signal
to be the average response to 60 flashes of 8500 troland (td) amplitude
superimposed on an adapting background of 85 td. The noise was
estimated by measuring the response to the steady background level

of illumination only. The r.m.s. signal/noise ratio for each electrode
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Fig. 2-4. ERG eyecup electrode.
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was as follows: Lovac, 0.39; Riggs, 0.58; and eyecup, 0.66. The
eyecup electrode gives the best signal/noise ratio as well as being
more comfortable for the subject. It also requires no custom fitting

for adult subjects.

II-3-4. Data recording and analysis

During an experiment, stimuli and responses were recorded ona
four-channelanalogtape recorder. Atthe same time, the signals were
sampled at 5 msec intervals (i.e., 100 Hz nyquist folding frequency)bya 12
bitanalog-to-digitalconverter and multiplexed ona digitaltape. Thedigital
signals were analyzed using a PDP 11/45 computer system. For
quasi-random experiments, a masking program was available to set
the response equal to zero shortly before and after the occurrence of
a blink, then other programs performed filtering functions on both
the stimulus and the response data sets. After this data preparation,
the first- and second-order Wiener kernels were calculated as shown
in Eq. 2.3. For flash experiments, the same filtering programs were
used for preparing the response data set, then another program per-

formed the simple average calculation.

II-3-5. Experimental protocol

Four healthy male subjects were used in these experiments.
After adapting to 300 cd m_2 maximum ambient illumination for
about 15 minutes, each subject's right eye was further adapted for
3 minutes with white light of mean retinal illuminance 850 td.
Immediately following this controlled adaptation period, each subject

was then exposed to 2 minutes of flashes of white light spaced one
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second apart. The flashes were 8500 td superimposed on the steady
850 td background, seen in the same maxwellian view. Immediately
following this, the stimulus was changed to 3 minutes of quasi-random

intensity modulation with 8500 td mean illumination and *3 standard

deviations depth of modulation, again seen in 45° maxwellian view.
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II-4. Results

II-4-1. Wiener kernels

The data obtained for each subject during the 3 minute period of
random intensity stimulation was segmented to give four nearly blink-
free sections, each of duration 30 seconds. Each segment was
individually analyzed to produce a set of first- and second-order
Wiener kernels.

Fig. 2-5 shows the mean value of the ensemble of first-order
kernels for each subject. The curves above and below each mean are
the mean plus and minus one standard deviation of the mean.

The mean values of the corresponding second-order kernels
for each subject are shown in Fig.2-6 along with a two-dimensional
plot of the standard deviation of this mean for subject AK.

While the standard deviation of the mean reflects the reproduci-
bility of a kernel, it tells us little about the accuracy of the function —
if it adequately characterizes the system. One test for accuracy is to
predict the response for the same random input used to generate the
kernels. The mean-square-error between this model response and the
real response quantifies the accuracy of the kernels. This procedure
works well for a preparation that is relatively noise-free, but unfor-
tunately the human ERG is a noisy measurement; therefore, the mean-
square-error calculated as above arises mainly from the noise in the
measured response rather than from inadequacies of the kernel

characterization.
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Fig. 2-5. Mean h] and mean * sdm for three subjects with scales
adjusted to give best match between subjects. Following
figures show relative amplitudes.
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Frequently, we can find sections of the random intensity response
which are relatively noise-free. Fig. 2-7 shows such a section and the
predictions of the response using first alone and first plus second-
order kernels.

As an alternative test for the accuracy of the kernels, we used
the kernels to predict the flash response recorded from the same

subject.

I1-4-2. Predicted versus measured flash responses

A single flash response is contaminated with the same amplitude
noise as the response to the random intensity stimulus. However,
averaging the responses to 30 flashes reduces the noise effects to
tolerable levels. We could have just as well repeated the same random
intensity stimulus 30 times and averaged these responses with similar
improvements. However, we prefer to appeal to flash experimenters
in this chapter.

The flash ERG was recorded as described previously, and the
response obtained by simple averaging of the response to 30 repetitions
of the flash. Each flash was a pulse of magnitucie +42.5 td. sec. Several
response curves were then averaged together to produce a mean curve
and its standard deviation as shown for each subject in Fig. 2-8.

The first 75 msec of the measured and predicted responses
for each subject are displayed in Fig.2-9. The first-order kernel alone
predicts the measured flash response fairly accurately; the main diag-

onal or principal vector of the second-order kernel improves the pre-
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Response Amplitude

Subject AK

[

Subject RL

[

Subject SY

|
0 2

Time in Seconds

Flash

Fig. 2-8. Mean mcasured flash response and mean £ sdm for three
subjects. The first 75 msec of the response for subject SY
is slightly reduced in amplitude possibly because of retinal
pigmentation diffcrences. After 75 msec the response for
subjcct SY is distorted by the effects of blinking.
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Mean measurcd versus predicted responses to {lash
stimulus for three subjects. The first 75 mscc of the
measurcd and predicted curves match with a best
scaled percent mean square error of 23 %.
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diction only slightly. Discrepancies are probably caused by slight
differences in the adaptation states between the random and flash

experiments or by nonretinal evoked responses to the flash stimuli.
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II-5. Discussion

One of the difficulties with analyzing the ERG response to flash
stimuli of small amplitudes is the variability of the response, both
between subjects and for the same subject.

This is often the result of poorly controlled experimental con-
ditions rather than pitfalls in the analysis. For example, differences
in retinal illumination can change both the stimulus and the system.
Also, different placement of electrodes can cause different impedence
and noise effects. We reduced both these artifacts without using a
medriatic by providing a maxwéllian view of the stimulus and by using

the eyecup electrodes preﬁously described.

These are possible errors which would have affected our kernel
computations also. The inherent nature of the flash stimulus can
produce other artifacts which the quasi-random procedure avoids. For
example, flash stimuli are more likely to evoke nonvisual responses
than the random intensity stimulus. Also large amplitude flashes
test the retina with nonphysiological levels. -

Figs.2-5and 2-6 demonstrate that the first- and second-order
kernels are very reproducible. In order to achieve comparable
standard deviations for the flash experiments, we found it necessary
to reduce the background level to 1/10 the mean of the quasi-
random stimulus (which produced small adaptation changes).

In general, the kernels provide a more repeatable indication of

retinal function than a flash ERG at the same stimulus level.
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Furthermore, the kernels accurately predict the first 75 msec
of the measured flash responses as shown in Fig,2-9. (After75 msec,
the measured flash responses become badly distorted by noise effects.)
This is evidence for the accuracy of the kernel characterization and
the validity of ignoring the priricipal vector of higher order kernels,

The flash response was predicted using the first-order kernel
and only the principal vector of the second-order kernel. Thus, the
flash stimulus does not probe for any of the information concerning
retinal function that is contained in all the regions of thé second-
order kernel below the principal vector.

Our methods improve subject comfort and produce a more
reliable and efficient characterization than other known procedures.
However, the analysis requires extensive computer processing. In
order to make the methods more accessible to others, we have
designed an inexpensive special purpose computer which will com-
pute on-line estimates of the first- and second-order Wiener kernels

(Appendix A-III),
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II-6. Conclusion

We have measured the photopic human ERG with an electrode of
our own design offering improvements in subject comfort and average
signal/noise. First- and second-order Wiener kernels were computed
for 30 second segments of a white-noise stimulus, and average flash
responses were computed for sets of 30 flashes.

The first- plus second-order kernels accurately predict the
first 75 msec of the measured response to flash stimuli. Our
methods offer significant improvements in accuracy of the ERG

characterization for the stimullis amplitudes considered.
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CHAPTER III
ADAPTATION EFFECTS

III- 1. Introduction

The hufnan visual system performs remarkably well over a
range of six or more decades of light illumination. Various empirical
models describe the adaptation processes which adjust the sensitivity
of the retina for different light conditions (Rushton, 1962). Two
different me;:hanisms are usually considered — bleaching of receptor
pigment and neural interactions.

For example, the parametric feedback model of Fuortes and
Hodgkin (1964) assumes receptor signals pool together forming an
input I, to one neuron junction. They assume the neural analog of
a thin, leaky cable then conducts the signal a distance s with a
uniform leakance o . The output V1 of the cable is related to I1
by the equation

V] = Ile'sa (3.1)

next they assume that the output Vl feeds back instantaneously to

control the leakance «, i.e.,
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a=ayta V) (3.2)
Thus,
!anl =2r1V1 +s(010+011 Vl) s (3.3)
Letting
-sa '
V= sa;V, and I= s ILe , (3,4)
we obtain
Inl = LnV + V {3, 5)
or
<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>