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PREFACE

This thesis is in large part an introduction to and summary of
the work described in detail in the appendices. The central theme of
this work has been the elucidation of the detailed, high-resolution
three-dimensional structures of inhibited derivatives of bovine
trypsin and of bovine trypsinogen, and the implications of these
studies for protease mechanism, and for structure and function of
enzymes in general.

Chapter I is a historical sketch concerning protease structure
and mechanism, and introduces the present work on diisopropylphos-

+ 2+

phoryl (DIP)-, Ag -, and Cu” -inhibited trypsins. This work is de-
scribed more fully in Appendices 1 and 6, and in Chapter IV. Chapter
IT and Appendices 4 and 5 deal with trypsinogen and the structural
basis for the inactivity of this precursor of trypsin, as well as its
mechanism of activation.

In order for these structures to be interpreted reliably, exten-
sion of their resolution and structure refinement were necessary. A
major portion of this thesis work has thus been development of tecﬂ;
niques for routine, inexpensive refinement of macromolecular struc-
tures. These techniques and their application in the case of DIP-
trypsin are presented in Chapter III and Appendix 6. The reliability
of even the most highly refined structure is, however, affected by

the accuracy of the data. Improved methods of correcting protein

data for background radiation, with a corresponding improvement in
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accuracy, were developed in the course of this thesis work, and are
presented in Appendix 2.

Portions of the DIP-trypsin structure at its current level of
refinement (R = 21.5% at 1.5 K_resolution) are shown in Appendix 7,

and protease mechanism is discussed in detail in Appendix 3.
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ABSTRACT

Refined three-dimensional structures of diisopropylphosphoryl
(DIP) -inhibited bovine trypsin and of bovine trypsinogen are de-
scribed, as determined by x-ray crystallography. A constrained differ-
ence Fourier method for rapid, economical protein structure refine-
ment was developed and applied to these structures. The refinement
system, which has been written to operate on a minicomputer, has
reduced the standard crystallographic R-factor for DIP-trypsin from
47.2% at 2.7 A resolution to 21.5% at 1.5 A& resolution, making it one
of the most highly and inexpensively refined protein structures to
date. For trypsinogen, R is 31% at 1.9 A resolution, and refinement
of both structures is nearing completion. The refined structures,
the mechanism of serine proteases, and the mechanism of activation of
their zymogens are discussed.

During data collection for the studies described, new, more
efficient techniques of correction for background radiation in
protein data measured by x-ray diffractometry were developed.

Also presented are the structures of trypsin inhibited by the

metal ions Ag+ and Cu2+.

These ions, which are powerful trypsin and
chymotrypsin inhibitors, bind tightly and specifically at the active
site of the enzyme, between Asp 102 061 and His 57 NGI’ They may
thus be used as specific probes of the active site of serine pro-

teases.
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Chapter I

Serine Protease Structure and Mechanism: Introduction and Background




The wide occurrence of the family of peptide-bond splitting
enzymes, the serine proteases, along with their participation in a
variety of important physiological processes, has placed them among
the most extensively studied proteins. The digestive enzymes,
trypsin, chymotrypsin, and elastase, have been especially well
studied. Other members of the serine protease family include
thrombin, which is important in blood clotting (1); enzymes of the
complement system (2); acrosomal protease, important in fertilization
(3); and plasmin, which is involved in dissolution of blood clots (4).
Increased plasmin activity has also been shown to be responsible for a
number of morphological changes in the transformation of cancer cells
(5,6,7). Study of the serine proteases has resulted in not only a
better understanding of these physiological processes, but also de-
velopment of general principles of enzyme catalysis and specificity.

The reaction catalyzed by these enzymes is schematized below:

E+S= ES=—==ES" =——EA < EP;

EPp ==——E + P,

where E, S, P; and P, are respectively free enzyme, substrate, the
amine (or alcohol in ester hydrolysis) product, and carboxylic acid
product. ES and EP, are Michaelis complexes, EST and EPE are tetra-

hedral intermediates, and EA is the acyl-enzyme intermediate (8-14).



These enzymes work optimally near pH 8 (15). While the kinetics of
peptide or ester hydrolysis are very similar for different members of
the family, each member exhibits its own substrate specificity. For
example, trypsin, chymotrypsin, and elastase preferentially hydrolyze
peptide bonds to the carboxyl side of residues with long positively-
charged side chains, large hydrophobic side chains, and small side
chains, respectively (16).

The side chains of residues Ser 195 and His 57 (using the chymo-
trypsinogen numbering system), conserved throughout the serine
protease family, were demonstrated to be essential for enzymatic
activity by chemical modification (17,18). Solution of the three-
dimensional structure of tosyl-o-chymotrypsin at pH 4.2 and 2 A reso-
lution by Blow and coworkers showed that these two residues were in
fact adjacent to one another in the catalytic site, with Ser 195 Oy
hydrogen-bonded to His 57 Ne, and indicated the importance of a
third residue, Asp 102, whose carboxyl group was hydrogen bonded to
the other side of the His 57 imidazole ring (19,20). In 1966,
Oppenheimer et al. (9) had shown the importance of the amino terminus
in the reactivity of chymotrypsin. Matthews et al. (19) noted that
the amino terminus formed a salt bridge to Asp 194, stabilizing the
conformation of the protein around the active-site serine. Henderson
(21) and Robertus et al. (22) later suggested the importance of
hydrogen bonds from the N—H groups of Gly 193 and Ser 195 to the sub-

strate carbonyl oxygen in stabilization of reaction intermediates.



Subsequently the structure of diisopropylphosphoryl (DIP)-trypsin
at pH 7 was solved at 2.7 A resolution by Stroud, Kay, and Dickerson
(23). Diisopropylfluorophosphate is a very powerful general inhibitor
of serine proteases. The DIP group becomes covalently attached to the
active-site serine, and probably resembles a tetrahedral intermediate
in the proteolytic reaction (24). In spite of a sequence identity
between trypsin and chymotrypsin in only 40% of the residues, their
overall three-dimensional folding was shown to be remarkably similar
(23,24). These authors also noted that the carboxyl group of Asp 189
(serine in chymotrypsin) is in an ideal position to form a hydrogen
bond to the positively charged side chain of a specific substrate.
Krieger, Kay and Stroud showed that this interaction does indeed give
trypsin its specificity, when they solved the structure of trypsin
reversibly inhibited by the specific side chain analog, benzamidine
(25) .

Elastase at pH 5, solved at 3.5 R resolution by Shotton and
Watson (26), is also remarkably similar in structure to trypsin and
chymotrypsin. Residue 216, which is Gly in these latter two enzymes,
is valine in elastase. This valine side chain blocks access to the
lower portion of the specific binding pocket, thus giving elastase its
specificity for small side chains.

The pH-rate profiles for these enzymes were shown in early exper-
iments to depend upon deprotonation of a group with a pKa between 6
and 7 (27,28). Since this is the normal range for ionization of a

histidine imidazole, His 57 was generally assumed responsible for this



limb of the profile (11,18,29,30). However, in the mechanism sug-
gested by Blow and coworkers Asp 102, in its unusual enviromment, acts
as a base rather than simply to stabilize a positive charge on the
His 57 imidazole, or to maintain structure, and accepts a proton from
the imidazole while the imidazole in turn receives a proton from
Ser 195 Oy (31). The explanation of the pH-rate profile given such a
mechanism and the assumed normal pKé's of Asp 102 and His 57, however,
was then unclear. In 1973, Hunkapiller et al. (32), from '*C nmr
studies of a-lytic protease, presented strong evidence that His 57 re-
mained neutral throughout the pH range 4 - 9, and suggested that the
pKa of 6.8 observed in the rate profile arose from Asp 102. Koeppe
and Stroud, using difference infrared titration, were able to assign
directly a pKa of 6.8 to the carboxyl group of Asp 102 (33).

One of the studies presented in this thesis is the crystallo-
2

graphic determination of the inhibitory site for A.g+ and Cu”* in

trypsin. These ions are strong inhibitors of trypsin and chymotrypsin

(KI f\,10_4

ing (34,35). Using a difference Fourier technique, we found that the

M), which impair catalysis without hindering substrate bind-

major binding site for these ions is between Asp 102 OS; and His 57
N§;, with approximately linear coordination of the metal ion. The
resulting disruption of the charge-relay system greatly diminishes the
activity of the enzyme. Not only did an understanding of the inhibi-
tion mechanism result from this study, but also the idea of using Ag+
and Cu2+ as highly specific reversible probes of the catalytic site of

serine proteases. These ions were subsequently used by Koeppe and



Stroud to assign the peaks corresponding to titration of Asp 102 in
the difference infrared spectra (33). The Ag+—trypsin study is pre-
sented in more detail in Appendix 1 of this thesis. The Cu2+-trypsin
project is reported in Chapter 1IV.

During the collection of data from silver trypsin, we developed
new techniques for accurate approximation of background measurements.
Use of these methods greatly reduces the time spent measuring back-
grounds, increasing the useful x-ray exposure life of the crystal, and
is particularly advantageous in protein crystallography, where the
crystals often decay rapidly in the x-ray beam. The methods are sub-
stantial improvements over earlier techniques used for proteins which
assumed that the background depends only on scattering angle. This
work is reported in Appendix 2.

The mechanism of serine proteases at our current level of under-

standing is described in Appendix 3.
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Physiological control over hydrolysis by the digestive serine
proteases, and in other systems as well, is maintained by presence of
specific inhibitors and by synthesis of these enzymes as inactive pre-
cursors, called zymogens or proenzymes. The digestive serine pro-
tease zymogens are activated by a single tryptic split, between Lys 15
and a hydrophobic residue, 16 (1,2). Loss of these few residues from
the N-terminus results in conformational changes which make the enzyme
catalytically active (3).

The three-dimensional structure of chymotrypsinogen was solved by
Freer et al. (4) and was further interpreted by Wright (5,6). Al-
though the structure of the zymogen, including orientation of the
catalytic site residues Asp 102, His 57, and Ser 195, was very similar
to the chymotrypsin structure of Birktoft and Blow (7), the specific
binding pocket (residues 187-194 and 214-220) was somewhat less open
and accessible to a substrate side chain than in the active eﬁzyme.
Lack in the zymogen of the Ilu 16 - Asp 194 salt bridge resulted in a
very different conformation for residues 191-194, according to the
study.

This chapter of the thesis is concerned with the determination of
the high resolution structure of bovine trypsinogen, carried out
primarily by Tony Kossiakoff, and by Bob Stroud and the author. This
study indicates that trypsin and trypsinogen are structurally signifi-
cantly more alike than chymotrypsin and chymotrypsinogen. This may be
partly due to the existence of chymotrypsin as a dimer in the pH 4.2

crystals (8), and to the fact that those structures are in a lower
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state of refinement that the trypsin/trypsinogen pair. This work is
discussed in detail in Appendices 4 and 5.

An additional observation made from this study is that relatively
small structural changes (on the order of an angstrom) can be very
important to the function of a protein. Moreover, in low-resolution
electron density maps the possibility of errors in interpretation is
high. Refinement of protein structures can greatly improve the
accuracy in determination of such changes, and is the subject of the

next chapter of this thesis.
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Chapter III

Protein Structure Refinement:

The Refined High-Resolution Structures of DIP-Trypsin and Trypsinogen
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Ever since the method of multiple isomorphous replacement (MIR)
enabled the first protein structure, that of hemoglobin, to be solved
by Perutz and coworkers (1), MIR has been the traditional method for
solution of new macromolecular structures. The technique has enabled
protein crystallography in a short time to become one of the most
powerful methods for elucidation of biochemical problems. However,
the errors in such a structure determination, arising from interpreta-
tion of the electron density map, and from difficulties in building
and measuring atomic coordinates from a skeletal model of the protein
with reference to such a map, can be substantial (2). The MIR elec-
tron density map unfortunately provides no feedback concerning the
correctness of interpretation.

It has become apparent that small positional changes (on the
order of an angstrom or less) can be highly significant mechanisti-
cally, for example in evaluating differences between oxidized and re-
duced forms of a protein, between an enzyme and its zymogen, between
members of an enzyme family, or in comparing homologous proteins from
different species. Structure refinement is now performed routinely on
structures of small molecules, and has recently been applied to some
protein structures (3-8), although the size of the problem makes most
of the methods normally applied to small molecules unfeasible or pro-
hibitively expensive for large structures (6,9). Refinement greatly
improves the accuracy with which the types of differences mentioned
above, as well as other important structural features, can be de-

scribed. It is moreover particularly valuable in the case of proteins,
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where these differences may lie well within the resolution of the
data, in obtaining the maximum amount of information from the limited
diffraction patterns typically available from protein crystals.
Generally, in structure refinement the disagreement (e.g., a
weighted sum of the squared differences) bétween the observed struc-
ture factor amplitudes (FO) and those calculated from the model of the
structure (FC) is minimized with respect to the positional and thermal
parameters for each atom. The most commonly quoted index of this dis-
agreement is the standard crystallographic R-factor
(R = Z]FO-Fcl/ZFO). For a small molecule R is often in the range
30% - 40% prior to refinement, and can fall to around 4% for a well-
refined structure. In the case of a protein, R usually depends
strongly on the resolution and overall temperature factor of the data,
but is typically about 45% - 50% for a medium-resolution unrefined
structure, falling to less than 25% for most of the refined structures
to date.
The most spectacular refinement of a protein structure currently
is that of rubredoxin (3) for which R is 11% at 1.2 R resolution (11).
However, the structure-factor least squares procedure used for this
small protein (molecular weight 6000), which forms unusually well-
ordered crystals, is expensive (9), and would be prohibitively so for
a large structure.
Presently, the most widely used technique for protein structures
is real-space refinement, in which use is made of the programs written

by Diamond (12,13) for fitting a model with standard bond lengths and
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angles to a measured coordinate set (model-building), and for optimiz-
ing the fit of a set of model coordinates to an electron density map
(real-space refinement). These programs are, however, very complex
and require very large amounts of storage and time on a large computer.
While these requirements do not increase as rapidly for large struc-
tures as is the case with least squares refinement, many more cycles
are required to produce a refined structure, and the method is still
extremely costly. Refinement by difference Fourier methods is poten-
ially much more economical. The method has previously been used
effectively for proteins in conjunction with Diamond's programs (5-8,
14,15).

In the present study the three-dimensional structures of DIP-
trypsin and trypsinogen were refined with a constrained difference
Fourier technique. The project was undertaken for several reasons.

It was felt that the changes between these two proteins, leading to a
model for the relative inactivity of the zymogen, could be much more
accurately described with reference to high-resolution, refined
structures, and this is in fact the case. In addition, the DIP-
trypsin structure was an excellent candidate for revealing fine
details of general protein structure upon refinement. The crystals
are well ordered, diffract to at least 1.1 R resolution, and can be
grown to relatively large size (about 0.75 x 0.75 x 1.5 mm). It was
expected that features such as nonplanar amide groups and proline
rings, distortions in helices and sheet structures, solvent structure,

and unusual values of bond lengths and angles, could be accurately
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identified in the refined structure. There were, moreover, several
regions in the MIR-phased map where interpretation was ambiguous,
particularly near the surface of the molecule and in some of the tight
loops in the structure. Extension of the resolution of the map and
refinement of the structure were necessary to insure correct inter-
pretation in these regions, and to remove the errors arising from
construction and measurement of the wire model. Finally, because of
the dramatic improvements in description of a structure which can be
gained through refinement, development of a system for efficient, in-
expensive, and routine refinement of macromolecular structures was
highly desirable.

The author has written a series of programs for routine refine-
ment of protein structures, which can operate entirely on a minicom-
puter (with the current exception of computation of density maps).
Use of this system has enabled the DIP-trypsin refinement to proceed
at an extremely low cost from a starting R of 47% at 2.7 R resolution
to 21.5% at 1.5 K resolution (the best statistics to date for a re-
fined enzyme structure). This work is described in Appendix 6. Some
additional stereo figures of points of interest in the refined struc-
ture, generated with this system, are presented in Appendix 7.

This series of programs has also been used for refinement of the
trypsinogen structure to an R of 31% at 1.9 A resolution. The results
and comparison with the trypsin structure are discussed in Appendices
4 and 5. As part of this work, I developed a similar system for pro-

tein refinement for use on the CDC-7600 computer at Brookhaven
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National Laboratory, and refinement of the trypsinogen structure is
being continued there by Dr. A. Kossiakoff.

Parts of the system have also been used recently in optimizing
the fit of coordinates for oxidized and reduced forms of tuna heart
cytochrome c to the MIR electron density (16). Bob Almassy is cur-

rently using the system with the structure of cytochrome css; (17).
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Chapter IV

A Crystallographic Study of Trypsin Inhibition by Cu2+
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Introduction

The metal ions A.g+ and Cu2+

are strong inhibitors of trypsin and
chymotrypsin (1,2). These ions compete with one another for binding
to the enzyme in an inhibitory fashion. As described in Chapter I and
Appendix 1 of this thesis, Ag+ inhibits these enzymes by disrupting
the catalytic site, binding between the Asp 102 and His 57 side chains.
In the difference infrared titration experiment of Koeppe and Stroud
(3), the peaks corresponding to titration of the Asp 102 carboxyl with
a pKa of 6.8 were assigned with the use of Cu2+ ions, since the exper-
imental difficulties with A.g+ are considerably greater.

We wished to determine directly the site of Cu2+ binding to

at and A.g+ compete in the kinetic ex-

trypsin, since the fact that Cu
periments does not necessarily mean that they bind at the same site in
the enzyme. The determination was made using x-ray crystallographic
techniques by Roger Koeppe, Lois Kay, and the author. In addition,
Mel Jones and the author are currently attempting to locate the Cu2+

binding site in benzamidine-inhibited trypsin.

Experimental

DIP-trypsin was crystallized as described by Stroud et al. (4).
The Cuz+ derivative was prepared by placing the DIP-trypsin crystals

in a pH 6.9, 0.05 M cacodylate buffer containing 17 mM Cu(N03)2

(Merck reagent) and 0.66 M MgSO4.
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Reflection intensities were measured with a Syntex PI diffrac-
tometer uéing graphite-monochromatized CuKa radiation, and equipped
with a helium tube between the crystal and detector. Tube voltage and
current were 40 KV and 20 ma, respectively. The step-scan method of
Wyckoff et al. (5) was employed to record intensities from a single
crystal to 2.53 ] (26 = 35.5°). Background corrections were made with
the anisotropic interpolation method of Krieger et al. (6). Further
data reduction and scaling were performed according to Stroud et al.
(4). The intensities of five standard reflections were monitored
throughout the data collection as an indication of crystal decay
arising from x-ray exposure. At the termination of data collection
none of these intensities had fallen by more than 15% from their
initial value. Of the 7704 independent reflections in the 2.53 i\
sphere, those 6905 with structure factors greater than twice their
standard deviation were included in the final data set.

A 2.7 R difference electron density map was computed with co-
efficients m (FCuDIP - FDIP) ei¢, where FCuDIP and FDIP are respec-
tively the structure factor amplitude for Cu2+-DIP-trypsin and DIP-
trypsin, and ¢ and m are the 'best' phase and figure of merit (7)

determined by Stroud et al. (4)
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Results and Discussion

The section of the difference density map obtained in this study,
shown in Figure 1, is very similar to that obtained for the Ag+ de-
rivative (8). These are the only significant peaks in the map, the
larger one arising from a copper ion bound between Asp 102 0§; and
His 57 N§;, and the smaller one from movement of the His 57 imidazole
to accommodate the copper ion. This determination therefore indicates

ot inhibition of trypsin is the same as for Ag+,

that the site of Cu
confirming the method of assignment of difference infrared peaks by

Koeppe and Stroud (3).
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Figure Legend

cuprp Fprp 9if-

ference Fourier map described in the text. Four sections of the map,

FIGURE 1. A view down the y-axis of the 2.7 AF

giving a total thickness of about 5 K, are represented. Positive
density is indicated by solid contours, negative density by dotted
contours. Contour levels begin at #0.2 electrons/!i3 with intervals of
0.1 e/ﬁs. The RMS error in this map (9) is 0.08 e/KS. The bars at
the lower right indicate distances of 2 A.

The only significant peaks in the map are shown, the larger cor-
responding to a Cu2+ ion positioned between H57NS§; and D1020§,, and
the smaller one to the movement of the H57 imidazole out toward the
solvent to accommodate the copper ion. The positions of the A.g+ and
H57 movement peaks in the Ag+-DIP-trypsin difference map (8) are

marked with asterisks (¥%).
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Appendix 1

Silver Ion Inhibition of Serine Proteases:

Crystallographic Study of Silver-Trypsin
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Summary

Silver ion is a potent inhibitor of trypsin and chymotrypsin, with K;'s
of 4 x 107 M. and 3 x 10'-5, respectively. A crystallographic study shows
that the primary silver ion binding site on trypsin is at the active center
between the carboxyl group of Asp 102 and the §-nitrogen of His 57. This
result is correlated with the fact that Ag+ interferes primarily with the
acylation rate constant, k,, and does not significantly affect the binding
constant, Kg. The location of this site explains the potent inhibitory effect
of silver (I) ions on trypsin activity: The imidazole ring of His 57 is re-
positioned 1.8 A further out into the solvent to accommodate the silver ion,
preventing its normal interaction with the hydroxyl group of Ser 195, Con-
sequently, His 57 cannot directly assist the proton transfer in the catalyzed
reaction.

Since silver ion binds to the catalytic site in this highly specific
manner, silver may be used as a specific probe of the active site of serine
proteases.

This communication reports the 2.7 A resolution structure of the iso-
morphous silver derivative of bovine trypsin inhibited by diisopropyl-fluoro—
phosphate (DIP). Martinek _e_til. Ly found that silver ion is a potent trypsin
(or chymotrypsin) inhibitor with a K; 4 x 10_5 M. They concluded, first,
that silver ion prevents the acylation of the enzyme while not appreciably
interfering with substrate binding. Second, silver ions compete with pro-
tons for the binding site and the silver binding depends on a group with an
apparent pK, of 7.1, which they suggested was the imidazole of His 57. In
light of more recent evidence, however, the pK  reflected in those experi-

ments is more likely that of Asp 1023' 4.

EXPERIMENTAL

.5
To prepare the silver (I) derivative crystals of DIP-trypsin~ were
soaked in solutions containing 0. 012 M AgNO; for periods of four to eight
days. Three-dimensional, 2.7 A data sets for both the native DIP-trypsin
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and the silver (I) derivative were collected using a Syntex Pl automated
diffractometer. Data reduction and scaling were accomplished using

standard techniques.

RESULTS AND DISCUSSION

From our data and the phases previously determined for DIP—trypsin,5
a difference Fourier map was obtained. The region of this map in the area
of the active site is shown in Fig. 1. The large peak "A' corresponds to
the position of the fully occupied, primary silver ion binding site. In addi-
tion, there is a smaller region of positive density, '"B', above and behind
the primary site. This peak results from a movement of the imidazole
ring of the catalytic site residue His 57 into the solvent by approximately
1.8 £(<0.2) A. A secondary silver ion binding site of 35% refined occu-
pancy was found elsewhere on the surface of the molecule, in the vicinity
of His 40.

Fig. 2 shows an ORTEP6 representation of the catalytic site in the
silver (I) trypsin derivative. The silver ion is coordinated in an approxi-
mately linear fashion between the lower carboxyl oxygen of Asp 102 and
the §-nitrogen of His 57. Bond distances are: 081 (Asp lOZ)—Ag+, 2.3+0.24;
Ag+—N6 (His 57), 2.3 x0.2 A. This suggests that the silver ion is in a two
coordihate sigma-bonded complex characteristic of silver (1)7. This con~-
figuration is also structurally very similar to complexes of silver (I)
with free amino acids.

The silver DIP-trypsin structure provides a model for the mech-
anism of the silver (I) inhibition of trypsin. The distance between the e-
nitrogen of His 57 and the position of the y-oxygen of Ser 195 found
previously for benzamidine-trypsin (where the serine oxygen was hydrogen
bonded to the e N of His 57) is 4.2 +0.2 A in the silver derivative. This
long distance, coupled with the unfavorable directionality between these
two atoms, prevents proton transfer from the hydroxyl group of Ser 195
to the His 57 imidazole. The effect of Ag+ on k,, the acylation rate con-
stant, thus gives an indication of the contribution of His 57 and Asp 102
to enhancement of the catalytic rate of serine proteases.

As well as defining the mechanism of the silver ion inhibition, the

silver derivative data have been incorporated into the phase refinement
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of the 2.7 A structure of DIP-trypsin. The overall mean figure of merit
of the 2.7 A phases increased to 0. 83 during this refinement. The details
of this refinement will be discussed elsewhere.

One of the key problems in the assignment of microscopic pKa's to
residues at the active center of serine proteases lies in the requirement
that one should be examining the '"native' enzyme rather than a modified
derivative of it. Two familiar problems are thus apparent: 1) presence
of a covalent label near the active site perturbs the system under study
in an unknown fashion; 2) spectroscopic techniques which study the native
enzyme often have problems of assignment to particular residues.

Silver ion can be used to assign peaks to the active center residues
by perturbation of the native enzyme spectrum, primarily affecting peaks
due to Asp 102 and His 57. We are currently applying this technique to
assign peaks associated with carboxylic acid groups in the difference

infrared titration spectra of native serine proteases.
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In protein crystallography, observed diffraction intensities must be corrected for background radiation
due to scatter from air and scatter and absorption by capillary, crystal and mother liquor. A systematic
study shows that a major contribution to background intensity is air scatter arising from the air inter-
" cepted by the direct X-ray beam as ‘seen’ by the receiving-counter aperture. As a result there is a first-
order dependence of background on the 20 angle. The second-order variations in this function are prin-
cipally due to absorption of the direct beam or air-scattered radiation by the capillary and to diffrac-
tion by the glass in the direct beam. To reduce data collection time and crystal exposure, individual back-
ground measurements may be approximated by interpolation from empirical background curves or,
alternatively, by collecting background intensities for short times and fitting these data with a multi-
dimensional function. If isotropic interpolation is used, i.e., if background is considered to be a func-
tion of 20 alone, systematic errors of up to about 30% can be introduced into the interpolated back-
grounds. Methods of accounting for the anisotropy in the background are derived and shown to reduce

this error to 1 2%

Introduction

Because protein crystals arc quite susceptible to radia-
tion damage, crystallographers have been exploring
different methods for accurate data collection which
minimize the X-ray exposure of the crystal. With
automated diffractometers, one widely used method of
data collection involves counting the background on
one or both sides of each measured reflection. There
are several methods of reducing the time of data col-
lection and thereby increasing the number of reflec-
tions collected per crystal (¢.g., Wyckoff, Tsernoglou,
Hanson, Know, Lec & Richards, 1970; Watson, Shot-
ton, Cox & Muirhead, 1970). In one method, the
observation of individual backgrounds is omitted and
background corrections for the measured intensities
are calculated from an empirical curve of background
versus sin (/A measured for each crystal.

If the backgrounds do not vary significantly during
the time of collection, almost all of the crystal exposure
time can be devoted to intensity data collection, and
empirical background curves can be measured after
the intensity data have been collected. Empirical back-
ground curves have generally been obtained from
background values measured with long counting times
for points along one lattice row, and applied using the

* Contribution No. 4726. Supported by U.S. Public Health
Service Grants GM-19984 and GM-1212

1 Danforth Foundation Fellow.

1 National Institutes of Health Postdoctoral Fellow.

§ National Institutes of Health Career Development Awar-
dee, U.S. Public Health Service Grant No. GM-70469.

¢ Jane Coffin Childs Memorial Fellow.

approximation that the background depends only on
the Bragg angle and not on the other setting angles
(Matthews, Levine & Argos, 1972; Jensen, 1972; Sa-
lemme, Freer, Xuong, Alden & Kraut, 1973; Wyckoff,
Doscher, Tsernoglou, Inagami, Johnson, Hardman,
Allewell, Kelly & Richards, 1967). This approximation
can.give rise systematic crrors of about 30% between
interpolated and observed backgrounds.

Hill & Banaszak (1973) have reported observing
an additional, 20-invariant ¢ dependence. Our ex-
periments show that the background radiation can
vary systematically with ¢ and y in addition to 20,
and furthermore that such ¢ and y dependences are
functions of 20. These dependences can be accounted
for by additional components in a simple interpolative
procedure. In contrast to Hill & Banaszak, we con-
clude that the variation with ¢ arises primarily from
capillary absorption and scattering rather than ab--
sorption of background radiation by the protein crystal
and its mounting to the capillary. There is substantial
improvement in interpolated backgrounds if the p and
x-dependent variations are accounted for.

A second approach to streamlining data collection
involves observing very short backgrounds with each
reflection, and fitting, by least squares, a function of
the diffractometer setting angles to all of the data.
Such a function must include cross terms between x
and 20, and ¢ and 20, and can vary in complexity
depending upon the range of 20 and the experimental
conditions. By pooling the data in this manner, the
resulting backgrounds are more accurate than the in-
dividual short measurements from which the back-
ground function was constructed.
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It should be noted that systematic variations be-
tween real and interpolated values for the background
can give rise to systematic errors in phase determina-
tion, in AF terms used in calculating difference maps,
and in scaling. Phases and 4F’s free from such errors
are crucial to accurate descriptions of molecular shifts
from difference maps (Dickerson, Kopka, Varnum &
Weinzierl, 1967; Henderson & Moffat, 1971; Krieger,
Kay & Stroud, 1973). Furthermore, with protein crys-
tals whose reflection intensities are small, a reflection
which is only twice as intense as the background may
be ten standard deviations above background. There-
fore, well determined reflection intensities (2 36) may
be in crror by as much as 30% if anisotropy in the
background is not accounted for.

As the background intensity is independent of crys-
tal absorption, the buckgrounds, estimated or meas-
ured, should be subtracted from the observed dif-
fraction intensitics before applying the standard ab-
sorption and Lp corrections.

In this paper we describe two methods for obtaining

background corrections of similar quality to individu-
ally measured backgrounds, but at significant savings
in the time spent on observing backgrounds. Although
it is desirable to minimize the background present
(i.e., improve the signal-to-noise characteristics of the
experiments), we are primarily concerned here with
developing background correction methods whose use
would be applicable to a wide variety of existing four-
axis diffractometers, without modification of the ex-
perimental hardware. As a result of this analysis, and
the consideration of the origins of components in the
background intensity, experimental methods of redu-
cing the background, and thereby increasing the signal-
to-noise ratio, are suggested.

Experimental

Measurements were made on several different dif-
fractometers both with and without a monochromator.
Details of each experimental arrangement used are
described in Table 1. Cach machine will henceforth

Table 1. Characteristic data for diffractometers used in this study

In all cases the basic four-circle machines have been rebuilt and modified; in all cases except 4 and D modifications have been

extensive to the point of total remachining.

(A)
Syntex PT

Source
Target sizec (mm) 10x1 12:5%0-8
Voltage (kV) 40 45
Current (mA) 20 18-5
Radiation Cu Ka Cu Kx
Geometry
Take-off-angle 6" =
Monochromator type Graphite Graphite
Monochromator mounting (¢)§ 90" 90"
Monochromator dispersion 03" 03"
Source to crystal
Distance from source (0
Ist aperture(cm) (siz¢ in mm)  5:5 (2:0) 45 (1-0)
Monochromator crystal 68 5-0
Aperture (size) 19-8 (1-0-1-5) 80 (1-0)
Aperture (size) 21-3 (1:5-2:0) 145 (1-8)
Crystal 27-3 155
Crystal to counter "
Distances from crystal 1o
Aperture (size) 32:5(2-5) 40(10 |-
Aperture (size) 38:5(1:0-2:0) 12020 2
Counter 40'5 16:0
Noise count rate with X-rays
off (per 100 s) 35 55
* Standard four-circle with no hromator.

)

=2

(B) () ()] (E) (F
GFEXRD-490  Datex-GLE  Hilger Watts® Buerger Suppert 8. Samsont
hybrid hybrid
12:5x08 10x 1 8x04 12:5%0-8
45 46 3 45
15 16 20 8
Cu Ka Cu Ka Cu Ka Mo Ka
3 3+ 3 -
None None Graphite Giraphite
s 0
0-3.0-4
- 80 (2:0) 40 (1-0)
None None 9-0 55
45(1-5)  ~40(1-0 11-5 (0-6) 12:0 (1-5)
143 (1-8) ~95(1-0) 15:9 (0:6) 20-8 (1-8)
150 235 194 225
92 (1:0) 17-0 (3-0) 6:0(2:2) 8:0(2:11)
- 22:5 (3-0) 18 (1:5--2:0) 114 (5-04)
22:2 250 135 216
25 38 30 13

1 This machine was essentially redesigned by, and rebuilt under the direction of, R. M. Stroud, and uses Datex automation for
operation in a ¢-step scan mode (two-circle Weissenberg geomeltry).
1 Four-circle diffractometer assembled locally under the direction of S. Samson. Flectronics and Alloys goniostat, Varian

computer, Datex resoverdynes, and Ortec counter chain.

§ o is the angle between the normals to the planes of incidence at the monochromator.
" Counter type: all diffractometers use scintillation counter. Hermetically sealed ‘Tl-drifted Nal crystals are individually selected

and checked regularly for decay and damage.
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be referred to by a letter (4-F) which in turn cor-
responds to one arrangement in Table 1. Each of the
figures refers to a specific case, although the discussion
considers results obtained from many different experi-
ments. It should be noted that these different arrange-
ments include diffractometers both with and without
monochromators, with both of the generally used
monochromator settings, with copper and molybde-
num Ka radiation, and with or without helium-filled
pathways to the counter.

Glass capillarics were 0-3-1-0 mm in diameter with
walls approximately 0-01 mm thick. Crystals of trypsin,
trypsinogen, cytochrome ¢ and their derivatives with
dimensions ranging from 0-1 x0+] x 0:35 mm to 0-4 x
0-4x0-7 mm were used in the crystal-capillary ex-
periments. Trypsin crystals grow with acicular habit,
cytochrome crystals are rectangular prisms, and tryp-
sinogen crystals grow as approximately equidimen-
sional trigonal bipyramids. Thus crystals of the most
commonly encountered morphological forms have
been used.

“Visible volume”

/

X-roy
beom Callimotor
N2
5
X
X-roy
e e
4 Beos Collimator
~Copillory 8
crysiol
Counter
operiure
Fig. 1. The usual diffract ter dat llection arr
The ‘visible vol ’ is the vol of air irradiated by the
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Fig. 2. The background 20 dependence for: (a) air scatter only
(O, 5 min/point), (b) an empty capillary (<>, 3 min/point),
and (c) for a trypsi crystal, d in the same 0-5
mm diameter capillary ([J, 3 min/point). All measure-
ments were made at y=90", using diffractometer A4 as de-
scribed in the text.

Backgrounds were measurcd under the following
conditions:

(1) without crystal or capillary in the beam;

(2) with a well centered capillary (mounted coaxially
with ) in the beam;

(3) with a capillary miscentered, but mounted paral-
lel to the ¢ axis; and

(4) with a crystal in a capillary such that the crystal,
but not the capillary, is centered in the beam (the
standard data-collection condition).

Background counting times were usually 3 to 5 min
per point for the empirical background curves, and
10 to 120 s for individual backgrounds used for com-
parison. Reflection intensities were measured in both
the w scan and the Wyckoff step-scan (Wyckoff et al.,
1967) modes. Measurements were made over the ranges
0<20<46”; 0<¢p<360°; and 0<y<360°. Attenua-
tors were used to obtain data for small 20 angles
down to 0.

Results

Fig. 1 shows the usual diffractometer data collection

direct beam that is seen by the receiving-counter aperture.
This volume changes only with 2/, and governs the 20
dependence of the air-scattered part of the background.
Portions of the ‘visible volume’ are at times hidden from the
X-ray beam and at times from the counter by the interposi-
tion of the capillary and crystal. The overall background
will be affected by changes in the capillary-crystal setting
angles, as well as the amount of capillary glass in the direct
beam. :

arrangement and illustrates the origins of the dif-
ferent variations in the background intensity.

Primary effects: 20 dependence

Fig. 2 shows the overall background as a function
of 20: (a) with no crystal, no capillary; (b) for a well
centered capillary; and (c) for a capillary containing
a trypsinogen crystal (dimensions approximately 0-3 x
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0:25x0:35 mm). The intrinsic absorption of a glass
capillary was measured and found to be generally less
than 25%. The absorptive component due to the glass
which affects the curves of Fig. 2 must consequently
be less than about 25%. It is much less where ‘visible
volume’ dimensions (sce Fig. 1) are greater than the
diameter of the capillary - which is often the case.
1t is therefore clear that scattering by air is a major
contributing factor to the background. In the presence
of a capillary the background is reduced by absorption
by the glass capillary. The background intensity in-
creases at higher 20 angles where scatter from the glass
predominates over its absorption. Variations in the
orientation of the capillary lead to ¢- and y-dependent
secondary perturbations in the background.
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Fig. 3. The background ¢ dependence observed at 20 -:22-6°
and x=90" for a DIP-trypsin crystal. The average intensity
is normalized 1o 1-0 (Difiractometer A).
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Fig. 4. The ¢ dependence of the background for an eccentric-
ally mounted empty capillary at various 20 values (y=90"
in all cases). While the amplitude and sign of the variations
change with 20, the phase is constant. The curves were
measured at 20=27-6", 22:7", 17-8", 16-1°, 14-5", 64", and
4-8". The traces, except for 20 =: 14-5°, represent the best least-
squares fit of 24 points measured at 157 intervals to the
function: Normalized intensity = 140 | a cos 2@ @,). The
average intensity at each 20 is normalized to 1-0. The curve
for 20=14-5" is the best straight line through the data at this
20 value. Mcasurements were made on diffractometer .

Secondary efjects: ¢ dependence

When it is necessary to collect data with a crystal
mounted in a capillary whose diameter is greater than
the radius of the X-ray beam, there can be a significant
systematic variation of the background radiation with
the diffractometer ¢ setting. Because there is little
difference between the angular distribution of the
background of an empty capillary and that of a capil-
lary containing a crystal and its mother liquor, the ¢
dependence must be almost wholly due to the eccen-
tricity of the capillary about the ¢ axis.

Fig. 3 shows typical ¢ dependence of background
intensity for a capillary containing a protein crystal,
and Fig. 4 shows this dependence for an cccentrically
mounted empty capillary at different 20 values. A well
centered. capillary shows no ¢ dependence, while with
eccentrically mounted capillaries the background varia-
tion is an approximately sinusoidal function of 2p as
the capillary rotates in and out of the beam. At low
20) values the background, primarily due to air scatter,
is modulated by absorption of the eccentric capillary;
therefore, the background is greatest when the cap-
illary blocks the direct beam least (p=0 and 180"
in Fig. 5). At higher 20 angles the capillary scat-
ters more radiation than it absorbs, and backgrounds
are highest at =90 and 270" in Fig. 5. At inter-
mediate 20 values, near the crossing point of Fig. 2,
the absorption and scattering of the capillary are
nearly equal and the backgrounds are essentially -
independent. The extent of the background variation
with ¢ will depend on the eccentricity and diameter
of the capillary and the value of 20. The curves in
Fig. 6 depict the background as a function of 20
measured at two values of ¢; one when the low-angle
background is a minimum [curve 4, ., (20)] and the
other when the low-angle background is a maximum
[curve B,, ,,(20)). The magnitude of the differences
between the two curves is the amplitude of the ¢-
dependent variation. There may be circumstances un-
der which these curves would not cross, although we
have not observed this. In such a case the amplitude
of the g-dependent variation with 20 would not change
sign.

For a DIP-trypsin crystal in a 06 mm capillary
and a | mm beam, the background at 23” in 20 varied
11 % in intensity with rotation about ¢. The average
reflection intensity in the shell 22<20<26" for this
crystal was seven times the background level. For a
reflection with this ‘average’ intensity, using interpo-
lated backgrounds uncorrected for the ¢ dependence
would produce a systematic error up to 1:6% in its
net intensity. Weaker reflections, which are still im-
portant lor heavy-atom refinement and difference maps,
are subject to substantially larger errors: a reflection
with raw intensity twice background, although at least
10 a (standard deviations) above back ground, would be
in error by as much as 11%. These errors are syste-
matic and must be corrected for, il" accurate phases
are to be calculated.
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The following scheme was tested for generating in-
terpolated backgrounds corrected for ¢ dependence:

(1) Measure the ¢ dependence at a low 20 value
(~6") with a ¢ scan at x=90°.

(2) Measure the 20 dependence, A, ,5,(20)), at the
¢ value (¢o) for which the background is a minimum
on the ¢ scan.

(3) Measure the 20 dependence, B,l,,,o(Z()), at the
¢ value (¢,=¢o+90") for which the background is a
maximum on the ¢ scan.

(4) Tabulate the difference, D,(2())=B,,l.m(2())—
Ao, 200(20). [Normally, it is convenient to interpolate
the values between the observed backgrounds on the
Aoy x(20) and B, .. (20) curves at intervals in
sin (0)/A.]

(5) Calculate the backgrounds, BG(20, ¢). For back-
ground corrections (just as for absorption corrections)
the p setting angle, ¢, must be modified to account for
geometrical contributions to rotation with respect to
the incident beam from y and m.*

BG(20,0,) = Ay, 10 20) 4 Do(20) sin? (. —0) (1)
where

Qe=py—tan" ' (cos x tan m) . ()

For 1500 reflections observed over a wide range
of 20, ¢, and x for a DIP-trypsin crystal (0-25x0-3 x
0-4 mm) mounted in a | mm capillary on diffractometer
A, the agrcement between observed and interpolated
buckgrounds typically improved by 40% when ¢-de-
pendent anisotropic, rather than isotropic, interpola-
tion was used. This scheme assumes that the ¢ de-
pendence is sinusoidalt and that the amplitude of the
variation is the difference [D,(20)] between the
Ay xgo(20) and B, (20)) curves of Fig. 6. If possible,
crystals should be mounted only in capillaries whose
diameters are smaller than the radius of the X-ray
beam. Under these conditions there is no observable ¢
dependence.

* Any additional correction for a 20 component in @, (due
to rotation with respect to the counter) is much less significant
in general where the visible volume (Fig. 1) is larger than the
irradiated portion of the capillary. The correction for y and »
deals with the source of scattering directly, while the 20
correction deals with only a small component of the scatiered
radiation. In any case an additional 20 correction would be
asymmetric and complex and is usually unneccessary.

1 We have always observed a certain asymunetry in the ¢
scans which we presume to be due to the difference in position
of the eccentrically mounted capillary with respect to the
counter at @ and ¢ + 180", In order to account for this asym-
metry, we have calculated backgrounds using the expression:

Flo) = Fle)

BG(20,0)= Apo, ol 20) -+ D(20) [ il e

where, for example,

F(@) =alx = xo)* + by — yu)* + c(x = xy) (y— yo): X =sin @, y=
cos @, and xy, yo, @, b, and ¢ are refinable parameters, Alter-
natively, one could use an interpolated ¢ curve for Fg).
However, we have obtained (he best results using the sine
function in equation (1).
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x dependence

The background y dependence is analogous to the
¢ dependence, but a rigorous definition of the problem
is more difficult as a result of more complex geometry.
However, the x dependence may be understood quali-
tatively. As y varies from 0 to 90°, the amount of
glass in the equatorial plane increases approximately
as the secant of x. This, in turn, increases the absorp-
tion of air-scattered radiation. The exact nature of
this angular background variation with y depends
strongly on the experimental conditions.

1 We have observed that cach diffractometer has a charac-
teristic y-20 dependence, as shown in Figs. 7 and 8. Subtle
diffes in the g y of the diffr s (e. g.,
collimator-to-crystal distance) are apparently responsible for
the difference in these patterns. The correction scheme out-
lined below has proven effective for data collected on different
diffractometers with diffcrent y-20 patterns,

Fig. 5. View parallel to the ¢ axis of a capillary and crys-
tal, showing the amount of direct-beam radiation they inter-
cept at various ¢ settings. The capillary diameter is greater
than the radius of the X-ray beam.
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Fig. 6. Curves Agg xgo and By, yo," the background 20 depen-
dence observed at (two ¢ settings, 90° apart, for a capillary-
mounted DIP-trypsin crystal. Inset. a ¢ scan for this crystal
taken at 20:: 6", showing the positions of the @, and @,
settings (Dillractometer A).
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Figs. 7 and 8 show the 20 dependence of the back-
ground radiation for DIP-trypsin and cytochrome ¢
crystals at x =0" [C,, ,,(20] and x=290" [A,,. ;200
and the variation of the y dependence For several values
of 20. Just as with the ¢ dependence, the amplitude of
the x variation depends upon the difference between
the backgrounds at the extremes, =0 and y =90".
Depending upon the experimental conditions. it is
possible to observe a crossover of the 4 (20) and

©0. 290

1250}~

" 1000]

750}

Coun's per Minute

2501

T 10 20 T30 ‘300 T s0
L 26
Fig. 7. Curves Aggxgp and Cyg po the buckground 20 depen-

dence observed at x+-90 and x=:0" on diffractometer A
for a DIP-trypsin crystal mounted in a | mm capillary. Each
data point was counted for 4 min. Insct: the ¥ dependence
observed at several 20 values. Each point was measured for
5 min.
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Fig. 8. Curves Aggyyo and Cyq.xo: the background 20 de-
pendence observed at x=90 and x=0" for a cytochrome ¢
crystal using diffractometer B. Insel: background y depend-
cnce at several 20 values. All points were measured for 4
min.
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Coq. o(20) curves analogous to that for the ¢ curves.
In such cases, the high-angle background increascs as
x goes from 0 to 90°, and the shape of the curve cun
vary from that observed at low 20 (Fig. 8).

The x-dependent background variation can represent
a significant fraction of the total background. We have
routinely observed 15% differences in backgrounds
between y=0 and x=90", and differences as high as
25% are not uncommon. The following interpolation
scheme, analogous to that used for ¢, was used to
correct for the y dependence:

(1) Measure the 20 dependence, C,, ,(20), at x=0".

(2) Measure the 20 dependence, A, (20), at
x=90". ;

(3) Tabulate the differences, D,(20)=C, ,,(20)-
Aoy, 1ol 20)-

(4) "Mcasure the y dependence at a 20=20, for
which the dilference, D,(20), is large. Il possible, 20,,
should be representative of the 20°s in the data set.

(5) Calculate the backgrounds from:

F(x) - I90°)

F(0°) -- F(90")] 20,,
(1

where F(x) is cither an empirical function representing

the y dependence or an interpolated y curve at 20,
Our best results have been obtained with:

BG(20,0)= Ay, 1,a(20) + D,(20) [

(v)

where the coefficients a,b,c are determined by a least-
squares fit. If' the background shown in Fig. 7, for
example, is not corrected for y dependence, i.e., if
isotropic interpolated backgrounds (depending only on
20) are used, systematic errors of up to 30% of the
background can result. y-dependent (anisotropic) in-
terpolation can be improved upon by subdividing the
data into smaller 20 ranges and applying appropriate
x curves to the data in each range.

When both ¢ and x dependences are present, back-
grounds may be approximated by combining the ¢
and y corrections:

I(x)=acexp {--bf(cos x+ ¢)}

BG(20,0,1) = A gy, 15ef20) + D,(20) sin? (9. — p0)

+D,(20) [F )~ R0

F(0°) - F(90)) 20, V)

Non-lincar least squares

A different approach to the estimation of back-
grounds is the use of non-linear least squares to ap-
proximate backgrounds as some function of 20, ¢,
and y. This function is determined by litting back-
grounds measured for short times in the vicinity of
each reflection. The reliability of such a procedure
depends on the choice of a well behaved function
with a relatively small number of parameters. Its ac-
curacy also depends on the number of data and time
spent on measuring the individual backgrounds.
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The dependence of background intensity on 20 may
be satistactorily accounted for by a third-order function
of 20:

BG(20)=:a+ b1+ cT*4-dT?, (vh)
where T=20 and the lower case letters a,b,¢, ¢tc., are
parameters to be determined. Some improvement can
be achieved when the data are separated into low,
middle, and high-angle regions in 260. Other terms are
added to BG(20) to account for the variation of BG
(20) as functions of ¢ and .

In any region of reciprocal space (not necessarily
over all 20 ranges), it is sufficient to approximate the
changing magnitude and sign of the ¢ correction with
a third-order polynomial:

AB(9,20)=5sin* (p—@o) (e+/T+gT*+hT) (V)

where g, is a parameter corresponding to the ¢ valuc
for minimum or maximum background. If the back-
ground docs not have a ¢ dependence, 4.B,(p,20) is
zero.

Since the magnitude, curvature, and sometimes the
sign of the y correction are also 20-dependent, we have
tried various combinations of terms of the form T'y’;
i=1104;j=1to 4 to determine which terms are useful
to best correct for the y dependence. An expression
of the form

AB(x.20)=iTy +jTx*+ kT + 1T +mT (VI

provides the best compromise between the number of
refined parameters and the overall quality of fit.
) The overall expression for least-squares refinement
is:

BG(20,p,x)=BG(20)+ 4B,(,20) + 4By(x,20) . (1X)

This function can be used in any 20 range. However,
BG(26) and 4B,(x.20) can often be simplified for mid-
dle and high 20 ranges with essentially no loss of
accuracy: for middle or high 20, BG(20)=a+bT suf-
fices; for the middle range, 4B,(x,20)=iTx+Ty*+
kTy*+1T?*?; and for the high range 48,(x,20)=iTy+
JT+kTx.
Discussion

The anisotropic interpolation (Al) and non-linear
least-squares (L.S) techniques have been used routinely
to compare and measure background intensities for
crystals of several proteins on different diffructometers.
Data for the comparison to be discussed first were
taken from a DIP-trypsin crystal using diffractometer
A. The data shown in Table 2 and Fig. 9 compare
the isotropic interpolation (I1), Al and LS methods
of estimating background intensity with individual
backgrounds, BG,,, each measured for 40 s.

Fig. 9 shows the distribution of errors, 4BG/a,y,,
where

4BG =(BG,p, ~ BG.y,) and o= VBGnM B

for each of the three methods and for a perfectly nor-

IN PROTEIN CRYSTALLOGRAPHY

Table 2. Error analysis of background-approximation
techniques

Estimated backgrounds compared to backgrounds measured
for 40 s per point.*

Method (ABG*)'?f 51 Raa%§ GOE' R, %*¢
n o1-7 553 100 222 1-76
Al 41:2 308 60 1-38  0-88
LS 323 17:1 53 119 087

* Results are for 1956 reflections measured on diffractom-
cter (A) as described in the text. The average observed back-
ground was 501 counts per min, and the rms o (BG,y,) was
274 counts per min. The comparisons are all tabulated in
counts per min.

1 4BG = BGopy - BGegye.

1 s is the error component due to errors arising from the
11, Al or LS methods, s*=(4BG?)— (o2y.).

§ Reu=2 |A\I}G|/ zGBG.,.,;. -

i . [ 2 (4BGlay,) ¢ >

GOF [ 1956 pts , the “goodness-of-fit’,

** Ry=3 |Facoss = Fucatell 2 1 Fniovsl-

mal distribution. For the 11 method the distribution
of error is far from normal because of the systematic
error introduced by ignoring the anisotropy in the
background. The error distribution is skewed and
distorted regardless of the setting angles used for ob-
serving the 20 curve (see Fig. 10).

The error distributions for the Al and LS methods,
on the other hand, are very necarly Gaussian,* indi-

* We have shown this in two ways: least-squares fitting a
G ian to the error freq y curves in Fig. 9. and by direct
comparison to perfectly normal distributions by means of nor-
mal probability plots (Abrahams & Keve, 1968).

o~ Normal  Distribution

Numbers of Points

X g
2 .3 4 5 6

Fig. 9. The distribution of errors between individually observed
(40 s) backgrounds and backgrounds calculated using the
three techniques described in the text. The statistics plotted
are the numbers of points within intervals of 4BG/go,
where ABG =BGy, — BGeue and Guny = V/BGoy,. The total
area under each curve is equivalent to 1956 data points. The
curves are frequency distributions for the errors of the 11, or
isotropic interpolated backgrounds, the Al, or anisotropic
interpolated backgrounds, and the LS, or least-squares back-
grounds. The heavy curve represents an ideal Gaussian
distribution of error for the same number of points. (DIP-
trypsin crystal on diffractometer 4).
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cating that the systematic errors resulting from the II
method have been largely eliminated. The slightly
increased breadth of the Al and LS error distributions
relative to the perfectly normal distribution is a con-
sequence of the crrors introduced by these methods.
We can estimate the extent of these errors, s, using the
approximation:

52~ (ABG?) — (0% (X)

where (ABG?) is the mean squared 4BG and (o2,,)
is the mean squared error in the individually observed
backgrounds. For the data illustrated in Fig. 9 the
estimated average error for backgrounds calculated
using the Al technique, with empirical background
curves observed [or 4 min per point, is roughly equiv-
alent to that which would be obtained by measuring
each background for 32 s. For LS, s is equivalent to
error expected for backgrounds measured for 91 s each.
The value of s for Al depends upon the time spent
measuring each point for the interpolated curves, while
that for LS depends on the counting times for indivi-
dually measured backgrounds. In this example, indivi-
dual 40 s backgrounds were used to calculate the LS
function. In another case results were essentially iden-
tical when 10 s backgrounds were used, and this
method is clearly most useful when still shorter times
are used.

We have compared the effects of the II, Al and LS
methods on the structure factors by calculating the
R values (Rg) between the data sets obtained using
observed and calculated backgrounds (sec Table 1).
The R, value for the II corrected data is approxi-
mately twice as large as that calculated for the Al and

+— Normal Distribution

Numbers of Points

Fig. 10. The distribution of errors when different empirical 20
curves are used in the II method. The frequency distributions
are for backgrounds calculated using: a 20 curve measured
at p=¢,, x=0" ( =), a 20 curve measured at ¢=9,,
x--90" (- ), a 20 curve measured at p=¢,, x=90"
( ) and a 20 curve calculated from the ¢y, xeo and @a, oo
curves, representing a 20 curve which would be obtained if
@~4@y+@) (- - ). The light curve (--—) represents an
ideal Gaussian disttibution.of error. As in Fig. 9, the arca
vnder cach curve represents 1956 data points distributed
over the range 4:6 <20 - 40",

LS corrected data. Applying absorption cotrections
to the scan intensities before subtracting 11 buck-
grounds, as recommended by Hill & Banaszuk, in-
creases the Ry value to 1:95%. Clearly the Al and LS
methods are substantial improvements over the II
method.

Conclusion

The most significant conclusions to be drawn from
these studies of background intensity are:

(1) The principal 20-dependent component of back-
ground intensity arises from X-rays scattered by the
volume of air illuminated by the dircct beam and *seen’
by the receiving-counter aperture. Modulation of this
air scatter by capillary absorption and scatter gives
rise to ¢ and y-dependent variations in the background.

(2) The background intensity is essentially uncor-
related with the crystal absorption. Under certain ex-
perimental conditions the two phenomena may appear
to be correlated; for example, where a flat crystal rests
on the side of the capillary such that its long axis lies
parallel to the ¢ axis of the diffractometer.

(3) As a consequence of (2), the background inten-
sity should always be subtracted from the scan inten-
sity before the absorption corrections are applied,
contrary to the suggestion of Hill & Banaszak (1973).

(4) The anisotropy of background scatter as a func-
tion of 20, ¢, and x can be satisfactorily accounted for
by using a simple interpolative procedure, or by fitting
a suitable function to many backgrounds measured for
short times near each reflection.

(5) The use of an isotropic background interpolation
is usually unsatisfactory for accurate data reduction.
This method can introduce systematic errors of up
to 30 % in the estimated background intensities. Errors
of this sort lead to systematic crrors in phases and
increase the noise levels in difference maps.

Both the Al and LS methods substantially reduce
the systematic errors inherent in the Il method. As a
result, the dilferences between observed backgrounds
and estimated backgrounds closely follow a normal
distribution. Both methods represent significant sav-
ings in time and are improvements over the 11 method.
The overall accuracy of cither method is limited by the
extent and duration of the background sampling, and
is generally commensurate with that obtained for indi-
vidual backgrounds. When deciding between the two
methods, one must choose between the greater savings
in time provided by the Al method, or the somewhat
better accuracy of the LS technique at the cost of
increased crystal exposure and decay.

Our results identify the principal sources of back-
ground intensity. Consequently, there are several ex-
perimental steps which can be taken to reduce back-
ground intensity: (1) Capillaries should ideally be cho-
sen to be smaller in diameter than the radius of the
incident X-ray beam. This renders ¢ dependence in-
signiticant, diminishes y dependence of the background
and reduces the high-angle background due to capillary
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scatter. (2) Helium-filled tubes are often used to reduce
absorption by air in the input or output beam direc-
tions. However, as the main problem is generally one
of peak-to-background ratio, these measures only
slightly affect this ratio, and in any case do not reduce
background intensity significantly. 1t would seem
highly advantageous to fill the ‘visible volume’ with
helium, so affecting the background intensity directly.
This is obviously difficult to do as it implies cither
a helium-filled enclosure over the entire diffractome-
ter, or a helium-filled chamber mounted around the ¢
axis which surrounds the capillary and crystal com-
pletely. There are obvious mechanical difficulties in
building such a device. First, it must be almost X-ray
transparent over the angular ranges used. Second, it
must be moderately well sealed to minimize leakage of
helium if it encloses the p drive shaft bearing. A mylar
cylinder with solid supports mounted onto the top of
the goniometer head would seem to be a good com-
promise allowing for rigid support ol the top and bot-
tom in the X-ray shadow.

(3) Any means of restricting the visible volume will
reduce the background in almost direct proportion
to the volume change. This can be achicved by placing
the final restricting aperture and the scatter cap on the
input collimator as close to the crystal as possible.
Similarly, there should be a defining aperture as close
to the crystal as possible in the crystal- counter path-
way, and a sccond one close to the counter.

We thank Drs A. Kossinkoff and R. Swanson for
generously supplying background data, Mr R. Almassy
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for helpful assistance, and Dr R. E. Marsh and Mr
J. Greif for valuable discussions. We are grateful to
Dr Sten Samson for allowing us to collect data on
diffractometer F, a machine designed in the most part
by himself, and for his supervision in the redesign of
diffractometer B. We also recognize his constant at-
tention in the redesign and improvements made to
diffractometer C.
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Of the many ways available to control the biological activity of proteins, e.g.,
induction or repression of their synthesis at the translational (Jacob and
Monod 1961) or transcriptional levels (Tomkins et al. 1969), specific modi-
fication or destruction are the most direct. Many biological systems are con-
trolled by methods such as these, and the serine protease tamily of enzymes
plays a major role in many of these systems (Stroud 1974). The pancreatic
serine proteases are digestive enzymes which show optimal activity around
the neutral pH region. Their function in hydrolyzing peptide bonds and the
systems of physiological control over their activity have close homology in
many other biological processes, e.g., blood clotting (Owren and Stormorken
1973; Magnusson 1971), bacterial sporulation (Leighton et al. 1973), fertili-
zation (Stambaugh, Brackett and Mastroianni 1969), etc. Many of the en-
zymes of biological control have been recognized as serine proteases, which
in nearly all documented cases have amino acid sequence homology to the
pancreatic serine proteases. It is iherefore to be expected that these enzymes
will have closely homologous tertiary structures and will share the same cata-
lytic mechanism of action. The mechanisms by which such enzymes are acti-
vated or inhibited will also share many common features with the digestive
serine proteases. In many cases the degrees to which these principles can be
extended may be predicted by recognition of the chemical and structural
features of the pancreatic serine proteases which appear to define their prop-
erties. In this article we will discuss recent advances in the understanding of
aspects of the structures and functions of the mammalian serine proteases.

THE PANCREATIC DIGESTIVE ENZYMES:
TRYPSIN, CHYMOTRYPSIN, ELASTASE

Intrinsic to the process of digestion in mammals is the breakdown of dietary
protein by the pancreatic serine proteases. These pancreatic digestive enzymes
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are among the most thoroughly studied of all enzymes, principally because
they are extracellular enzymes that are casily separated and purified in large
quantities (Kunitz and Northrop 1935). They originate in the pancreas as
inactive precursors, or proenzymes, which are secreted into the duodenum.
There they are activated (Kunitz and Northrop 1936; Northrop, Kunitz and
Herriot 1948; Maroux, Baratti and Desnuelle 1971) by the cleavage of one
critical peptide bond near the amino-terminal end of the polypeptide chain
(Davie and Neurath 1955). This cleavage in turn permits a conformational
change (Neurath and Dixon 1957; Sigler et al. 1968) which converts the pro-
enzymes to active enzymes. Once activated, these enzymes catalyze the break-
down of proteins, first into fragments and ultimately into individual amino
acids.

Kinetic studies on a variety of amide and ester substrates have shown that
the mechanism of serine protease catalysis (Eq. 1) involves a number of
intermediates (Zerner, Bond and Bender 1964; Oppenheimer, Labouesse and
Hess 1966; Caplow 1969; Hess et al. 1970; Fersht and Requena 1971a;
Fastrez and Fersht 1973a,b; Fersht and Renard 1974):

E+S=ES B P cx EPF = BP = E L P, (1)
+
P,

Here, E represents free enzyme; S, the substrate; ES and EP,, enzyme sub-
strate and product complexes; ES™ and EP?, tetrahedral intermediates; EP3,
an acyl enzyme; P,, the amino or alcohol portion of the product; and P, the
carboxylic acid portion of the product. For amides, the rate-determining step
is generally acylation, E + S — EP}, whereas deacylation, EP} > E + P, is
usually rate-determining for esters (Zerner and Bender 1964). The character-
istic differences between each of the digestive serine proteases—trypsin,
chymotrypsin and elastase—lie in their specificity for hydrolyzing the peptide
bonds between different amino acids in the protein substrate. Trypsin, the
most sharply specific of the digestive enzymes, hydrolyzes those peptide bonds
that immediately follow either of the two basic amino acids, lysine or arginine.
Chymotrypsin hydrolyzes peptide bonds that follow several of the amino
acids with larger hydrophobic side chains, and elastase binds the small side
chains of glycine, alanine or serine at the equivalent binding site (Naughton
and Sanger 1961; Brown, Kauffman and Hartley 1967; Sampath Narayanan
and Anwar 1969). The complete amino acid sequences and three-dimen-
sional molecular structures have now been worked out for chymotrypsin
(Sigler et al. 1968) and its proenzyme (Freer et al. 1970), elastase (Shotton
and Watson 1970), and DIP (diisopropylphosphoryl)-trypsin (Stroud, Kay
and Dickerson 1971, 1974) and the proenzyme (Kossiakoff, Kay and Stroud,
unpubl.). These structures, along with that of the bacterial serine protease
subtilisin (Wright, Alden and Kraut 1969; Alden, Wright and Kraut 1970),
have been uniquely valuable in developing an understanding of how these
enzymes bind a substrate and how they catalyze the subsequent chemical
reaction.
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Activating the Proenzyme

The first key to activation of the pancreatic proenzymes is enterokinase, an
enzyme secreted in small amounts by the mucous membrane of the stomach.
Its prime function is to convert some trypsinogen to trypsin, which then
activates all of the proenzymes (including more trypsinogen) (Kunitz and
Northrop 1936; Northrop, Kunitz and Herriot 1948; Maroux, Baratti and
Desnuelle 1971). In each case, activation involves the cleavage of a few
amino acid residues from the amino-terminal end of the proenzyme (Davie
and Neurath 1955; Neurath and Dixon 1957). _
With the formation of the new amino terminus at Ile-16' (Oppenheimer,
Labouesse and Hess 1966), the protein undergoes conformational changes
(Neurath, Rupley and Dreyer 1956) leading to a catalytically active configu-
ration., A comparison of the high-resolution structure of chymotrypsinogen
with that of chymotrypsin (Freer et al. 1970; Wright 1973) and of the high-
resolution structure of DIP-trypsin with the recently determined high-resolu-
tion structure of trypsinogen (Kossiakoff, Kay and Stroud, unpubl.) helps us
to understand the exact nature of these conformational changes. (A detailed
description of the trypsinogin structure will be published later.) In both cases,

Figure 1
A comparison of the 5-A models of trypsinogen (left) and DIP-trypsin (right)
shows close structural homology in most areas of the molecule. Striking structural
differences are observed in only two areas of the molecule. The first is in the bind-
ing pocket region, which is formed by residues 214-220 and 189-192, and the
second is along a loop of chain containing residues 140-151 located on the right-
hand side of the molecule. The small difference in size of the models is due to a
difference in scale and orientation.

1 The numbering system referred to is that of chymotrypsin, which will be adopted
here as a standard for comparison of sequences.
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clipping the proenzyme tail permits the new, positively charged a-amino
terminus at residue 16 to fold into the interior of the globular structure and
form an ion pair with the negative carboxyl group of Asp-194 (Matthews
et al. 1967, Sigler et al. 1968). While this change is accompanied by move-
ments in the region of the specificity binding pocket, there appears to be little
change in the interaction between Asp-102, His-57 and Ser-195 at the cata-
lytic site (Freer et al. 1970; see also Fig. 1). Thus the arrangement of these
catalytic residues is preformed in the proenzyme. One major factor which con-
tributes to the relative inactivity of the zymogen is that the binding of the
normal substrates is impaired (Kassell and Kay 1973; Gertler, Walsh and
Neurath 1974). -

Enzyme Specificity and Substrate Binding

The serine proteases differ in their specificities because of differences in their
substrate binding sites. Trypsin, chymotrypsin and elastase all have specific
side-chain binding pockets on the surface-of the protein close to the catalytic
site (see Fig. 2). This pocket is lined by residues 214-220 and 189-192 and

Figure 2
Stereoscopic photograph of a space-filling model showing the active site and
specificity pocket in trypsin (see Stroud, Kay and Dickerson 1971, 1974). The
imidazole side chain of His-57 is visible; however, the carboxylic acid side chain
of Asp-102 is hidden from view by several amino acid residues. The viewing
direction is approximately the same as that of Figures 4 and 7. The side-chain bind-
ing pocket is located beneath and to the right of the catalytic site.

Stars are placed near the active site as markers. They are located (reading from
left to right) at the following positions: the Asp-102/His-57 hydrogen bond, the
B-carbon protons of His-57, one of the ring protons on His-57, and the Ser-195
v-hydroxyl.
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defines the primary specificity toward substrate side chains immediately prior
to the peptide bond which is to be cleaved. Cysteine residues 220 and 191
are linked by a disulfide bond. In trypsin, residue 189 is an aspartic acid, and
its negatively charged carboxyl group (pK, = 4.6) (East and Trowbridge
1968) lies at the bottom of the pocket (Stroud, Kay and Dickerson 1974).
Trypsin has primary specificity for basic amino acids because their positively
charged side chains bind tightly in this pocket (Mares-Guia and Shaw 1965;
Ruhlmann et al. 1973; Blow, Janin and Sweet 1974; Sweet et al. 1974; Krieger,
Kay and Stroud 1974). In an attempt to determine the manner in which amino
acid side chains bind, we determined the structure of benzamidine trypsin.
Benzamidine is a competitive, specific and reversible inhibitor of trypsin.
Figure 3 shows how benzamidine, an amino acid side chain analog, binds in
the specificity binding pocket (Krieger, Kay and Stroud 1974). In the case of
trypsin, there is evidence that when side chains are bound in this pocket, they
induce small conformational changes in the enzyme-substrate complex which
help to accelerate catalysis (Inagami and Murachi 1964; Inagami and York
1968). In chymotrypsin, residue 189 is a serine (Hartley 1964). The pocket
is now relatively hydrophobic and uncharged at neutral pH’s, thus explaining
chymotrypsin’s specificity. In both trypsin and chymotrypsin, residue 216, a
glycine, lies at the entrance to the binding pocket. In elastase, valine replaces
glycine at position 216 (Shotton and Hartley 1970). The larger hydrophobic
side chain blocks the entrance to the pocket and only allows the binding of
amino acids with small side chains at the primary binding site (Shotton and
Watson 1970).

Other parts of the enzyme are involved in binding other parts of the sub-
strate molecule as well as the side chain, so that the susceptible substrate bond
is aligned appropriately on the surface. Secondary specificity toward other

Figure 3

The figure shows the structure of the trypsin binding pocket in benzamidine-
trypsin. (The phenyl amidinium is depicted by heavy shading.) This view is ap-
proximately the same as that of Figure 2. (Reprinted, with permission, from
Krieger, Kay and Stroud 1974.)
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side chains in the physiological substrate molecules can also be correlated
with enzyme structure (Fersht, Blow and Fastrez 1973), although the role
of secondary specificity in the digestive enzymes is clearly much less significant
than it is in highly specific enzymes of biological control.

Ideally, one would like to study the three-dimensional structure of an
enzyme-substrate complex by X-ray crystallography and in so doing, gain new
insights into the mechanism of serine protease catalysis. Unfortunately, this
has not yet been possible because the catalyzed reaction takes place almost
immediately after the substrate is bound and the system becomes an enzyme-
plus-product complex. Data for a three-dimensional structure analysis cannot
generally be collected in so short a time. Fersht and Renard (1974) have
pointed out, however, that it may be possible to use equilibrium methods to
trap intermediates in the reaction pathway and study their structures. Until
the structures of such intermediates have been determined, crystallographers
will be limited to studying the binding of substrate analogs and inhibitors,
which in some limited respects resemble true substrates. Nevertheless, from
such studies inferences can be drawn about the structural transformations
which occur during the catalyzed reaction.

Among the best analogs to true trypsin substrates are the naturally occur-
ring trypsin inhibitors. They have evolved in parallel with the enzymes so
that they bind extremely tightly to the active site. Such protein inhibitors are
crucial to physiological control of the serine proteases (Tschesche 1974). For
example, if pancreatic secretory trypsin inhibitors were not synthesized along
with the pancreatic serine proenzymes, one prematurely activated molecule of
trypsin could start an autocatalytic chain reaction which would activate the
other serine proenzymes and destroy any nearby proteins. Inhibitors are pres-
ent to prevent such catastrophes and to control physiological processes medi-
ated by proteolytic enzymes. The structure of an intracellular 6500 molecular
weight trypsin inhibitor (PTI) isolated from bovine pancreas and other organs
was determined by R. Huber et al. (1970, 1971). Chemical modifications had
already shown that Lys-15 of this inhibitor was involved in the trypsin-PTI
association (Chauvet and Acher 1967; Kress and Laskowski 1967; Fritz et al.
1969). By combining models of PTI with the known structures of trypsin and
chymotrypsin, substrate binding models (Fig. 4) were developed by us
(Stroud, Kay and Dickerson 1971; Krieger, Kay and Stroud 1974) and inde-
pendently by Huber et al. (1971) and Blow et al. (1972). High-resolution
structures of the PTI-trypsin complex (Ruhlmann et al. 1973) and of a soy-
bean trypsin inhibitor-trypsin complex (Blow, Janin and Sweet 1974; Sweet
et al. 1974) have since been determined. Several hydrogen bonds and stereo-
chemical complementarity between enzyme and inhibitor orient the susceptible
bond at the active site. There is one very important difference between the
predicted substrate binding models and the structures of the trypsin-inhibitor
complexes; the inhibitor and trypsin are covalently bound together via an
oxygen-carbon bond between the hydroxyl of Ser-195 and the carbenyl group
of Lys-15 in the trypsin-PTI complex and between the serine hydroxyl and
the carbonyl carbon of Arg-63 in the trypsin-STI (soybean trypsin inhibitor)
complex. These complexes have been shown to exist as tetrahedral adducts
which probably resemble normal intermediates (ES") in serine protease
catalysis.
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Figure 4
(Top) A model for the binding of a portion of the bovine pancreatic trypsin
inhibitor (heavy shading) to trypsin in which the side chain of the inhibitor’s
Lys-15 has been replaced by an arginine side chain. The model was constructed
so that the “Arg-15” side chain fitted the electron density for benazmidine in
benzamidine-trypsin. This model for enzyme-substrate interaction embodies a
substrate conformation that evolved to bind tightly to the enzyme and an enzyme
conformation which is presumably like that induced by the binding of specific
substrate side chains. (Reprinted, with permission, from Krieger, Kay and Stroud
1974.)

(Bottom) Stereoscopic view of a space-filling model of the trypsin-substrate
complex described in the text. This view (approximately as above) should be com-
pared with the same region of the enzyme alone shown in Figure 2. This figure
beautifully demonstrates the intimate stereochemical compatibility between enzyme
and substrate. The woolen threads indicate the end points of the portion of the
oligopeptide substrate chain which is included in the model. Protons in the substrate
are labeled with square dots, and atoms attached to the a-carbon atoms of the
substrate fragment are labeled 4-3-2-1-1’-2’ (along the sequence in the substrate).
The peptide bond between 1 and 1’ is the one to be hydrolyzed.
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These and other crystallographic and chemical studies have produced de-
tailed models for the association of enzyme and substrate prior to catalysis.
Although based on inferences drawn from substrate analogs or inhibitor
binding studies, such models do suggest ways that chemical groups on the
enzyme may participate in catalysis.

The Active Center: pH-Activity Correlations

The X-ray crystal structures of the serine proteases have shown that their
active sites are almost identical. The catalytic site of all serine proteases is
characterized by a serine hydroxyl group (residue 195). Diisopropylfluoro-
phosphate (DFP) (Jansen, Nutting and Balls 1949; Hartley 1960) and phenyl
methane sulfonyl fluoride (PMSF) (Fahrney and Gold 1963; Kallos and
Rizok 1964) react with this hydroxyl and irreversibly inhibit serine proteases,
regardless of their substrate specificity. In the free enzyme, this hydroxyl is
hydrogen bonded to the N-e, of His-57. N-8, of His-57 is hydrogen bonded
to the carboxyl group of Asp-102, which in turn is not directly accessible to
solvent (Blow, Birktoft and Hartley 1969; Wright, Alden and Kraut 1969;
Alden, Wright and Kraut 1970; Birktoft and Blow 1972; Stroud, Kay and
Dickerson 1974). The direct participation of these three groups in catalysis
has been established, and chemical modification of any of them can greatly
diminish or abolish catalysis (Jansen, Nutting and Balls 1949; Hartley 1960;
Fahrney and Gold 1963; Kallos and Rizok 1964; Ong, Shaw and Schoellmann
1964; Shaw, Mares-Guia and Cohen 1965; Henderson 1971; Martinek, Savin
and Berezin 1971; Chambers et al. 1974).

The pH-activity profiles for hydrolysis of peptides, amides or esters by tryp-
sin or chymotrypsin are bell shaped and reflect maximal enzymatic activity
at about pH 8. The high pH limb of the curve depends on an apparent pK,
of 8.8 for a-chymotrypsin (Fersht and Requena 1971b) or 10.1 for trypsin
(Spomer and Wootton 1971). Fersht and Requena have demonstrated that
this ionization, which controls enzyme conformation and substrate binding
(K,,), is directly associated with titration of the a-amino terminus of Ile-16.
The internal salt bridge formed between this amino group and the side chain
of Asp-194 in the active enzyme is broken at high pH, where deprotonation
of the amino group was shown to favor an alternate conformation for the
enzyme.

The low pH limb of the profile depends on a single group of pK, about 6.7
in both enzymes; protonation of this group adversely affects both acylation and
deacylation (Bender and Kezdy 1964). It has often been assumed that this
group corresponds to His-57. Jencks (1969), however, has pointed out that
this group need not be His-57, but might be some other group on the enzyme
either controlling conformation or effecting a change in rate-determining step
near this pH. The aspartic-histidine-serine system as a whole has been shown
to take up a single proton as the pH is lowered below 7.0. Fersht and Renard
(1974) have also demonstrated that for the hydrolysis of acetyl phenylalanine-
p-nitrophenyl ester by 8-chymotrypsin, k,, or k., /K, depends on a single
jonization between pH 9.0 and pH 2.0. Thus it would seem that only one
group at the active center has a pK, in the range pH 2-9 which can be
detected kinetically.

Richards and his colleagues (Hunkapiller et al. 1973) have shown by
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nuclear magnetic resonance studies that the imidazole of His-57 in a-lytic
protease (a bacterial homolog of the pancreatic serine proteases) does not
ionize until the pH is lowered below 4.0. Their research led them to propose
that the group of pK, 7.0 was Asp-102.

In order to study the ionization of Asp-102 in trypsin (Koeppe and Stroud,
unpubl.), we monitored infrared absorbance arising from the carboxyl C=0
stretch at 1570 cm~—! and 1710 cm~! (Timasheff and Rupley 1972) as a
function of pH. To diminish the number of titratable carboxyls, accessible
carboxyl groups in trypsin were modified with semicarbazide (Fersht and
Sperling 1973). The modified enzyme was found to contain 2.5 molar equiva-
lents of free carboxyl groups. These were identified as Asp-102, Asp-194
(1.0 molar equivalent each) and the a-carboxyl terminus of Asn-245 (0.5
equivalent).

The spectrum shown in Figure 5 indicates differential absorbance at 1600
cm~! and at 1680 cm~! between semicarbazide-trypsin solutions of pD 6.50
and 7.13. Each peak is shifted toward the other by about 30 cm~! from the
value found for other carboxyls—a result which is to be expected for hydro-
gen-bonded carboxyls (Susi 1972) such as Asp-102. The titration curve of
semicarbazide-trypsin compiled from a series of infrared difference spectra is
shown in Figure 6. Based on the number of free carboxyl groups, we assume
that the Jow pH titration of average pK, 2.9 corresponds to titration of 1.5
carboxyl groups, while the titration of average pK, 6.8 corresponds to one
carboxyl. The gradient of the low pH titration is approximately 1.5 times that
of the upper one, which is consistent with the assumption. Both titrations,
however, appear sharper than expected for single or noninteracting groups.

Binding of Cut+ ions displaces the upper limb of the titration downward
from pH 6.8. Martinek et al. (1969, 1971) have shown that Agt ions are
powerful competitive inhibitors of trypsin, and that Cu*+ and Ag+ compete
with each other in inhibiting chymotrypsin. Either species competes with pro-

Figure 5

Infrared difference spectrum for.
semicarbazide-trypsin. The path
length was 0.150 mm. The sam-
ple cell was at pD 7.13, and the

enzyme, 6 mM NaNO,, and 12
mM benzamidine. The peak po-
sitions at 1680 cm—1 for C=
O in COOD and at 1600 cm—!
for C—O in COO— are closer
together than for other trypsin
carboxyls due to the effect of
hydrogen bonding. The detected
difference in species concentra-
tion judged from peak heights
corresponds to about 0.4 car-
boxyl equivalent.

reference cell at pD 6.50. pD fx
values in all cases correspond to ApD = 7.13 - 6.50 !"
uncorrected pH meter readings. %‘
Concentrations were 1.5 mM I
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Titration curve for free carboxyls in semicarbazide-
trypsin obtained by plotting differential absorbance
at 1710 cm—1! and 1680 cm—1! from a series of infra-
red difference spectra. Reference solutions were at
pD 3.2, 3.8, 44 and 6.6. The gradient of the
titration at low pD was 1.5-2.0 times greater than
the gradient for the group of pKa 6.8 and corre-
sponds to titration of about 1.5 carboxyls.

tons for a site on the enzyme with pK, = =~ 7.0. Since we have shown that Ag+
binds specifically between Asp-102 and His-57 in the orthorhombic crystal
form of DIP-trypsin (Chambers et al. 1974 and Fig. 7), in trypsinogen and
in trigonal DIP-trypsin (Kossiakoff, Kay and Stroud, unpubl.), the pK, of
6.8 has tentatively been assigned to the carboxyl of Asp-102. (A detailed
description of the experimental procedures and results will be published else-
where.) Copper ion binding shows that Asp-194 and Asn-245 cannot be
responsible for this pK,. These data suggest that the average apparent pK,
of Asp-194 and Asn-245is 2.9.

Control experiments eliminate the possibility that imidazole-stretching fre-
quencies could account for the infrared bands at 1680 cm—! and 1600 cm—!
in Figure 5. However, imidazole titration may perturb a neighboring carbonyl
and thereby conceivably be responsible for the infrared difference peaks ob-
served around pD 6.8. This possibility is the subject of continuing investiga-
tions in our laboratory.

There are two arguments against this possibility and in support of the
assignment of a pK, of about 7.0 to Asp-102. First, using an average extinc-
tion coefficient for the other seven carboxyl groups in B-trypsin, derived from
infrared difference spectra of the unmodified enzyme, the low pH limb of the
titration shown in Figure 6 corresponds to 1.5 carboxyl equivalents. This im-
plies that the remaining carboxyl group must titrate outside of the range
pH 2-pH 5. Second, in the presence of Cut* ions, there is no differential
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Figure 7

A stereo ORTEP drawing of the catalytic site of silver DIP-trypsin, shown in the
same orientation as Figure 1. The DIP group has been omitted for clarity. The
y-oxygen of Ser-195 is in the position found for DIP-trypsin, close to that found
in tetrahedral intermediates or in acyl enzymes (see text). (Reprinted, with per-
mission, from Chambers et al. 1974.)

absorbance in the region of pH 7.0, which suggests that either of the two
imidazoles at His-40 or His-91 which may titrate around pH 7.0 do not in-
duce changes in their neighboring carbonyl groups which would be detected
by the technique.

The Mechanism of Hydrolysis by Serine Proteases

Following their determination of the active-site structure of chymotrypsin,
Blow, Birktoft and Hartley (1969) first proposed that proton transfers be-
tween His-57 and Asp-102 were important in catalysis. The studies of the
microscopic pK,’s of His-57 and Asp-102 referred to in the previous section
are consistent with this proposal. From their studies of the histidine ionization
in a-lytic protease, Hunkapiller et al. (1973) explained the sequence of
proton transfers between Asp-102 and His-57, discussed here and included
in Figure 9 (below), in terms of pK,’s.

In this discussion we assume (see previous section) that the pK, of Asp-102
is 6.8, and that the imidazole of His-57 is essentially neutral above pH 4.0.
This leads to the ionization of the active center around pH 7.0 (Fig. 8). The
mechanistic importance of these assignments is that the aspartate ion of residue
102 can act as a chemical base which can readily accept a proton from the
histidine side chain during catalysis (Hunkapiller et al. 1973). Together,
Asp-102 and His-57 shuttle protons back and forth from enzyme to substrate,
and so the mechanism can best be described as nucleophilic attack with general
base catalysis by His-57 (Bender and Kezdy 1964; Inward and Jencks 1965)
and Asp-102. The important differences between this reaction and a non-
enzymatic hydrolysis are the binding to the enzyme and the efficient proton
shuttle.

Interfering with this shuttle inhibits catalysis. For example, by methylating
the N-¢, of His-57 in chymotrypsin, the shuttle can no longer operate normally
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Ionization of the active center in the range
Inactive below pH 6.7 pH 4.0-8.0 as discussed in the text.

and the rate of catalysis drops by a factor of 5000 to 200,000 for specific
substrates (Henderson 1971). Silver ions bind specifically to trypsin between
Asp-102 and His-57 (Chambers et al. 1974). By adding silver, the shuttle is
blocked and catalysis is inhibited (Martinek, Savin and Berezin 1971).

The mechanistic scheme shown in Figure 9 is consistent with most experi-
mental data relating to hydrolysis of peptides, esters or amides by trypsin or
chymotrypsin. In the first step (I), substrate and enzyme form a Michaelis
complex. Nucleophilic attack by the hydroxyl group of Ser-195 follows. As the
reaction proceeds, the hydroxyl twists around the C,—Cy bond and forms a
covalent chemical bond to the substrate carbon at step I-II (Steitz, Henderson
and Blow 1969). Concerted with this, a proton is transferred from the serine
hydroxyl group to the N-¢, of His-57. From there, it is eventually delivered to
the nitrogen of the peptide bond in the substrate. As a result of this proton
transfer, the proton previously bound to the N-8, of His-57 is transferred to
the carboxyl group of Asp-102, which acts as a base in this reaction (Hunka-
piller et al. 1973). Although these proton transfers are rapid, deuterium iso-
tope effects show that proton transfer is involved in the rate-determining step
of the catalysis (Bender et al. 1964; Pollock, Hogg and Schowen 1973).

Whether the Asp-His-Ser proton shuttle is concerted or stepwise remains
in question. If the mechanism is concerted, the negative charge of Asp-102
would be neutralized while negative charge develops on the carbonyl oxygen
of the substrate. The imidazole would remain neutral throughout the reaction;
thus unstable intermediates due to charge separation would be avoided
(Jencks 1971; Hunkapiller et al. 1973). In fact, charge development in the
transition state in chymotrypsin catalysis does appear to be small (Jencks
1971). The shuttle may be stepwise if the energy requirements of charge
separation (negative charges on the substrate and Asp-102 and a positive
charge on His-57) are offset by a more favorable entropy of activation in a
two-step process (Jencks 1972).

One might favor the concerted mechanism because it might be expected
that the precise alignment of the shuttle, which has been observed in all
serine protease structures, evolved so that the entropic advantage of the
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two-step process over the concerted process was minimized. Thus the enzyme
could exploit for increased reaction rate the energy saved in eliminating
charge separation. If this were not the case, it would seem unnecessary to use
both an Asp and an His for the general base catalysis. The Asp could be
eliminated and the His could act as the base.

After the attack by the serine on the substrate, a short-lived tetrahedral
intermediate is formed (II). This intermediate is stabilized by the covalent
bond to the enzyme and by a number of hydrogen bonds. The following
structural features of the tetrahedral intermediate are primarily based on the
crystallographic determination of many different protease-inhibitor structures.

The negatively charged substrate oxygen in the tetrahedral intermediate
is stabilized by hydrogen bonds from the amide nitrogens of residues 195 and
193. The importance of the amides of Ser-195 and Gly-193 was first noted
by Steitz, Henderson and Blow (1969), and their role in transition-state
stabilization was postulated by Henderson (1970) and by Robertus et al.
(1972). Another hydrogen bond forms between the carbonyl group of Ser-214
and the a-N of the substrate (Steitz, Henderson and Blow 1969; Segal et al.
1971). Comparison of the kinetics of hydrolysis of specific trypsin and chymo-
trypsin substrates with and without the hydrogen bonding capacity of the a-N
suggests that the Ser-214—a-N bond may not form in the Michaelis complex
(Ingles and Knowles 1968; Caplow and Harper 1972; Kobayashi and Ishi
1974). These results show, however, that this hydrogen bond does play a role
in the transition states between intermediates and possibly in the tetrahedral
and acyl enzyme intermediates.

One explanation for the exceptional catalytic powers of enzymes is that en-
zymes have evolved so that they can optimally bind the transition-state struc-
tures in the reactions they catalyze rather than the substrates themselves
(Pauling 1946; Wolfenden 1972). The hydrogen-bonded structure in the
serine protease-substrate transition state may be an example of transition-state
stabilization, for the oriented hydrogen bonds can help to speed up the re-
action by smoothing down the highest energy barriers between intermediate
states. The stability of the tetrahedral adduct in the trypsin-trypsin inhibitor
complexes is consistent with the transition-state stabilization hypothesis.

At step II-III, the now unstable carbon-nitrogen bond is broken, and the
first product of hydrolysis, an amine, is free to diffuse away, taking with it a
proton from the enzyme. At the same time, the bound part of the substrate
rearranges to a covalently modified acyl enzyme intermediate (III). At pH 8,
N#/N?15 kinetic isotope effects (O’Leary and Kluetz 1972) show that the
C—N bond rupture is partially rate-determining for the hydrolysis of acetyl
tryptophanamide by chymotrypsin. The rate-determining step for amide hy-
drolysis, however, may vary from the formation of the tetrahedral intermediate
to its breakdown, depending upon the pH and the structure of the substrates
(Fastrez and Fersht 1973a).

The breakdown of the acyl intermediate (1V-VI) is the microscopic reverse
of steps I-III; this time water is the attacking group. At step V-VI, the
second product is formed. It is an acid which loses a proton to the solution
and becomes negatively charged. For the first time (if the proton shuttle is
concerted), there are two charges in the system. These two negative charges
repel each other and so help to dissociate the second product from the enzyme
(Johnson and Knowles 1966), regenerating free enzyme.
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The presence of a carboxyl group of high pK, and a neutral side chain of
His-57 with a low pK, would suggest two compelling evolutionary reasons
why the Asp-His-Ser arrangement should be universal to serine proteases
(Hunkapiller et al. 1973). First, by neutralizing a negative charge on Asp-
102, rather than generating a positive charge on His-57, during formation of
the tetrahedral intermediate, there would be no unfavorable charge separation.
This would contribute to reducing transition-state internal energies, and thus
to rate enhancement (Jencks 1971). Second, if the charged Asp-102 is to be
a proton acceptor at physiological pH values, its pK, must be raised and it
must have access to the proton donor. The imidazole of His-57 is ideally
suited both to insulate Asp-102 from solvent (so raising the pK, of the
buried carboxyl group) and to serve as a proton conductor, transferring charge
from the carboxyl group to the substrate. It is also important to note that both
the reverse separation of the pK, values of Asp-102 and His-57 and the struc-
ture of trypsin at pH 7 and pH 8 (Stroud, Kay and Dickerson 1974; Krieger,
Kay and Stroud 1974; Huber et al. 1974; Sweet et al. 1974), which shows a
symmetric interaction between the charge on Asp-102 and His-57 (see Fig.
3), are unlike the situation expected in aqueous solution and reflect a unique
microenvironment for these groups.

As far as we know, all the serine proteases use the same three chemical
groups to hydrolyze peptide bonds. They, like trypsin, are active catalysts
only when the aspartic acid is negatively charged. Against the active site, the
reaction goes on in an unique way as the enzyme smoothes the transition from
one intermediate state to another. This emphasizes the importance of exact
stereochemical fit and correct orientation (Koshland 1958) of the substrate
as the reaction takes place, rather than simply the generation of an especially
reactive site. After all, a very reactive site could react in many less specific
ways. It is better to have a moderately efficient catalytic site coupled with a
very selective binding requirement (Fersht and Sperling 1973). With this in
mind, the subtle differences between serine proteases involved in biological
control can be understood in terms of differences in their specific substrate
binding properties.
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Structure of Bovine Trypsinogen at 1.9 A Resolutiont

Anthony A. Kossiakoff,} John L. Chambers,¥ Lois M. Kay, and Robert M. Stroud*$

ABSTRACT: The three-dimensional crystal structure of bovine
trypsinogen at ~pH 7.5 was initially solved at 2.6 A resolution
using the multiple isomorphous replacement method. Pre-
liminary refinement cycles of the atomic coordinates for
trypsinogen have been carried out first to a resolution of 2.1
A, and later to 1.9 A, using constrained difference Fourier
refinement. During the process, structure factors F, and ¢,
were calculated from the trypsinogen structure and final in-
terpretation was bascd on an electron-density map computed
with terms (2|F,| — | F.|) and phascs o at a resolution of 1.9
A. Crystals of trypsinogen grown from cthanol-water mixtures
are trigonal, with space group P3,21, and cell dimensions a
= 55.17 A and ¢ = 109.25 A. The structure is compared with
the bovine diisopropylphosphoryltrypsin structure at ~pH 7.2,
originally determined from orthohombic crystals by Stroud
ct al. (Stroud, R. M., Kay, L. M., and Dickerson, R. E. (1971),
Cold Spring Harbor Symp. Quant. Biol. 36, 125-140; Stroud,
R. M., Kay, L. M., and Dickerson, R. E. (1974), J. Mol. Biol.
83, 185-208), and later refined at 1.5 A resolution by Cham-
bers and Stroud (Chambers, J. L., and Stroud, R. M. (1976),
Acta Crystallogr. (in press)). At lower pH, 4.0-5.5, diiso-
propylphosphoryltrypsin forms crystals which are isomorphous
with trypsinogen, with cell dimensions a = 55.05 A and ¢ =
109.45 .r This finding was used in the solution of the six
trypsinogen heavy-atom derivatives prior to isomorphous phase
analysis, and as a further basis of comparison between
trypsinogen and the low pH trypsin structure. There are small

T'yptic activation of the family of pancreatic proenzymes or
zymogens, which includc trypsinogen, chymotrypsinogen,
procarboxypeptidasc, and proelastase, takes place in the du-
odenum by limited proteolysis (Davie and Neurath, 1955;
Neurath, 1975). The primary activating cleavage for the serine
protcases is hydrolysis of the bond between a basic residue 15,
and isoleucine (valine in el and plasmin). This cleavage
is accompanicd by a conformation change which generates,
or at least greatly enhances, enzymatic activity (Neurath and
Dinon, 1957; Sigler ct al., 1968).

The conversion of trypsinogen to trypsin is the first step of
the digestive cascaded-activation sequence, and it relics on the

differences between the two diisopropylphosphoryltrypsin
structures. Bovine trypsinogen has a large and accessible cavity
at the sitec where the native enzyme binds specific side chains
of a substrate. The conformation and stability of the binding
site differ from that found in trypsin at ~pH 7.5, and from that
in the low pH form of diisopropylphosphoryltrypsin. The
catalytic sitc containing Asp-102, His-57, and Ser-195 is
similar to that found in trypsin and contains a similar hydro-
gen-bonded network. The carboxyl group of Asp-194, which
is salt bridged to the amino terminal of Ile-16 in native trypsin
or other serine proteases, is apparently hydrogen bonded to
internal solvent molecules in a loosely organized part of the
zymogen structure. The unusually charged N-terminal hex-
apeptide of trypsinogen, whose removal leads to activation of
the zymogen, lies on the outside surface of the molecule. There
arc significant structural changes which accompany activation
in ncighboring regions, which include residues 142-152,

- 215-220, 188A-195. The NH group of Gly-193, normally
involved in stabilization of reaction intermediates ( Steitz, T.
A., Henderson, R., and Blow, D. M. (1969), J. Mol. Biol. 45,
337--348; Henderson, R. (1970), J. Mol. Biol. 54, 341-354;
Robertus, J. D., Kraut, J., Alden, R. A., and Birkoft, J. J.
(1972), Biochemistry 11, 4293-4303) in the enzyme, is moved
1.9 A away from its position in trypsin. Alterations in the
binding site for substrate side chains are prime candidates for
explniping the relative inactivity of trypsinogen.

known high specificity of the activator (enterokinase) for the
unusual N-terminal sequence Val-Asp-Asp-Asp-Asp-Lys
unique to trypsinogens (Maroux et al., 1971). The activation
of further trypsinogen by trypsin at the second-cascade step
requires that the most favored tryptic cleavage of that zymogen
be the activating split between residues 15 and 16. Yet, at the
same time, it has been shown that the presence of four aspartic
acids in the activation peptide (residues 10-15) has a markedly
negative effect on this tryptic cleavage (Abita et al., 1969). In
all species, the activation peptide must generate a good sub-
strate quality for the activator, and a poor, but nonetheless
most favorable, tryptic cleavage site on the entire trypsinogen
molecule. In this light, it is not too surpriging to find that the

t From the Norman W. Church Laboratory of Chemical Biology,
California Institute of Technology, Pasadena, California 91123, Recelved
June 16, 1976. Contribution No. 5342. Supported by National institutes
of Health Grant GM-19984 and National Science Foundation Grant No.
BMS75-01405.

! Recipient of & NIH Postd i
partment of Biology, Brookhavén Nati
loland, N.Y. 11973.

§ Recipiont of a NIH Predoctorial Traineeship.

1 Recipient of a NIH Career Development Award and a Sloan Foun-
dation Fellow.

! The numbering referred 10 Is that of chymoteypsinogen sequenco
(Hartley, 1970). The sequence for trypsinogen is that of Walsh and
Neurath (1964), and Mikes et al. (1967).
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activation peptide sequence of trypsinogen, with its dual role,
is s0 highly conserved throughout all species (De Haen et al.,
1975).

It seems likely that the fundamental basis for inactivity of
the proenzymes will be shared by all of the trypsin-like en-
zymes. The comparison between the structures of chymo-
trypsinogen (determined by Freer et al., 1970) and trypsinogen
should serve to isolate characteristics common to both proen-
zymes, which will limit the primary reasons for inactivity, to
the lowest common factor. In this respect, there are real and
significant differences between the two proenzymes. Taking
for granted that the enzymes themselves are catalytically active
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(something which would not be obvious if the structures alone
were viewed in the absence of such knowledge), we will com-
pare the two procnzymes cmphasizing the question as to why
they should be relatively inactive. The answer to this question
implies acceptance of the many well-established details of
substrate binding and activity summarized, for example, by
Blow (1974a).

Experimental Procedures

Crystallization and Derivative Preparation. Bovine
trypsinogen (Worthington) was chromatographically purified
using the procedure of Schrocder and Shaw (1968). Crystals
were obtained by vapor diffusion of a 3% solution of protein
against 30% ethanol- water. The crystals grew at 5 °C, as
modified rhombohedra which generally averaged 0.25 mm
across. A trypsin inhibitor, benzamidine, was added to the
solution in a concentration of 2.5 mg/ml to prevent possible
trypsin-mediated autolysis of the zymogen during the several
weeks required for crystallization. It was essential to eliminate
divalent cations from the crystallizing solutions, since they
mimic the effects of Ca2* and lead to autoactivation and au-
tolysis of the trypsinogen in solution (Northrop et al., 1948).
Crystals used for structurc determination were grown from
solutions adjusted to about pH 7.5, although isomorphous
crystals were obtained throughout the pH range 5 -8. Crystals
grown this way are trigonal, space group P3,21 with cell pa-
rameters @ = 55.17 A and ¢ = 109.25 A. The unit cell volume
is approximately 288 000 A? and contains one molecule per
asymmetric unit.

In view of the possiblc autolysis problem, the protein content
of the crystals was checked by chromatography and by end-
group amino acid analysis. Crystals were dissolved and found
to contain pure trypsinogen by chromatography (Schroeder
and Shaw, 1968). End-group analysis, using a modified Edman
procedure, showed that the protein contained an N-terminal
valine with no detectable alternative amino acid. This analysis
rules out the possibility that any trypsinogen had been con-
verted to trypsin during crystallization, since trypsin has an
N-terminal isoleucine.

At low pHi, DIP-trypsin? crystals were obtained which were
isomorphous with the trypsinogen crystals. These crystals could
be grown at pH 4.0-5.5 from either ethanol-water mixtures
or from MgSOj solutions. At higher pH (5.7-8.5), trypsin

2 Abbreviations used are: DIP, diisopropylphosphoryl; DIPT, LpT, Tg.
€T, and Cg refer to the crystallographically determined structures of di-
isopropylphusphoryl teypsin at ~pH 7.5 from orthorhombic crystals
(Chambers and Stroud, 1976), low pH (~5.0) DIP-trypsin from trigonal
crystals, trypsinogen (~pH 7.5) from trigonal crystals isomorphic with
L.pT crystals, tosyl-a-chymotrypsin (Birktoft and Blow, 1972), und chy-
motrypainogen (Vreer et al., 1970; Birktoft et al., 1976), respectively;
NPGH, f phenyl-p” idinob BPTI, the basic pancreatic
trypsin inhibitor.
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FIGURE ;. The packing diagram for trypsinogen (right) and trypsin (center) reveals a
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crystallizes exclusively in the orthorhombic space group
P2,2,2, (Stroud et al., 1971, 1974). At pH’s between 4.0 and
5.5, the trigonal form of DIP-trypsin crystallized first. After
several weeks, orthorhombic crystals grew from the same so-
lution. The trigonal crystals were found to be unstable above
pH 5.5, which suggests that there is some type of structural
reorganization which occurs around pH §.5.

In rare cases, DIP-trypsin crystals grew as trigonal-ortho-
rhombic twins at about pH 5.5. These twins, in which the or-
thorhombic @ axis was parallel to the trigonal a axis, suggested
that the two crystal forms had some common symmetry ele-
ment. The packing diagrams obtained from the structure so-
lutions show that molecules are similarly disposed with respect
10 2; screw axes in the two crystal forms. The 2, axes are par-
allel to the a axes in both the trigonal and orthorhombic
crystals, as indicated in Figure 1. The unit-cell dimensions
parallel to the 2, axes in the two crystal forms are 54.84 A in
orthorhombic DIP-trypsin and 55.17 A in trigonal trypsino-
gen.

A vector parallel to the ¢ axis of the orthorhombic cell in the
trypsin molecule is tilted by a 13.49° rotation around the
crystallographic 2, axis in the trigonal structure (eq I,
below). :

Derivative Preparation. Isomorphous derivatives were
prepared by placing the crystals into ethanol-water solutions
containing heavy-atom salts. Optimum-diffusion conditions
and soaking times were established by varying the pH from 6.0
10 8.0 and determining photographically the time necessary
for a stable and reproducible diffraction pattern change to
occur. Several of the derivatives showed a variation of pattern
over an extended period of time.

The initial study of the Hgl42~, P{NO2)42~, and mersalyl
derivatives showed that pattern stability had been reached after
1 to 2 weeks of crystal soaking. However, these same crystal
soaks showed a further distinct change in diffraction pattern
after 2 years. When the derivatives were solved, it was found
that these changes were caused by appearance of several new
minor sites, and fluctuation in the occupancies of several of the
original sites. The overall differences between the short- and
long-soak derivatives were large enough to aliow them to be
treated as independent derivatives in the phase refinement.

Data Collection. 1.8 A data for native trypsinogen and 2.6
A data for six derivatives were collected on a Syntex PT auto-
mated diff} using grap »nochromatized CuKa
radiation. The detector was located 40.6 cm from the crystal,
and a helium-filled tube was placed between the detector and
the crystal to limit air absorption losses of the diffracted beam.
Intensity data were collected using the WyckofTf step-scanning
method (Wyckoff ct al., 1970). An optimal scan width was
chosen for each crystal separately, based on the criterion that
the first steps outside of the usable peak should not be less than
95% of the peak step counts. Typically, the measurement of
cach reflection consisted of five steps centered on the diffrac-
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tion maxima, taken over an omega range of 0.10°. The highest
sum of three, or of four, adjacent steps was then treated as the
integrated intensity. Scan rates ranged from 0.15° to
0.25° /min. In most cascs, the native and derivative crystals
were stable enough to collect a full 2.6 A data set from a single
crystal before any of the standard rcflection intensities had
changed by more than 10%.

The method used for data reduction and absorption cor-
rection was similar to that described by Stroud ct al. (1974),
but was altered for four-circle geometry. Individual back-
ground measurements were approximated by interpolation
from empirical background curves, which were calculated as
a function of 26, x, and ¢ by the method of Krieger ct al.
(1974a).

Phase Analysis

Difference Patterson Methods. Initial phases for the
trypsinogen Fpayy were determined using the multiple-iso-
morphous-replacement method. Three-dimensional difference
Patterson syntheses (Blow, 1958) were calculated for each one
of the derivatives. However, of the ten derivatives examined,
not one of the difference Patterson maps could be easily solved.
The reasons for this difficulty became apparcent only later when
it was realized that there were no fewer than 12 sites per
asymmetric unit in each one of the derivatives. A difference
Patterson map for such a derivative contains in excess of 2500
veetors. Typically, the trypsinogen maps contained 800- 1400
peaks of sufficient height to warrant investigation. Even with
this large number of peaks, the ratio of the highest peuks on
the map to the origin peak encouraged attempts to find at least
the major sites by deconvolution of the Patterson map.
Therefore, vector superposition methods were applied in at-
tempts to solve the difference syntheses. In no case was an
unambiguous solution to any derivative found. The primary
source of difficulty was that a large number of cross vectors
between nonequivalent *A -B" atom sites mimic the symmetry
of “A- A" type vectors between symmetry-equivalent aloms
around the threefold axes at u = | — v = %, %. As a result, they
have double weight and so frustrate attempts at solution.

Solution of the Derivatives. At this stage, hcavy-atom de-
rivatives of the isomorphous low pH crystals of DIP-trypsin
were investigated. A silver ion derivative was prepared, since
a silver derivative of the neutral pH orthorhombic DIP-trypsin

h
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At a later stage of the refinement, the Ag* trypsin derivative
was discarded to prevent bias in the phases towards a tryp-
sin-like structure.

Phases from these derivatives were used to find the primary
sites in the other trypsinogen derivatives. Secondary sites were
located using a double-difference or error synthesis, which uses
as structure factors the lnck-of-closure error ¢ d during
ghasc refincment, with the calculated phases of the derivative

ata

(UFml = |Fo+ ful) exp Gioen)

(Blake ct al., 1963; Stroud ct al., 1974), where f); is the current
value for the calculated heavy atom structure factor. In most
derivatives, several minor sites were not included in the phasing
calculations as their contributions were below the errors in
mcasurement. Finally, anisotropic temperature factors for the
sites of higher occupancy were included in the refi The
correctness of each derivative solution was checked by per-
mutation of pairs of derivatives which were corefined together,
to gencrate phases which were then used to calculate difference
maps for the other derivatives. Summary statistics for the six
derivatives used are listed in Table 1.

Electron-Density Maps. An clectron density map was
generated using multiple isomorphous replacement phases
(MIR map) obtained from the derivatives listed in Table 1. The
first map was calculated using (hk/) data to a minimum in-
terplanar spacing of 5 A (figurc of merit, FM = 0.88), and
revealed the location and conformation of each molecule in the
unit ccll. The second MIR map was computed using data to
2.6 A, and a model was built from Kendrew-Watson compo-
nents to match the density map using an optical comparator
(Richards, 1968). The mcan figure of merit for all 5700 re-
flections with Fuey > 3 o from « 10 2.6 A was FM = 0.71 (0.91
for centric reflections) when calculated according to Dickerson
ct al. (1968). A histogram shown in Figure 2 indicates the
distribution of reflections according to their figures of
merit.

The map was casily interpreted in most areas, although
difficulties were cncountered in the regions between residues
10-15, 143-151,and 186188, all of which lie on the surface
of the molecule.

Coordinates of all the reliably determined amino acid resi-
dues in trypsinogen were measured using an automated coor-

had previously shown a simple substitution pattern (Ch S
et al., 1974). The trigonal trypsin derivative was unambigu-
ously solved by the superposition programs and contained only
two major sites and five minor sites. Since this form of trypsin
is highly isomorphous with trypsinogen, an initial set of single
isomorphous phases was obtained and they were used directly
to determine the heavy atom p in the trypsi de-
rivatives. '

Difference Electron Density Maps and Refinement.
Three-dimensional single isomorphous replacement phascs
derived from the major Ag* site in the isomorphous DIP-
trypsin derivative were used first to locate the major sites in
the Hgl4?~ and mersalyl derivatives of trypsinogen. The maps
were computed using AF = | Fpyy| — | Fp| for each derivative,
and phascs from the Ag* (trypsin) site structure factors. Three
Hgl4?~ sites and onc mersalyl site were found using this pro-
cedure. Heavy-atom parameters were refined using a mini-
computer (Data General Corp., NOVA 800), by the method
of Dickerson et al. (1961, 1968) in alternating cycles of phase
calculation and refincment of parameters. The positional pa-
r s and pancics of the two trypsinogen derivatives
were refined along with those of the Ag* trypsin derivative.
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dinate ing device which operates on the principle used
by Salemme and Fehr (1972). Amplitudes Fy1cq and phases
@ealed Were calculated from the measured coordinates, and a
difference map was computed using terms:

AF = |Fu| —IFclrﬂ:

The well-determined parts of the molecule (90% of the struc-
ture) were adjusted using an automated procedure for con-
strained difference Fourier refinement and model building,
which was developed to operate entirely on a minicomputer
(Chambers and Stroud, 1976). Individual temperature factors
were assigned to each heavy atom or ion (C, N, O, S, Ca?*)
based on electron density at atomic centers. No solvent mole-
cules were included. Structure factors were calculated a second
time and the procedure was repeated once more. At this stage,
hkl data to 2.1 A resolution were incorporated and an electron
density map was calculated using terms |2F, — F.|, ¢.. Areas
of structure which were ambiguous in the 2.6 A MIR map were
rebuilt using this map. Data were included to 1.9 A resolution,
and the molecule was subjected to several cycles of difference
Fourier refinement. Isotropic temperature factors were refined
so as to account for electron density at atomic centers in the
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TABLE |: Statistical Analysis of Derivatives.

No. of No. of
Derivative Sites Occupancy® (|aF])4 «* R Resolution (A) Reflections
Hgly™ 25 62 9 68 0.67 2.6 5450
61 (242-81) (93 -61) (0.37-0.84)
49
43
PI(NO;)?" 14 108 91 64 0.64 2.6 4213
78 (211-64) (87-53) (0.35-0.91)
61
54
Mersalyl | 14 74 103 57 0.57 3.6 4908
53 (195-84) (87--55) (0.41-0.65)
52
31
Mersalyl 2 9 65 82 44 0.57 36 2184
42 (130-70) (57-42) (0.43-0.61)
32
23
Mersalyl 3 13 59 110 78 0.70 2.6 5043
39 (217-98) (74-179) (0.33-0.72)
38
36
Ag* 15 76 98 61 0.60 2.6 5102
49 (180-74) (75-53) (0.42-0.72)
45
22
« QOccupancy of the four most major sites. Scale is arbitrary (apy ly 1.4 X absolute scale). » ¢ = (|Fpy| = |Fp + fu1]) for all reflections.

©Re = (X aorenat V(X srBFpar). 4 Numbers in px heses give the ge values of pa at the lowest and highest values of the scattering
angle 20 used.
10004 N\
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1HIGURE 2 Histogram showing distribution of figures of merit for re-
flections. Histogram for the centrosymmetric reflections alone is shad-
ed.

current |F, = F.|, o synthesis. Therefore, large temperature
factors for individual atoms give a mcasure of the possible
error, or thermal motion of each group. The Ry value at this
stage was 319 for all reflections from « to 1.9 A, where

Ry = 2--.|_—l'L o= Fe
L | F“I
Whilec most of the molecule is well defined in the clectron
density (coordinates are probably defined to within about 0.4
A). there arc small regions between residues 10-14, 143- 150,
and 186 194 where therc is clearly a large degree of libration.
These are external and solvent-accessible chains in the mole-
cule. The clectron density in the 2F,, — F. synthesis is diffused
and low in comparison with other regions, both when these
residues were lcft out of the structure factor calculation and
when included in the calculation. In addition, a density map
for isomorphous trypsin, d using trypsinogen phases,
with amplitudes for trigonal trypsin was clearly interpretable
for cvery residuc in the region of residues 143150 (10- 14 is

11IGURE 3: The structure around Asp-102, His-57, and Ser-195 in
trypsinogen is shown superposed onto the clectron-density map at 1.9 A
resolution.

no longer present), and at lle-16-Val-17. Thus, there is clearly
and unequivocally variability in the orientations of the
trypsinogen residues 10--14, 143-150, and 186-194.

A region of the 1.9 A clectron density map around the active
center is shown in Figure 3. The structure in this region is su-
perposed on the density map. Most the carbonyl groups are
clearly identified in the map and six-membered rings often
have dimpled density in their centers, as, for example, does the
side chain of Trp-215. The sulfur atoms in disulfide bridges
arc clearly resolved from each other. Some 10-20 ordered
solvent molecules are contained within the molecular bound-
ary, and, in cases where they exist as isolated molecules, these

BIOCHEMISTRY, VOL. 657
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can usually be resolved. Solvent in the cavity which becomes
occupicd by llc-16 upon activation was generally not resolved
into discrete peaks.

Results and Discussion

The coordinates for trypsinogen arc regarded as only prel-
iminarily refined (R) = 319). Typically, wirc-model coordi-
nates of a protein give rise to Ry values of ~40-45%, and can
often contain occasional large crrors of scveral angstroms. As-
refincment continucs, the Ry value decreases and a value of
<25% for a constrained structure often seems to represent
convergence onto a r ble set of and isotropic
temperature fuctors which account for thermal motion. Ap-
proximately, ten well-ordered solvent molecules were included
in the fater phasce calculations. The model is clearly accurate
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for nearly all of the structure to within about 0.4 A.

Comparison of Structures. The trypsinogen structure (Tg)
was compared both with the orthorhombic DIP-trypsin
structure (DIPT) and with the trigonal low-pH DIP-trypsin
structure (LpT). The trypsinogen structure will be described
in reference to the DIP-trypsin structure. The Tg and DIPT
structures were determined and refined completely indepen-
dently. The differences in structure between Tg and DIPT will,
at the same time, be compared with the differences between
the structures of chymotrypsinogen (Cg; Freer et al., 1970) and
tosyl-a-chymotrypsin (CT; Birktoft and Blow, 1972).

Current Status of Trypsin Studies. The DIPT structure
determined initially by Stroud et al. (1971, 1974) has since
been refined using an automated procedure for constrained
difference Fourier refinement (Chambers and Stroud, 1976).
The agreement index was R = 23.5% for all reflections ob-
servable to a resolution of 1.5 A at the time this comparison
was made. The crystals were grown from 5.8% MgSOy, solu-
tions at about pH 7.5. X-ray data are observable to 1.1 A res-
olution and, so far, recorded to 1.5 A (22 117 observable re-
flections out of 35 566 independent reflections). There are
well-defined and small conformational changes between this
structure and that of benzamidine-trypsin (Krieger et al.,
1974b). These changes have been shown by recomputing the
maps with more recent phases not to be an artificial feature
of the difference map, as suggested by Bode and Schwager
(1975a), based on a comparison of their native trypsin struc-
ture with the 1.8 A refined structure of benzamidine-inhibited
trypsin.

The orthorhombic DIP-trypsin structure (Chambers and
Stroud, 1976) is now among the most highly refined of any
cnzyme structure (R = 23.5% to 1.5 A resolution), as is the
more recently determined structure for benzamidine-trypsin
of Bode and Schwager (1975a) (R = 22.9% to 1.8 A resolu-
tion). No comparison between these two independently refined
trypsin structures has yet been made. The comparison of Huber
ct al. (1974) was made between their refined structure and our
initial unrefincd wire-model coordinates for DIP-trypsin de-
rived from the first 2.7 A MIR density map. Wire-model
coordinates such as these are inadequate for detailed com-
parison, even when the map is of the highest quality (Chambers
and Stroud, 1976). )

A comparison between our trypsin structure and a-chy-
motrypsin (Birktoft and Blow, 1972), similar to that made by
Huber ct al. (1974) between their trypsin structurc and a-
chymotrypsin, was carried out using a rigid-body least-squares
computer program to superposc the two structures. Atoms
compared in this manner included all a-carbon atoms, except
in regions where amino acid deletions or insertions occur. The
residuc numbers included were thus the same as those used by
Huber et al. (1974).

The average positional difference for a-carbon atoms of
these residues was 0.80 A, a value similar to that of 0.75 A
obtained by Huber et al. (1974) in their comparison of all main
chain atoms for these residues (see Figure 4a). The similarity
between this result and that of Huber et al. (1974) suggests
that the DIP-trypsin refinement has resolved the discrepancies
reported by those authors between the 2.7 A unrefined DIP-
trypsin structure and their 1.9 A refined trypsin-PTI struc-
ture.

The LpT structure crystallizes preferentially below pH 5.5
and the crystals are isomorphous with those of Tg. This
structure was compared directly with Tg by computing dif-
ference maps with amplitudes AF = |Fry| = |Fipr|, and
phases for Tg to a resolution of 2.1 A. This difference map is
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a more sensitive test of small conformational changes than
comparison of coordinates, and is correspondingly less pronc
to interpretative error. Such a map can clearly show changes
which arc smaller than the estimated crror in the current set
of atomic positions. Thus, “identical position™ in the com-
parison of atomic positions between Tg and L.pT probably
implies identity within £0.1 A (which for a single carbon atom
would result in a pair of peaks of So above the noise level in the
map), whereas the same phrase applicd to the Tg/DIPT
comparison implics equivalence to within about £0.3 A.

It must be noted that there is a strong possibility that the
low-pH form of DIP-trypsin has a different structure from the
neutral-pH form, as do low- and neutral-pH a-chymotrypsin
(Tulinsky et al., 1973; Mavridis ct al., 1974). Further, there
is the possibility that the isomorphic low-pH trypsin structure
is more like trypsinogen in some ways, and thus the difference
map procedure would fail to identify any difference between
the two proteins at such sites. In fact, the difference map is very
clean in many arcas wherc the ncutral pH structures appear
10 be slightly different. However, the activity of the enzyme
depends on only a single ionization between pH 2 and 8, and
this has been identificd as the ionization of Asp-102 at the
active site (Koeppe and Stroud, 1976). Therefore, any pH-
dependent structure change which does occur between pH 7
and 5 in trypsin is not a change which is reflected in the in-
herent activity of the enzyme, unless it can be associated di-
rectly with ionization of Asp-102. Thus, the changes between
the isomorphous structures as scen in the difference Fourier
arc more likely to pick out the important differences for the
change in catalytic activity in a direct way. This adds emphasis
to this comparison as an assay for the important catalytic
change.

Similarities in Structure. The atomic coordinates for DIPT
were rotated to match those of Tg by least-squares minimi-
zation of the distances between cquivalent atoms in the two
molecules. Regions of major change in structure, i.e., residues
1619, 143 152, 186- 195, and 215220, were left out of the
rotation calculation, as were residues 76-80 where the dif-
ferences are most probably due to errors in the model (sce
below).

The refined equation, which described rotation of the DIPT
coordinates x, y, z (listed in angstroms with respect to the g,
b. ¢ axcs) to match the trypsinogen set (x’, y’, z’)1y (listed in
angstroms with respect to an orthogonal axial set, such that
x'is perpendicular to the crystallographic b, ¢ axes; y and 2’
are parallcl to the b and ¢ axes, respectively), is:

X' -0.0017 09724 -0.2333\/x
y =] 10000 00028  0.0046 }§ y
z* 0.0052 —0.2333 —0.9724/\z
1.82
+{ -11.06 § (1)
-11.47

This rotation matrix closely approximates the form of a simple
rotation of 13.5° about 2, axes in the two structures

0 | -0.23
~t1 0 0
0 -023 -I

It therefore explains the formation of the orthorhombic-tri-
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gonal twinned crystals and the congruence of the two a axial
dimensions which are within 0.7% of each other (see Figure
1, and Experimental Section).

The histogram shown in Figure 4b indicates the distance
between all o carbons for residues common to both structures
after rotation, and clearly identifies the regions of greatest
structural change. The mean deviation between equivalent
a-carbon atoms in the two structures was calculated by leaving
out the 32 residues with obviously different structure, and was
Adc,, = 0.38 A. Thus, the difference in conformation of the
main chain for all these residues is less than for the « carbons
of the best region (the C-terminal a helix) of the Cg/CT
comparison (Freer et al., 1970).

The mean deviation of position between all atoms in the
main chain and side groups for the same residues was Ad =
0.45 A (Figure 4c). Since the two structures are so similar in
these regions, these distances presumably represent the sum
of errors in the two coordinate sets, coupled with real differ-
ences in structure. The errors in the trypsinogen coordinates
are clearly much greater than those of the more refined DIPT
set. Real differences in structure could be due to (1) crystal
packing forces, (2) different solvent or counterion effects, and
(3) to genuine consequences of the difference in covalent
structure of Tg and DIPT. Most of the differences in side-chain
oricntation for structurally homologous regions do occur on
the surface of the protein.

It is notable that DIPT and Tg are much more homologous
in structure than are CT and Cg. In a recent analysis, Birktoft
et al. (1976) identificd several regions of large difference be-
tween CT and Cg, associated with a relative movement of the
two structural cylinders which are formed by the first and
second halves of the chymotrypsin sequence. There is no cor-
responding difference between DIPT and Tg. However, it must
be noted that the CT structure was determined at low pH,
~4.5, where the cnzyme has different structure from the
neutral-pH form (Tulinsky et al., 1973), and crystallized as
a dimer, where thd'active center lay in the dimer interface.

The Active Center. The structure around the active center
of Tg is shown in Figure 5a. Crystallographic studics of chy-
motrypsinogen (Freer ct al., 1970) showed that the oricntation
and immediate cnvironment of the active-site residues, Asp-
102, His-57, and Ser-195, were very similar to that found in
chymotrypsin. However, a small change in the orientation of
11¢-99 permitted limited access of Asp-102 and His-57 to sol-
vent in CT, and the hydroxyl of Ser-214 was not hydrogen
bonded to Asp-102 in Cg, raising a question as to the impor-
tance of subtle changes in this region for zymogen activation.
Similar fcatures are not seen in Tg, where both Leu-99 (Adyy
=0.5A) and the Oy of Ser-214 (Ad = 0.2 A) are in identical
positions in the zymogen and enzyme; therefore, they cannot
be common features of the mechanism of activation.

The a carbon of Ser-195 differs by only 0.4 A between Tg
and DIPT, and the Oy of Ser-195 in Tg is hydrogen bonded
to the N of His-57 (Figure Sa) as it is in the benzamidine-
trypsin structure (Kreiger ct al., 1974b). The Tg-LpT dif-
ference map also indicates a small shift in the orientation of
the imidazole of His-57 between the two structures. The
presence of a DIP group at Ser-195 may be, in part, responsible
for the observed shift of 0.3 A in the ring. This movement of
the imidazole ring is similar to the shift observed previously
in a comparison of benzamidine-trypsin and DIP-trypsin
(Kricger et al., 1974b). It is also clear from the latter com-
parison, and from more recently computed difference maps
using improved phases, that there are several other small dif-
ferences between these two structures. The fact that Bode and
1977 659
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VIGURE §: Structure of the active site in trypsinogen (a) is compared with structure for the same region of trypsin (b).

Schwager (1975a) did not lind any such differences between
benzamidine-trypsin and native trypsin suggests that the
presence of the covalently bonded DIP group may be respon-
sible for small differences in the DIP structure. Nevertheless,
no significant movement of the a carbon of Ser-195 was ob-
served in DIP-trypsin when compared with benzamidine-
trypsin.

Birktoft ¢t al. (1976) lound that the hydrogen bond between
the Ne¢; of His-57 and the Oy of Ser-195 was strained in CT,
while it was relatively normal in Cg. Our present results with
the trypsin system differ in that the Oy of Ser-195 (even
though attached to the DIP group) in DIP-trypsin is still only
1.15 A from the ideal position (described by Birktoft et al.,
1976) and only 0.67 A from the ideal position in trypsinogen.
This is to be compared with the corresponding valucs of about
2.5 A for a-chymotrypsin and 0.7 A for chymotrypsinogen.

Since the hydrogen-bond distances between His-57 and
Ser-195 in trypsinogen arc normal (2.5 A) and can be made
normal in trypsin without the DIP group (2.8 A in DIP-tryp-
sin), it does not scem that significant distortion at this site can
be considercd as a common [cature of the activation mecha-
nism of scrine proteases.

The Side-Chain Binding Pocket. Freer et al. (1970) ques-
tioned whether the absence of a specific binding pocket could
explain the inactivity of Cg. Trypsinogen has a large and ac-
cessible binding pocket, although the structure and stability
of the cavity is different from that found in DIPT (or in ben-
660 16, NO. 4,
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zamidine-trypsin (Krieger ct al., 1974b)).

The region of chain between 186 and 194 is loosely orga-
nized and adopts several different conformations in Tg. The
present structure for this chain was determined carefully.
Lividence for this structure as the most predominant confor-
mation depended on (1) the isomorphous-replacement density
map; (2) 2F, — F.or F,, = F. clectron-density syntheses using
calculated phases for a model from which this region was
omitted: (3) the LpT-Tg difference map, which gives the most
dircet measure of the loose organization of the 186-194 chain.
This difference map shows uncquivocally that the chain
structure is variable and that the low density is not due to errors
in the phases.

Two hydrogen bonds present in DIPT, between Val-17 NH
and the main-chain carbonyl of Asp-189, and betwecn the
Val-17 C=0 and Asp-189 NH, are absent in Tg. These may
contribute relative stability to the chain in DIPT.

Benzamidine is a competitive inhibitor of trypsin (K; = 1.8
X 10~ M) (Mares-Guia and Shaw, 1965) which binds inside
the side-chain specific binding pocket of the enzyme (Krieger
ct al., 1974b). Benzamidine was present at 20 mM concen-
tration (at least 10" times the K; for trypsin) in the trypsino-
gen-crystallizing solution; yet, there was no benzamidine bound
to the procnzyme in the Tg structure. This emphasizes the fact
that the structure for the binding site, as scen in the crystals,
represents a functionally significant impediment to the binding
capabilities of the site for benzamidine, which is an analogue
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of the side chain of a substrate for trypsin. The binding constant
for benzamidine binding to trypsinogen in solution was found
to be about 10°* times larger than for binding to trypsin (Gertler
ct al., 1974). The binding site seen in the Tg structure is large
cnough to aceept a benzamidine molecule, and the fact that
none was bound implics that the differences between zymogen
and enzyme structures (as shown in Figure §) are quite ade-
quate to account for a large change in specificity.

A relatively large movement of the backbone chain from
residucs 187 1o 194 in the Cg/CT comparison was correlated
with the formation of the specific binding site for substrate side
chains in CT, a cavity which was only partially formed in Cg
(Freer et al., 1970). There are much smaller but significant
changes between Tg and DIPT (or LpT) in the chain from
residues 188A 1o 195 (Figure 5). The migration of Met-192
from a completely buricd position (in the site occupied by the
ion pair between Hle-16 and Asp-194) in Cg to the outside of
the CT molccule also has no comparable counterpart in the
Tg/LpT comparison. The a carbon of Gln-192 in Tg moves
by ~1 A on activation. The side chain of Asp-189 inside the
specific binding pocket of trypsin and responsible for the
substrate specificity of trypsin lies within ~1 A of the position
found in ‘T, Ad ..ix0 = 0.9 A. Thus, it would seem that mod-
ification, rather than generation of the specific cavity, must
be considered as a possible reason for zymogen inactivity in
gencral.

Studies of the residual activity of trypsinogen have generally
been carried out on simple csters where hydrogen bonds to the
main chain of 214 219 arc not made. FFor NPGB hydrolysis
by Tg. the binding constant was found to be at least 10 times
worse than for trypsin (Robinson et al., 1973). Changes in the
binding-pocket structure could well be responsible for some
or all of this poorer binding.

Residues 214 220. In Cg, changes occurred in the main
chain between Ser-214 and Cys-220, a region known to be
involved in hydrogen bonding to a peptide substrate (Segal et
al,, 1971; Sweet et al., 1974; Huber et al., 1974; Blow, 1974b).
In Tg, the chain structure differs slightly from trypsin as shown
in Figure 5. The C==0 of Ser-214 (Ad = 0.3 A), and the NH
(Ad = 0.5 A) and C==0 (Ad = 1.4 A) of Gly-216 still point
in the same direction. The peptide bond between Gly-219 and
Cys-220 is apparcntly rotated by 180° with respect to trypsin
at ncutral pH (DIPT). There is a difference in residues
214-217 of Cg in that the NH and C==0 of Gly-216 would be
unable to participate in substrate binding (Freer et al., 1970).
This and the other dilferences in binding-site structure between
Cg and Tg are not inconsistent with the fact that the basic
pancreatic trypsin inhibitor (BPTI) will form a stoichiometric
1:1 complex with trypsinogen and with trypsin or chymo-
trypsin, but will not so complex with chymotrypsinogen
(Dlouha and Keil, 1969).

There was an errar in the original placement of the side
chain of Trp-215in DIPT (Figure 8 of Krieger et al., 1974b).
Refinement of that structure revealed that the indole ring is
reversed, such that «N points in toward the center of the mol-
ecule (Chambers and Stroud, 1976). The same configuration
is found in Tg. This oricntation is now the same as that found
in CT (Birktoft and Blow, 1972). Modification of Trp-215 in
trypsinogen blocks the binding of BPTI by trypsinogen
(Keil-Dlouha and Keil, 1972).

Asp-194. The side chain of Asp-194 forms a salt bridge with
He-16 in trypsin. The N terminal of lle-16 is not available in
Tg, since it lies in the zymogen-activation peptide. Asp-194 is
in a similar oricntation inside the trypsinogen molecule, al-
though the « carbon is moved by Ad = 0.9 A. The side chain
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is surrounded by internal solvent molecules. There appears to
be only one intramolecular hydrogen bond to Asp-194 in Tg
between the Oé-1 of Asp-194 and the Oy of Ser-190. The side
chain of Asn-143 (in Tg) points in toward the solvent cavity
around Asp-194.

Freer et al. (1970) postulated that interaction between
Arg-145 and Asp-194 could contribute to charge stabilization
of the carboxyl group of Asp-194 in Cg possibly through
water molecules. In u more detailed analysis, Wright (1973a,b)
found that the guanidine group of Arg-145 was too far from
Asp-194 to participate dircctly in this role, but could neutralize
the charged carbonyl via water molecules hydrogen bonded
to the & nitrogen of His-40. The « nitrogen of His-40 was found
1o be 3.5 A from the carboxyl group of Asp-194, and so was
indircctly implicated as providing a possible pathway for proton
transfer from the surface of the molecule to the buried carboxyl
group.

In Tg, neither Lys-145 nor His-40 lies close to the side chain
of Asp-194 (sec Figure 6), and, therefore, cannot be involved
in stabilizing Asp-194. The side chain of Lys-145 is on the
outside of the molecule and the {N of Lys-145 is about 10 A
from Asp-194. Indeed, there are no basic side chains close
cnough to contribute dircctly to charge ncutralization of
Asp-194. His-40 is found in the same orientalion in Tg as in
LpT, and almost cxactly the same as in DIPT (Adc,, = 0.4 A).
The N3-1 of His-40 is hydrogen bonded to the Oy of Ser-32
in both Tg and DIPT (and CT, but not Cg). Ne-2 of His-40 is
hydrogen bonded to the C==0 of Gly-193 in DIPT and CT, but
is hydrogen bonded to an external solvent molecule in Tg. This
change corresponds to the movement of the Ca of 194 (Ad =
0.9 A)and 193 (Ad = 2.0 A) toward the solvent-filled cavity
around Asp-194. Wright (1973b) emphasized the apparent
conservation of a basic group at residue 145 of the trypsin-like
cnzymes, although there are now exceptions in the sequences
of dogfish trypsin (where the residue is methionine), and in all
the bacterial enzymes (Bradshaw et al., 1970; De Hacn et al.,
1975). His-40 is also not a conserved residue among trypsin-
like enzymes, and is Leu in bovine thrombin, Gly in blood-
clotting factor X, and Met, Arg, or Leu in bacterial trypsin
sequences (De Haen et al., 1975).

The “Autolysis Loop" (Residues 142-151). The largest
conformational difference between Tg and DIPT or LpT oc-
curs between residues 142 and 15!. This sequence was referred
10 as the “autolysis loop™ by Blow et al. (1969), since it contains
a region where two amino acids are excised in a-chymotrypsin.
The difference map between Tg and LpT (Tg-LpT) showed
clear negative density, which picked out the conformation of
the autolysis loop in LpT. There was much less (~509%) positive
density in the map for this part of the chain, establishing that
the chain is flexible in Tg and adopts a quite different con-
-formation there. (The LpT structure was identical to that of
DIPT in this region.) A further change in the structure of this
loop or of Lys-15-1le-16 would be required if an activating
cnzyme was to approach the Lys-15-1Ile-16 bond in the Tg
conformation.

Trp-141 is in essentially the same orientation in Tg as found
in DIPT (Adc.,, = 0.6 A). The side chain of Asn-143, which
was solvent accessible in DIPT, points in toward the cavity
around Asp-194 in Tg (Adc, = 1.4 A). The side chain of
Thr-144 (Tg) is moved by several angstroms toward the di-
sulfide Cys-191-Cys-220 (Adc, =~ 4.0 A), and residues
145-151 are in quite different conformation in the two struc-
tures. They are all solvent accessible in both Tg and DIPT.
There may be a functional corrclation betveen the loose
structure of this chain in the zymogen, and the necessity for

BIOCHEMISTRY, 1977 661

vol. 16, NO. 4,



73

Asn 77
e

FIGURE 7: A schematic of the coordination of ions at the primary Ca’*
ion binding sitc in trypsin (top) and trypsi (bottom). Di be-
tween the ion and chelating ligands arc indicated in angstroms.

access of the activating enzyme to the Lys-15- Ile-16 bond. The
scquences for residues 146-154 are extremely variable in re-
lated enzymes (De Hacn ct al., 1975), and no specific roles can
be assigned to any of the side chains of these residues in
trypsinogen, as judged from the Tg structure.

The Primary Calcium lon Binding Site. There are two
calcium ion binding sites in trypsinogen. The primary site, with
higher affinity for calcium ion (Kp ~ 107%2 M, Abita et al.,
1969), is common to both trypsinogen and trypsin. Occupancy
of this site stabilizes the protein toward thermal denaturation
662 1977
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or autolysis (Northrop et al., 1948). Figure 7 shows a sche-
matic of the primary Ca2* ion site in trypsinogen and in trypsin
(Chambers and Stroud, 1976). Coordination of the ion in both
models is approximately octahedral and the ligands are iden-
tical in the two structures, although there are differences of
up t0 0.7 A in the absolute positions of the ligands involved
(Adcgr+ = 0.15 A)

It seems likely that these differences may be due to error
rather than to any real structure change, since there were no
peaks in the Tg-LpT difference map around the ion. The peak
of electron density assigned to thc Ca2* ion in trypsinogen was
the highest peak on the entire Fourier map, even during the
first stages of Fourier refinement at 2.1 A resolution and site
occupancy refined to 18 clectrons.

The primary Ca2* binding site in trypsin was first identified
and described in detail by Bode and Schwager (1975b) based
on analysis of an independently refined trypsin structure seen
at 1.8 A and the Ca2* content of their crystals. No comparison
of their coordinates with ours has been made, although the
structures for the Ca2* site in all three determinations seem
to be cssentially the same. In our case, no Ca2* was added to
any of the crystallizing solutions and no attempt has been made
to determine the Ca2* content in the crystals.

The ion found at the primary site in DIPT is probably a
magnesium ion present in the crystallizing liquor (5.8%
MgS0,). The electron density at this site refined to that ex-
pected for a water molecule (10 electrons) or a magnesium ion
(Chambers and Stroud, 1976). Since Ca2* accelerates au-
toactivation of trypsinogen to trypsin, reasonable care was
taken to exclude it from the trypsinogen-crystallizing solution.
Ca?* was present in the buffer (0.02 M in CaCly) used during
the chromatographic purification, although the solution was



74.

STRUCTURE OF
later dialyzed using large volumes of 10~ M HCI. Thus, it was
surprising to find that the bound ion at the primary ion site in
Tg refined to an occupancy of 18 clectrons. We presume this
to be a single site, fully oceupicd by a single, tightly-bound,
Ca’t ion, which remained as an integral component of the
zymogen throughout.

The difference map calculated between the isomorphous
crystals of Tg and L.pT showed no electron density in the Ca2*
region. Therefore, the primary calcium ion binding sites in
trypsinogen, low-pH trypsin, or DIP-trypsin at about pH 7.5,
are similar to one another and to the structure described by
Bode and Schwager (1975b) in benzamidine-trypsin.

The Second Ca®* Binding Site and the N-terminal Se-
quence. A secondary Ca®* ion binding site of K, ~ 107 * M
exists only on the zymogen. Binding of Ca?* at this site is es-
sential for complete and efficient activation of trypsinogen
(Northrop ct al., 1948). The effect of binding is to improve the
substrate character of the activation peptide, so, favoring
tryptic hydrolysis of the Lys-15-1e-16 peptide bond. (K,
decrcases by a factor of three, while k., remains unchanged
(Abita et al., 1969).) Tryptic hydrolyses of the nonapeptide
Val-(Asp)a-Lys-1le-Val-Gly and of the hexapeptide Val-
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this bond is still the most readily hydrolyzed is consistent with
the fact that compact native structures are generally more
resistant (o degradation than arc denatured oncs. The p and
V angles on cither side of Lys-15 are not dissimilar to those
found for the susceptible Lys-15 bond on the trypsin inhibitor
(a good substrate model). Since it is clearly proven that both
this chain and the ncighboring autolysis loop have little to re-
strain their configuration, the reorientation necessary for access
by the activating enzyme should be cnergetically casy to ac-
complish.

Because of disorder, no real density for the side chains of
Asp-11 or Asp-12 exists.

The Reasons for Zymogen Inactivity. Freer et al. (1970)
and later Wright (1973b) identificd four possible factors which
might be responsible for inactivity of chymotrypsinogen. We
now see that two of them do not seem to be shared by trypsin-
ogen, since (1) the potential source of a hydrogen bond from
Gly-216 NH is not excluded, although this group is moved by
0.5 A from its “substrate-binding” position in the free enzyme,
and (2) the side chain of Gln-192 occupies a fairly innocuous
position outside the trypsinogen molecule, whereas the corre-
sponding Met-192 of chymotrypsinogen was shown to undergo

(Asp)>-Lys-tle-Val have been shown to be Ca2* dependent in
a very similar way, while hydrolyses of peptides containing only
onc aspartate do not depend on Ca?* (Delaage ct al., 1967;
Abita et al.,, 1969). Thus, Ca’* ion binding to Asp-13 and
Asp-14 together is sufficient to explain the zymogen Ca’* ion
effect (Abita ct al., 1969). There is no corroborative crystal-
lographic evidence as yet, since Ca2* was excluded from the
crystallizing solution.

The overall weak electron density for much of the N-ter-
minal hexapeptide of trypsinogen must be attributed to local
disorder or loosely organized structure, rather than to phasing
error. This conclusion is implied by the (Tg-LpT) difference
map computed using phases for trypsinogen. In regions where
there is difference in structure, this map should show a posi-
tive-density image for trypsinogen, and a somewhat weaker
negative image for trypsin. Yet, the positive density for
trypsinogen residues 10-15 was consistently much lower in
amplitude than the negative images for trypsin structure.

The loose arrangement of this hexapeptide on the surface
of the proenzyme is consistent with the finding that the syn-
thetic nonapeptide Val-(Asp)s-Lys-Ile-Val-Gly is hydrolyzed
by trypsin at almost the same rate (kcy ~ 1073 s7') as the
Lys-Ile bond on the same sequence in Tg for which k¢, = 2.5
X 107351 (Abita ct al., 1969). Thus, it is clear that the slow
hydrolysis of the Lys- lle bond by trypsin does not depend on
any unique tertiary structure of these residues. The four as-
partates arc all available to modification by carbodiimides, and
such modification does not destroy activatibility of trypsinogen
(Radhakrishnan et al., 1967). This is in agreement with our
finding that the Val-10-Asp-14 sequence is not a determinant
of tertiary structure. Thus, the binding of Ca?* to Asp-13 and
Asp-14 is probably independent of the protein structure as an
ion-specific conformer, and is adequately explained by an in-
duced structural change in the peptide (10-15) alone, or by
neutralization of charge at Asp-13 and Asp-14.

There is a clear necessity for trypsinogen among all pan-
creatic zymogens to develop immunity to autolysis or activation
by its own residual activity, since trypsin activates other zy-
mogens. The loosely structured hexapeptide is presumably
protected against trypsin more by its negative charge than by
tertiary structure. The Lys-15-1le-16 is not inaccessible, al-
though some reorientation of this chain or of the autalysis loop
must accompany enzyme binding to this bond. The fact that

ac lete reorganization upon activation.

The third factor, an incompletely formed binding site in Cg,
docs have a counterpart in Tg, although the binding pocket is
open und accessible in Tg, whereas it was less so in Cg. Nev-
crtheless, alterations in the binding site are sufficient to alter
or remove specificity. .

The remaining factor was the lack of an important hydro-
gen-bonding group in the NH of Gly-193. Steitz et al. (1969),
Henderson (1970), and later Robertus et al. (1972) postulated
that the NH groups of Gly-193 and of Ser-195 could play an
important catalytic role in stabilization of reaction interme-
diates. In chymotrypsinogen, the NH of Gly-193 points away
from the position for the carbonyl oxygen of the substrate
(Freer et al., 1970). In trypsinogen, the NH of Gly-193 and
of Ser-195 both point toward a site not dissimilar to that found
in trypsin and chymotrypsin. Nevertheless, this site, termed
*‘the oxyanion hole™ by Robertus et al. (1972), is removed by
1.9 A away from the position of the site in trypsin. Thus, oxy-
anion stabilization is possible in trypsinogen, but not at the
ideal site. Pcaks in the (Tg-LpT) difference map for this region
are further testimony to the differences between these two
molecules and also indicate a shift of about 2.0 A. Loss of this
component of the catalytic apparatus may well account for the
slower reaction rate of the zymogen. There is a plausible con-
nection between the movement of this site away from the cavity
around Asp-194 and the formation of the salt bridge to lle-16
upon activation. There is also plausible connection between the
small changes in the binding pocket and the relocation of lle-
16. Similar changes in the structure of the binding site could
account for the poorer binding of substrate by the zymogens
in general.

Conclusion

The structure of trypsinogen is generally much closer to that
of trypsin than in chymotrypsinogen to chymotrypsin. The
structure of trypsinogen does not exclude the possibility of
substrate binding in a mode similar to that found for trypsin,
although changes in the structure of this region contribute to
an impaired or altered substrate binding mode—certainly for
benzamidine and, most probably, for a substrate side chain.
If the proenzyme is considered to be rigid, then the general base
catalyst (the eN of His-57) and the oxyanion-binding site
formed by the NH groups of Gly-193 and Ser-195 are too far
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apart to cooperatce in substrate hydrolysis. Even if the procn-
zyme structure was to change on substrate binding, as seems
likely, nonproductive binding may provide another important
component for zymogen inactivity. Such binding might still
lcave too great a distance, or an unfavorable interaction be-
tween the substrate and elements of the catalytic center. The
altered position of the chain between Lys- 188A and Ser-195
and the main chain between Tep-215 and Ser-217 could be
responsible for competitive, yet nonproductive, substrate
binding, as could the NH group of Gly-193, since they are
normally involved in orienting the substrate. These possibilities
remain as prime candidates in a universal scheme for inactivity
of the trypsinogen-like zymogens.
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Introduction

It is now well recognized that proteolytic enzymes play key
roles in the regulation of or control over the action of other pro-
teins (1,2,3). Such enzymes can be found in all species from
bacteria to man, and in control of diverse systems which include
hormone production, bacteriophage assembly (4), development, fertili-
zation (5), digestion, defense against invading organisms (6), and
tissue repair (7,8). In most cases the proteolytic enzymes are known
to be synthesized as inactive precursor proenzymes, or zymogens (9).
They are activated by proteolytic cleavage of a single peptide bond
in the proenzyme, and so become catalytically active. Further control
over the degree of specificity for a target molecule or molecules is
determined by the degree of specificity inherent to the enzyme.
Further control over the time and location of action is often carried
out by protein inhibitors of the requisite specificity.

There are several different classes of proteolytic enzymes which
were first classified according to their susceptibility toward dif-
ferent inhibitors (10), and later according to their homologous amino
acid sequences or structures within each class (11). There are many
excellent papers and reviews which deal with all aspects of the col-
lected information of the proenzymes of proteases (for example 1,2,3,
9,11). Therefore in this review we shall consider the single question
of why the zymogens of the serine proteases--the enzyme class about

which most is known--are relatively inactive. We consider this in the
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light of most information about the known structures of two pro-
enzymes, chymotrypsinogen (12) and trypsinogen (13), and their

activated counterparts, a-chymotrypsin (14) and trypsin (15).

Inactivity of the Proenzyme

Several reasons have been proposed for the relative inactivity of
these proenzymes. The question became particularly intriguing when it
was found that the active site in chymotrypsinogen appeared to be pre-
formed and accessible, much as it is in chymotrypsin (12; and Figures
1 and 2). The finding of similar structures at the active center
would suggest that the ubiquitous basis for the unusual reactivity of
the catalytic groups in the enzyme should be present in the proenzyme;
that the proenzyme should be catalytically active. Indeed, some re-
activity does exist in the proenzyme (9,16), although the catalytic

4. 107 times

rates for hydrolysis of simple esters are at least 10
lower than for the enzyme. Attention was focused (12) on the sub-
strate binding site, which appeared to be incompletely formed in
chymotrypsinogen, although in trypsinogen the binding site for sub-
strate side chains is open and quite large enough to accept the side
chain of a normal substrate of trypsin (13; and Figures 3 and 4). It
is not at all obvious why a trypsin substrate should not bind to

trypsinogen in a mode similar to that found for trypsin, although it

is clear that substrate binding is impaired.
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Birktoft, Kraut § Freer (17), as the result of a closer look at
the comparison between active center structure in the chymotrypsino-
gen/chymotrypsin pair, proposed that the development of a high degree
of strain in the hydrogen bond between His 57 and Ser 1951 in the en-
zyme (Figure 2) but not in the proenzyme (Figure 1) may be a further
contributor to the reactivity of the enzyme. Yet in the trypsin/
trypsinogen comparison such differences are certainly much less ap-
parent if they are present at all (13; and Figures 3 and 4). There
are two hydrogen bond donors in the enzyme which may stabilize the
high energy transition states during substrate hydrolysis. These are
the N—H groups of Gly 193 and Ser 195 (18). The N—H group of
Gly 193 is not available for this role in chymotrypsinogen, while in
trypsinogen the N—H of Gly 193 still points in the same direction as
in trypsin but is moved by 1.9 A from its site in the enzyme.

Together, it seems that (i) the contribution of correct substrate
binding, and (ii) the ability to stabilize the intermediates in catal-
ysis are implicated most strongly as prerequisites for the enzyme to
work efficiently. This leaves open the question of how much, if any,
small changes in or around the groups that participate most directly
in covalent catalysis do contribute to the difference in reactivity of
proenzyme and enzyme.

Since there is no clear answer to the question of the basis for
such a significant change in the reactivity of proenzyme upon activa-
tion (a change which is crucial to the function of the many related

serine proteases in a general sense), the status of the structures
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and their accuracy and the conditions under which the structures for
comparison were determined become particularly important. A summary
of these factors is included in Table I. At this stage the trypsin
and trypsinogen structures have been subjected to more complete re-
finement and at a higher resolution than have the corresponding chy-
motrypsin pair. Indeed, the trypsin structure is probably the best
determined of any enzyme structure (15,19). A portion of the most re-
cent electron density map around the active center of DIP-trypsin,
obtained by Chambers § Stroud (15), is shown in Figure 5.

The pH-optimum of the enzymes lies between pH 7 and pH 9. The
trypsin pair were determined at pH v 7, while o-chymotrypsin was
initially determined at pH v 4.5 where the molecule has low activity
and exists mainly as a dimer (20). However, the o-chymotrypsin
structure has since been studied up to pH ~v 8.6 by Mavridis, Tulinsky
& Liebman (21) who reported a number of significant pH-dependent
changes which occur between pH ~ 4.5 and pH 7.5. The fact that the
a-chymotrypsin structure crystallized as a dimer is a further factor
which must be taken into account in a detailed structure comparison
since Tulinsky et al. (22) also found the two molecules which form the
dimer to be of somewhat different structure within the dimer inter-
face. This is a critical region for this analysis, since it includes
the reactive center of a-chymotrypsin.

We therefore consider the trypsin/trypsinogen pair of structures
most suitable as the primary basis of comparison between enzyme and

proenzyme for the purpose of this review. Further, the comparison
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between chymotrypsinogen and trypsinogen should serve to isolate
characteristics common to both proenzymes, which will limit the pri-
mary reasons for inactivity to the lowest common factor. In this
respect, there are real and significant differences between the
structures of the two proenzymes. Taking for granted that the en-
zymes themselves are catalytically active (something which would not
be obvious if the structures alone were viewed in the absence of such
knowledge) , we will compare the two proenzymes emphasizing the
question as to why they should be relatively inactive. The answer to
this question implies acceptance of the many well-established details
of substrate binding and activity summarized, for example, by Blow
(23).

This question cannot yet be answered simply. Some of the small-
est alterations in structure may be crucial for the answer, while
others may be merely consequences of crystal packing forces, etc.
Therefore, we first describe the conditions under which the trypsino-
gen and trypsin structures were determined. It must be noted that
both trypsin and a-chymotrypsin were crystallized from high salt solu-
tions, while trypsinogen and chymotrypsinogen were crystallized from
ethanol solutions. Trypsin can also be crystallized from ethanol

solution.

Trypsinogen structure--Crystals of bovine trypsinogen were ob-

tained by vapor diffusion of a 3% solution of protein against 30%

ethanol/water (13). Benzamidine was added to the solution in a
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concentration of 2.5 mg/ml to prevent possible trypsin-mediated
autolysis of the zymogen during the several weeks required for crys-
tallization. It was essential to eliminate divalent cations from the
crystallizing solutions, since they mimic the effects of Ca'  and lead
to autoactivation and autolysis of the trypsinogen in solution (24).
Crystals used for structure determination were grown from solutions
adjusted to about pH 7.5, although isomorphous crystals were obtained
throughout the pH range 5 - 8. Crystals grown this way were trigonal,
space group P3121 with cell parameters a = 55.17 R and c = 109.25 k.

The unit cell contains one molecule per asymmetric unit (13).

Trypsin structure--At low pH, DIP—trypsin2 crystals which were

isomorphous with the trypsinogen crystals were obtained. These crys-
tals could be grown at pH 4 - 5.5 from either ethanol/water mixtures
or from MgSO4 solutions. At higher pH (5.7 - 8.5) trypsin crystal-
lizes exclusively in the orthorhombic space group P212121 (15,25,26) .
The trigonal crystals were found to be unstable above pH 5.5, which
suggests that there is some type of structural reorganization which
occurs around pH 5.5.

Thus there are three trypsin-related structures used as the basis
for comparison between proenzyme and enzyme. The neutral pH, or
orthorhombic form of DIP-trypsin--the most highly refined structure--
is compared with the neutral pH, trigonal form of trypsinogen. The
fact that DIP-trypsin crystallizes at low pH, in a form isomorphous

with trypsinogen, is useful in that it provides an accurate means of
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assay for structure change between the two molecules by difference
Fourier map techniques. These methods can pinpoint differences in
structure which are on the same scale or smaller than the average ex-
pected errors in atomic coordinates of the refined structures from
different crystal forms. Thus, there is an independent means of

assay for structure change which is almost independent of the absolute
accuracy of the orientation of, for example, a single side chain which
may not be accurately placed by the constrained difference Fourier re-
finement procedures in either structure alone.

There is a further complexity to this comparison, which may be
used to advantage. There is a strong possibility that the low pH form
of DIP-trypsin has a different structure from the neutral pH form, as
does chymotrypsin (21,22). Further, there is the possibility that the
low pH trypsin structure is more like trypsinogen in some ways, and
thus the difference map procedure would fail to identify any differ-
ence between the two proteins at such sites. In fact, the difference
map is very clean in many areas where the neutral pH structures appear
to be slightly different. However, the activity of the enzyme depends
on only a single ionization between pH 2 and pH 8, and this has been
identified as the ionization of Asp 102 at the active site (27).
Therefore, any pH-dependent structure change which does occur between
pH 7 and pH 5 in trypsin is not a change which is reflected in the
inherent activity of the enzyme, unless it can be associated directly

with Asp 102. Thus, the changes between the isomorphous structures

are more likely to pick out the important changes for the change in
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catalytic activity, the subject of this review, in a direct way.

Similarities in Structure--The atomic coordinates for DIPT were

rotated to match those of Tg by least-squares minimization of the
distances between equivalent atoms in the two molecules. Regions of
major change in structure, i.e., residues 16-19, 143-152, 186-195, and
215-220, were left out of the rotation calculation, as were residues
76-80 where the differences may be due to errors in the model (13).
The histogram shown in Figure 6a points up the distance between all
alpha carbons for residues common to both structures after rotation,
and clearly identifies the regions of greatest structural change. The
mean deviation between equivalent alpha-carbon atoms in the two
structures was calculated by leaving out the 32 residues with ob-
viously different structure, and was Adca= 0.4 . The difference in
conformation of the main chain for all these residues is about the
same as for the alpha carbons of the best region (the C-terminal alpha
helix) of the Cg/CT comparison (12). The mean deviation of position
between all atoms in the main chain and side groups for the same resi-
dues of Tg and DIPT was Ad = 0.45 A.

Since the two structures are so similar in these regions, the
distances presumably represent the sum of errors in the two coordinate
sets, coupled with real differences in structure. Most of the differ-
ences in side chain orientation for structurally homologous regions
occur on the surface of the protein, and are probably not of primary

importance for our purpose here.
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The Active Center--The structure around the active center of Tg

is shown in Figure 3. Crystallographic studies of chymotrypsinogen
(12) showed that the orientation and immediate environment of the
active site residues, Asp 102, His 57, and Ser 195, were very similar
to those found in chymotrypsin. However, a small change in the ori-
entation of Ile 99 permitted limited access of Asp 102 and His 57 to
solvent, and the hydroxyl of Ser 214 was not hydrogen bonded to

Asp 102 in Cg, raising a question as to the importance of subtle
changes in this region for zymogen activation. Similar features are
not seen in Tg, where both Leu 99 and Ser 214 (Adcu = 0.27 K,

Adca = 0.3 K, respectively) are in identical positions in the zymogen
and enzyme, therefore they cannot be common features of the mechanism
of activation.

The alpha carbon of Ser 195 differs by only 0.4 R between Tg and
DIPT, although the Oy of Ser 195 is still hydrogen bonded to the eN of
His 57 (Figure 3) as it is in the benzamidine trypsin structure (28).
The Tg/LpT difference map also indicates a small shift in the orienta-
tion of the imidazole of His 57 between the two structures. The
presence of a DIP group at Ser 195 may be in part responsible for the
observed shift of 0.3 A in the ring. This movement of the imidazole
ring is similar to the shift observed previously in a comparison of
benzamidine trypsin and DIP-trypsin (28). The fact that Bode and
Schwager (19) did not find any such differences between benzamidine
trypsin and native trypsin suggests that the presence of the cova-

lently bonded DIP group may be responsible for small differences in
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the DIP structure. Nevertheless, no significant movement of the
alpha carbon of Ser 195 was observed in DIP-trypsin when compared
with benzamidine trypsin.

The change in position of Co Ser 195 seen in Tg may be of some
importance for the relative inactivity of trypsinogen. It lies at the
end of the sequence of residues 186-195, which all occupy different
positions in Tg and DIPT as they do in the comparison of Cg with CT.

Birktoft, Kraut § Freer (17) observed a striking difference be-
tween the structures of CT and Cg in the active center. They defined
an "ideal" site for the Oy of Ser 195 relative to the side chain of
His 57. This was chosen to lie 2.8 & away from the eN of His 57 and
in the direction of the §E? orbital of the eN. While they found that
the Oy of Ser 195 was within 0.7 R of this site in Cg, it could not be
brought closer than about 2.5 R to this site in CT by any manipulation
of these side chain orientations (17). They raised the question of
whether a strained hydrogen bond at this site in the enzyme could con-
tribute to enhanced catalytic efficiency. The Oy of Ser 195 in Tg and
in DIPT (where the Oy is covalently bonded to the DIP group) are not
so dramatically different. Although the actual position of the Oy
differs by almost 1 K between these structures, the Oy lies at 0.7 and
1.1 K, respectively, away from the ''ideal" position, and it is not
clear that this difference is enough to account for any significant
contribution of distortion at this site to the catalytic mechanism.
Birktoft, Kraut § Freer (17) have also identified other quite large

differences between CT and Cg in this region of interface between the
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two "structural cylinders" (14) of CT. We see no corresponding dif-
ference in the Tg-DIPT comparison. Perhaps the fact that the CT
structure existed as a dimer is in part responsible for alteration in
the structure of o-chymotrypsin, relative to the neutral pH form of
the enzyme?

This does not rule out the possibility that even a small change
in the active center structure could contribute to the generation of
enzyme activity, but at present there is no common factor which can be

identified.

The Side Chain Binding Pocket--Freer et al. (12) questioned

whether the absence of a specific binding pocket could explain the in-
activity of Cg. Trypsinogen has a large and accessible binding pocket
(see Figure 3), although the structure of the cavity is different from
that found in DIPT or in benzamidine trypsin (see Figure 4).
Benzamidine is a competitive inhibitor of trypsin
(Ki =1.8x 10'5 M) (29), which binds inside the side-chain specific
binding pocket of the enzyme (19,28). Benzamidine was present at
20 mM concentration (at least 103 times the Ki for trypsin) in the
trypsinogen crystallizing solution, yet there was no benzamidine bound
to the proenzyme in the Tg structure. This emphasizes the fact that
the structure for the binding site, as seen in the crystals, repre-
sents a functionally significant impediment to the binding capabilities
of the site for benzamidine, which is an analog of the side chain of a

substrate for trypsin. The binding constant for benzamidine binding
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to trypsinogen in solution was found to be about 105 times larger than
for binding to trypsin (30). The binding site seen in the Tg struc-
ture is large enough to accept a benzamidine molecule, and the fact
that none was found ihplies that the differences between zymogen and
enzyme structures (as shown in Figures 3 and 4) are quite adequate to
account for a large change in specificity.

A relatively large movement of the backbone chain from residues
187 to 194 in the Cg/CT comparison was correlated with the formation
of the specific binding site for substrate side chains in CT, a cavity
which was only partially formed in Cg (12). There are much smaller
but significant changes between Tg and DIPT (or LpT) in the chain from
residues 188A - 195. The migration of Met 192 from a completely
buried position (in the site occupied by the ion pair between Ile 16
and Asp 194) in Cg to the outside of the CT molecule also has no com-
parable counterpart in the Tg/LpT comparison. The alpha carbon of
Gln 192 in Tg moves by 0.9 A on activation. The side chain of Gln 192
moves by about 4 A. The side chain of Asp 189 inside the specific
binding pocket of trypsin and responsible for the substrate specific-
ity of trypsin lies within 0.9 R of the position found in Tg,

Ad = 0.9 A. Thus, it would seem that modification rather than

cal89
generation of the specific cavity must be considered as a possible
reason for zymogen inactivity in general.

Studies of the residual activity of trypsinogen have generally

been carried out on simple esters where hydrogen bonds to the main

chain of 214 - 219 are not made. For NPGB hydrolysis by Tg the
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binding constant was found to be at least 103 times worse than for
trypsin (31). Changes in the binding pocket structure could well be
responsible for some or all of this poorer binding.

Residues 214-220--In Cg changes occurred in the main chain be-

tween Ser 214 and Cys 220, a region known to be involved in hydrogen
bonding to a peptide substrate (32-35). In Tg the chain structure
differs slightly from trypsin as shown in Figure 3. The C=0 of
Ser 214 (Ad = 0.3 A) and the N—H (Ad = 0.5 &) and C=0 (Ad = 1.4 &)
of Gly 216 still point in the same direction. The peptide bond be-
tween Gly 219 and Cys 220 is apparently rotated by 180° with respect
to trypsin at neutral pH (DIPT). There is a difference in residues
214 - 217 of Cg in that the N—H and C=0 of Gly 216 would be unable
to participate in substrate binding (12). This and the other differ-
ences in binding site structure between Cg and Tg are not inconsistent
with the fact that the basic pancreatic trypsin inhibitor (BPTI) will
form a stoichiometric, 1:1 complex with trypsinogen and with trypsin
or chymotrypsin, but will not so complex with chymotrypsinogen (36).
There was an error in the original placement of the side chain of
Trp 215 in DIPT (Figure 8 of reference 28). Refinement of that struc-
ture revealed that the indole ring is reversed, such that eN points in
toward the center of the molecule (15). The same configuration is
found in Tg. This orientation is the same as that found in CT (14).
Modification of Trp 215 in trypsinogen blocks the binding of BPTI by

trypsinogen (37).
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Asp 194--The side chain of Asp 194 forms a salt bridge with
Ile 16 in trypsin. The N-terminal of Ile 16 is not available in Tg,
since it lies in the zymogen activation peptide. Asp 194 is in a
similar orientation inside the trypsinogen molecule, although the
alpha carbon is moved by Ad = 0.9 K. The side chain is surrounded by
internal solvent molecules. There appears to be only one intramolecu-
lar hydrogen bond to Asp 194 in Tg between the 06-1 of Asp 194 and the
Oy of Ser 190. The side chain of Asn 143 (in Tg) points in toward the
solvent cavity around Asp 194 (see Figures 7 and 8).

Freer et al. (12) postulated that interaction between Arg 145 and
Asp 194 could contribute to charge stabilization of the carboxyl group
of Asp 194 in Cg--possibly through water molecules. In a more de-
tailed analysis Wright (38,39) found that the guanidine group of
Arg 145 was too far from Asp 194 to participate directly in this role,
but could neutralize the charged carboxyl via water molecules hydrogen
bonded to the 6N of His 40. The eN of His 40 was found to be 3.5 &
from the carboxyl group of Asp 194, and so was indirectly implicated
as providing a possible pathway for proton transfer from the surface
of the molecule to the buried carboxyl group (see Figure 9).

In Tg neither Lys 145 nor His 40 lies close to the side chain of
Asp 194, and therefore cannot be involved in stabilizing Asp 194. The
side chain of Lys 145 is on the outside of the molecule and the ¢N of
Lys 145 is about 10 A from Asp 194. Indeed, there is no basic side
chain close enough to contribute directly to charge neutralization of

Asp 194. His 40 is found in the same orientation in Tg as in LpT, and
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almost exactly the same as in DIPT (Adca = 0.4 XJ. The N6-1 of His 40
is hydrogen bonded to the Oy of Ser 32 in both Tg and DIPT (and CT,
but not in Cg). Ne-2 of His 40 is hydrogen bonded to the C=0 of

Gly 193 in DIPT and CT, but is hydrogen bonded to an external solvent
molecule in Tg. This change corresponds to the movement of the Co of
194 (Ad = 0.9 A) and 193 (Ad = 2.0 ) toward the solvent-filled
cavity around Asp 194. Wright (39) emphasized the apparent conserva-
tion of a basic group at residue 145 of the trypsin-like enzymes, al-
though there are now exceptions in the sequences of dogfish trypsin
(where the residue is methionine), and in all the bacterial enzymes
(40,41). His 40 is also not a conserved residue among trypsin-like
enzymes, and is Leu in bovine thrombin, Gly in blood-clotting factor

X, and Met, Arg or Leu in bacterial trypsin sequences (41).

The "Autolysis Loop' (Residues 142-151)--The largest conforma-

tional difference between Tg and DIPT or LpT occurs between residues
142 - 151. This sequence was referred to as the "autolysis loop' (42)
since it contains a region where two amino acids are excised in oa-
chymotrypsin. The difference map between Tg and LpT (Tg-LpT) showed
clear negafive density which picked out the conformation of the autol-
ysis loop in LpT. There was much less (v 50%) positive density in the
map for this part of the chain, establishing that the chain is flex-
ible in Tg and adopts a quite different conformation there. (The LpT
structure was identical to that of DIPT in this region.) A further

change in the structure of this loop or of Lys 15 - Ile 16 would be
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required if an activating enzyme were to approach the Lys 15 - Ile 16
bond in the Tg conformation.

Trp 141 is essentially in the same orientation in Tg as found in
DIPT (Adca = 0.6 KJ. The side chain of Asn 143, which was solvent
accessible in DIPT, points in toward the cavity around Asp 194 in Tg
(Adca = 1.4 K). The side chain of Thr 144 (Tg) is moved by several
angstroms toward the disulfide Cys 191 - Cys 220 (AdCa =~ 4.0 K), and
residues 145 - 151 are in quite different conformation in the two
structures. They are all solvent accessible in both Tg and DIPT.
There may be a functional correlation between the loose structure of
this chain in the zymogen, and the necessity for access of the acti-
vating enzyme to the Lys 15 - Ile 16 bond. The sequences for resi-
dues 146 - 154 are extremely variable in related enzymes (41), and no
specific roles can be assigned to any of the side chains of these

residues in trypsinogen, as judged from the Tg structure.

The Effect of Divalent Cations on Trypsinogen--There are two

calcium ion binding sites in trypsinogen. The primary site, with

higher affinity for calcium ion (Kj v et

M, (43)), is common to
both trypsinogen and trypsin. Occupancy of this site stabilizes the
protein toward thermal denaturation or autolysis (24). The primary
ca’’ binding site in trypsin was first identified and described in
detail by Bode and Schwager (44) based on analysis of an independently

++ 5
refined trypsin structure seen at 1.8 K, and the Ca  content of their

crystals. The difference map calculated between the isomorphous
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crystals of Tg and LpT showed no electron density in the ca*t region.
Therefore, the primary calcium ion binding site in trypsinogen and
low pH trypsin are identical. There are small differences between
this Ca' ' site in Tg and DIPT (13).

A secondary ca’" ion binding site of Ky v g Red M exists only on
the zymogen. Binding of Ca++ at this site is essential for complete
and efficient activation of trypsinogen (24), and this site is more
pertinent to the subject of this review. The effect of binding is to
improve the substrate character of the activation peptide, so favoring
tryptic hydrolysis of the Lys 15 - Ile 16 peptide bond. (Kh decreases
by a factor of three while kCat remains unchanged (43).) Tryptic
hydrolysis of the nonapeptide Val—(Asp)4—Lys—Ile-Val-G1y, and of the
hexapeptide Val—(Asp)Z—Lys-Ile-Val, have been shown to be Ca'" de-
pendent in a very similar way, while hydrolyses of peptides containing
only one aspartate do not depend on ca't (43,45). ca*™t ion binding to
Asp 13 and Asp 14 together is thus sufficient to explain the zymogen
Ca++ ion effect (43). There is as yet no corroborative crystallo-
graphic evidence for binding at this site since Ca’" was excluded from
the trypsinogen solution.

The overall weak electron density for much of the N-terminal
hexapeptide of trypsinogen must be attributed to local disorder of
loosely organized structure rather than to phasing error. This con-
clusion is implied by the trypsinogen/DIP-trypsin difference map
computed using phases for trypsinogen. In regions where there is dif-

ference in structure, this map should show a positive density image
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for trypsinogen, and a somewhat weaker negative image for trypsin.
Yet, the positive density for trypsinogen residues 10 - 15 was con-
sistently much lower in amplitude than the negative images for trypsin
structure.

The loose arrangement of this hexapeptide on the surface of the
proenzyme is consistent with the finding that the synthetic nonapep-
tide Val-(Asp)4—Lys-Ile-Va1—Gly is hydrolyzed by trypsin at almost the

same rate (k 1073 sec_l) as the Lys - Ile bond on the same

N
cat

sequence in Tg for which kCa =2.5x 10-3 sec'1 (43). Thus, it is

t
clear that the slow hydrolysis of the Lys - Ile bond by trypsin, a
factor which is important in preventing premature activation of all
trypsinogens, does not depend on any unique tertiary structure of
these residues. The four aspartates are all available to modification
by carbodiimides, and such modification does not destroy activatibil-
ity of trypsinogen (46). This is in agreement with our finding that
the Val 10 - Asp 14 sequence is not a determinant of tertiary struc-
ture (13). The binding of ca’’ to Asp 13 and Asp 14 is probably in-
dependent of the protein structure as an ion specific conformer, and
is adequately explained by an induced structural change in the pep-
tide (10 - 15) alone, or by neutralization of charge at Asp 13 and
Asp 14.

There is a clear necessity for trypsinogen among all pancreatic
zymogens to develop immunity to autolysis or activation by its own
residual activity, since it activates other zymogens. The loosely

structured hexapeptide is presumably protected against trypsin more
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by its negative charge than by tertiary structure. The hexapeptide
sequence also provides a good substrate character for the physiologi-
cal activator, enterokinase (47). The hexapeptide, with its dual role
as most favored substrate for enterokinase, and a poor but still most
favored substrate site for activation by trypsin, is highly conserved
throughout all species (41). The Lys 15 - Ile 16 bond is not inac-
cessible, although some reorientation of this chain or of the
autolysis loop must accompany enzyme binding to this site. The fact
that this bond is still the most readily hydrolyzed by trypsin in the
presence of Ca'’ ions is consistent with the fact that compact native
structures are generally more resistant to degradation than are de-
natured ones. The ¢ and Y angles on either side of Lys 15 are not
dissimilar to those found for the susceptible Lys 15 bond on the
trypsin inhibitor (a good substrate model). Since it is clearly
proven that both this chain and the neighboring autolysis loop have
little to restrain their configuration, the reorientation necessary
for access by the activating enzyme should be energetically easy to
accomplish.

In many of the trypsin-like enzymes involved in biological con-
trol mechanisms, the primary activating cleavage occurs at a site
analogous to the Lys 15 - Ile 16 bond with respect to the catalytic
component of the protein. This split may be far from the N-terminal
of the whole protein since the activation peptides, or proteins re-
leased, often have separate functions (11). In prothrombin, for

example, the activating cleavage occurs between residues Arg 323 and
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Ile 324 in the sequence. The B-chain (residues 324 - 582) is highly
homologous with trypsin, while the A-chain, which remains attached to
the B-chain via a disulfide bridge, is thought to have an important

role in the blood-clotting mechanism (48).

The Reasons for Zymogen Inactivity--Freer et al. (12) and later

Wright (39) identified four possible factors which might be respon-
sible for inactivity of chymotrypsinogen. We now see that three of
them do not seem to be shared by trypsinogen, since (in Wright's
notation): (i) the binding site of trypsinogen is open and accessible
while it is not quite so open in chymotrypsinogen; (ii) the potential
source of a hydrogen bond from Gly 216 NH is not excluded, although
this group is moved by 0.5 R from its "'substrate binding'" position in
the free enzyme; and (iii) the side chain of Gln 192 occupies a fairly
innocuous position outside the trypsinogen molecule, whereas the cor-
responding Met 192 of chymotrypsinogen was shown to undergo a complete
reorganization upon activation. The remaining reason was the lack of
an important hydrogen-bonding group in the N—H of Gly 193. It has
been pointed out that the N—H groups of Gly 193 and of Ser 195 could
play an important catalytic role in stabilization of reaction inter-
mediates.(18,49,50). In chymotrypsinogen the N—H of Gly 193 points
away from the position for the carbonyl oxygen of the substrate (12).
In trypsinogen the N—H of Gly 193 and of Ser 195 both point toward a
site not dissimilar to that found in trypsin and chymotrypsin.

Nevertheless, this site termed the 'oxyanion hole' by Robertus et al.
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(18) is removed by 1.9 A from the position of the site in trypsin.
Thus, oxyanion stabilization is possible in trypsinogen, but not at
the ideal site. The loss of this component of the catalytic apparatus
may well account for the slower reaction rate of the zymogen. There
is a plausible connection between the movement of this site away from
the cavity which is subsequently occupied by Ile 16 upon activation,
when Ile 16 forms the salt bridge to Asp 194. There is also plausible
comnection between the small changes in the binding pocket, and the
location of Ile 16. Similar change in the structure of the binding
site could account for the poorer binding of substrate by the zymogens

in general.
Conclusion

The structure of trypsinogen is generally much closer to that of
trypsin than is chymotrypsinogen to chymotrypsin. The structure of
trypsinogen does not exclude the possibility of substrate binding in a
mode similar to that found for trypsin, although changes in the struc-
ture of this region contribute to an impaired or altered substrate
binding mode--certainly for benzamidine, and most probably for a sub-
strate side chain. If the proenzyme is considered to be rigid, then
the general base catalyst (the eN of His 57) and the oxyanion binding
site formed by the N—H groups of Gly 193 and Ser 195 are too far
apart to cooperate in substrate hydrolysis. Even if the proenzyme

structure were to change on substrate binding, as seems likely,
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nonproductive binding may provide another important component for
zymogen inactivity. Such binding might still leave too great a
distance, or an unfavorable interaction, between the substrate and
elements of the catalytic center. The altered position of the chain
between Lys 188A and Ser 195, and the main chain between Trp 215 and
Ser 217, could be responsible for competitive yet nonproductive sub-
strate binding, as could the N—H group of Gly 193, since they are
normally involved in orienting the substrate. These possibilities re-
main as prime candidates in a universal scheme for inactivity of the

trypsinogen-like zymogens.
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Footnotes

1Numbering scheme used will be that of chymotrypsinogen throughout the

manuscript.

2Abbreviations used: DIP-trypsin, diisopropylphosphoryl trypsin;
NPGB, p-nitrophenyl-p'-guanidinobenzoate; Tg, trypsinogen;
DIPT, DIP-trypsin; LpT, low pH DIP-trypsin; CT, chymotrypsin;

Cg, chymotrypsinogen; BPTI, basic pancreatic trypsin inhibitor.
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TABLE I. Summary of corresponding zymogen and enzyme structures
used for comparison in the text.

Structures Resolution State of
(A) Refinement

oc-Chymotrypsinz’3 tosyl-, pH 4.2 2.0 R 43%
Chymotrypsinogen4’5, pH 6.3 2.5 R 43%
Trypsin

prp-4297 S 5.0 2.1

prp-8:8 pH 7.5 1.5 R = 238

Benzamidinez’g, pH 7.0 1.8 R = 23%
Trypsinogen4’10, pH 7.5 1.9 R = 31%
1

State of refinement is indicated as the value of R = I|F_-F_|/ZF_,
representing the agreement between observed and calculated structure
factors to the resolution indicated.

2Crystallized from ammonium sulphate.

3Model building; real space and energy refinement (14).

4Crystallized from ethanol.

5Calculated phases; rebuilt model (12,17).

6Crystallized from magnesium sulphate.
7Difference Fourier versus trypsinogen (13).
8Constrained difference Fourier refinement (15).
9Constrained difference Fourier refinement (19).

10Constrained difference Fourier refinement (13).
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Figure Legends

FIGURE 1. The structure around the active center in chymotryp-
sinogen. Coordinates were those obtained from the Brookhaven Protein
Data Bank (12). The orientation of this view differs from that in

succeeding figures.

FIGURE 2.  Structure around the active center in o-chymotrypsin
(14).

FIGURE 3. The structure around the active center in trypsinogen

(13).

FIGURE 4.  Structure around the active center in DIP-trypsin

(15). The DIP group has been omitted for clarity.

FIGURE 5. A portion of the electron density map for DIP-trypsin

in the region of the active center (15).

FIGURE 6. (a) Histogram showing the distance Ad (KJ between
equivalent alpha-carbon atoms in Tg and DIPT after the two coordinate
sets have been rotated and translated to achieve optimum superposition
of the two coordinate sets. (b) Histogram showing the average posi-
tional difference of all atoms within each residue of the Tg/DIPT

comparison.
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FIGURE 7.  Structure of trypsinogen in the region of His 40.
The N6-1 of His 40 is hydrogen bonded to the Oy of Ser 32 as it is in
trypsin. The C=0 of Gly 193 is moved from its position in trypsin.

Asp 194 adopts a similar conformation to that seen in trypsin (13).

FIGURE 8. The structure of trypsin in the region of His 40
shows the hydrogen bond formed between NS-1 of His 40 and the Oy of
Ser 32, and the hydrogen bond between the Ne-2 of His 40 and the C=0
of Gly 193. Asp 194 is salt bridged to the amino terminal of Ile 16
(15]) .

FIGURE 9. The chymotrypsinogen structure around His 40 and
Asp 194 shows a closer interaction between these two groups, which are
in quite different orientation than that seen in trypsin or trypsino-
gen. Coordinates were obtained from the Brookhaven Protein Data Bank

(12).
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Appendix 6

Difference Fourier Refinement of the Structure

of DIP-Trypsin at 1.5 R with a Minicomputer Technique
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ABSTRACT

The x-ray crystal structure of diisopropylfluorophosphate-
inhibited bovine trypsin has been refined to a resolution of 1.5 R
with the use of a constrained difference Fourier technique. The re-
finement was carried out almost entirely on a minicomputer with a set
of programs written for this study to largely automate the refinement
procedure. Use of the minicomputer has allowed the refinement to
progress efficiently at an extremely low cost, from a starting R-
factor of 47.2% at 2.7 A resolution to 27.7% at 1.5 R resolution.

Two cycles of a least-squares refinement procedure using a first-order
gradient minimization have since reduced R to 23.5% at 1.5 A resolu-
tion. The refined model and electron density maps are substantially
improved over the starting ones. The methods described may be very
attractive when computing funds or access to a large computer are

limited.

INTRODUCTION

During the past few years a number of protein structures deter-
mined by x-ray crystallography have been refined to 2 R or better
resolution using a variety of techniques (Watenpaugh, Sieker, Herriot,
and Jensen, 1973; Sayre, 1974; Diamond, 1974; Huber, Kukla, Bode,
Schwager, Bartels, Deisenhofer, and Steigemann, 1974; Freer, Alden,

Carter, and Kraut, 1975; Moews and Kretsinger, 1975; Deisenhofer and
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Steigemann, 1975; Bode and Schwager, 1975a). The refinement programs
written by Diamond (1966, 1971) are particularly effective and are
used extensively. However, the programs are large and require signif-
icant amounts of storage and central processing unit (CPU) time on a
large computer. Several of these workers have successfully employed
difference Fourier (AF) refinement techniques, both alone and in con-
junction with Diamond's programs. The AF method is economical in
terms of programming complexity and cost, and is readily adaptable for
use on a small computer.

This paper describes the methods developed and used for AF re-
finement of the structure of diisopropylfluorophosphate (DFP)-
inhibited bovine trypsin originally determined by Stroud, Kay, and
Dickerson (1971, 1974). A set of refinement programs has been written
and implemented almost entirely on a Data General NOVA 800 minicom-
puter. Use of the minicomputer has enabled the refinement to progress
efficiently at a very low cost, and the methods described here may
therefore be attractive when large amounts of time and a very low rate
of cost on a large computer cannot be obtained.

The refinement has resulted in a model which is greatly improved
over the starting one, with substantial (i.e., several angstroms)
changes in some areas. This study thus indicates, as do those cited
earlier, that the improvement to be gained by refinement warrants the
routine use of some refinement procedure in the determination of pro-

tein crystal structures.
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The refined model is described only as much as necessary to illus-
trate the application of the methods. A detailed description of this
structure will be presented in a future paper. The methods described
here have also been used successfully in a preliminary refinement of
the bovine trypsinogen structure (Kossiakoff, Chambers, Kay, and

Stroud, 1977).
METHODS

DIP-trypsin crystals

The conditions for crystallization of diisopropylphosphoryl (DIP)-
trypsin are described by Stroud et al. (1974). The crystals are ortho-
rhombic, space group P212121, with unit cell dimensions a = 54.84 K,

b = 58.61 K, c = 67.47 K, and one molecule per asymmetric unit. Crys-
tals of a size approximately 0.6 mm x 0.5 mm x 0.5 mm were used for
recording the high (1.5 K) resolution data; those used for data to 2 A
were slightly smaller. Although these crystals contain about 40%
a-trypsin (cleaved between Lys 145 and Ser 146) and 60% B-trypsin
(uncleaved), they do not appear to be significantly less well ordered
than the crystals of benzamidine-inhibited trypsin described by Fehl-
hammer and Bode (1975), which contain about 80% B-trypsin. The dif-

fraction pattern from the DIP-trypsin crystals extends to at least

1.1 K resolution.
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Data collection and reduction

Diffracted intensities from DIP-trypsin crystals were measured
with a Syntex P1 diffractometer equipped with a graphite monochromator
and a helium-filled tube between the crystal and detector. The tube
voltage and current for the x-ray source were 40 KV and 20 ma, respec-
tively. Background corrections were made with an interpolation
technique which accounts for variations in the background with the
setting angles, ¢, x, and 20 (Krieger, Chambers, Christoph, Stroud,
and Trus, 1974a). The remaining data reduction and scaling together
of data collected from different crystals were accomplished according
to the procedure of Stroud et al. (1974). In all, eight crystals were
required to provide a full set of intensities to 1.5 A resolution
(26 = 62°).

A total of 4072 intensities to 1.5 A were measured from different
crystals for scaling purposes. The average value of R = ZlFl-le/ZFl
(where Fl is the current value of the structure factor in the master
data set, and Fz is the value for the crystal data to be merged into
the master set) was 4.6% for these multiply-measured reflections. Of
the 35566 independent reflections in the 1.5 A sphere, those 22117 re-
flections having structure factors greater than three times their
standard deviation were included in the final data set. To 2.1 K,
88.5% of the 13,261 possible data were observed. Between 2.1 and
1.76 A the number observed was 4784 of a possible 8979, or 53.3%, and
between 1.76 and 1.5 K, 5602 of 13,326 possible reflections were

observed, or 42%.
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Starting model

The starting coordinates for the refinement were measured from a
wire model constructed in an optical comparator (Richards, 1968) with
reference to a 2.7 & MIR-phased map. This map was more recent than
that described by Stroud et al. (1974), differing in that the 2.7 &
data from the Ag+ derivative (Chambers, Christoph, Krieger, Kay, and
Stroud, 1974) had been incorporated into the phase refinement. Atomic
coordinates from the model were measured using an electronically oper-
ated device, similar in principle to the one described by Salemme and

Fehr (1972).

Minicomputer system

The components of the minicomputer system used in this study are
listed in Table I, along with typical execution times for certain
types of operations and function evaluations. All computations except
calculation and plotting of electron density maps were carried out
using this system. An IBM 370/158 computer was employed for the elec-

tron density syntheses.

Difference Fourier method

Detailed descriptions of the difference Fourier method have been
given elsewhere (Cochran, 1951; Stout and Jensen, 1968). The method
is based on the principle that an electron density map computed using
coefficients (FO - Fc)ei¢C (where FO is the observed structure factor

amplitude, and FC and ¢C are the structure factor amplitude and phase
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computed from the current model) contains positive peaks in positions
where additional electron density should be added to the model, and
negative peaks in positions where it should be subtracted, in order
to produce better agreement between the model and the observed data.
The position of an atom can thus generally be improved by computing
the density gradient in the AF map at the atomic center and moving the
atom toward higher density along this gradient. For an atom which is
correctly positioned, the density at the atomic center gives an
indication of the shift in the temperature factor for that atom.

The density at atomic centers is also strongly influenced by the
overall scale and temperature factor between the observed and calcu-
lated structure factors.

The course of a typical cycle of AF refinement performed in this
study is schematized in Figure 1. Each cycle was begun with calcula-
tion of structure factors based on the current model of the structure.
The calculated structure factors were then scaled to the observed
ones, which in turn had been placed on an absolute scale early in the
refinement, and were then used to generate a new electron density map.
This map was either a difference map (computed using coefficients
AF = FO - FC and phases ¢C), which shows the differences between the
current model and an improved one, or a map computed with terms
(nFo - [n - 1]13C)eiq)C which superposes n difference maps on the current
structure, showing the improved structure in its entirety. Because
peaks resulting from a difference synthesis are about half their

theoretical height (Henderson and Moffat, 1971), n = 2 was used for
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most of these maps. Empirically, n = 2 usually produced the best com-
promise between freedom from noise and appearance of new information.

Following generation of the density map, the indicated corrections
to atomic positions were derived and applied to the structure. Three
techniques were used to determine atomic shifts (Figure 1). The
simplest and most accurate procedure was to estimate shifts from the
difference maps automatically, using a program written for the NOVA
800 (the middle path in the flow chart of Figure 1). The automated
technique was most useful where relatively small movements from the
input structure were required. If the map indicated that gross struc-
tural changes were needed, one of the other two branches was taken.
The branch to the left in Figure 1, which was the simpler of the two,
involved manual adjustment of atomic positions as indicated by a map
made from twelve-inch square Plexiglas (R) sections upon which were
drawn both density contours and the atomic positions. It was very
difficult to preserve accurate bond lengths and angles when making
shifts in these small scale maps, and incorporation of shifts derived
in this manner was relatively tedious. Using this technique, atomic
shifts could be made at a rate of about 1800 atoms in two days.

Once during the refinement the wire model was rebuilt and the co-
ordinates remeasured (the branch to the right in Figure 1). Although
this procedure was useful for interpreting interactions involving long
regions of secondary structure and hydrogen bonding possibilities,
making changes in this manner was very tedious and the resulting co-

ordinates were not typically of very good quality.
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An automated constraints procedure was used to restore bond
lengths and angles to physically reasonable values after the shifts in
atomic positions had been applied. Occasionally, additional rounds of
atomic shifts and constraints carried out before computing a new map
resulted in further improvement, especially when nFO - (n - l)FC syn-
theses were used. The best results with difference syntheses were ob-
tained when a new map was computed after each round.

If indicated in the calculated maps, new solvent molecules were
added to the structure, or old ones deleted based on their occupancy
and close approach distances to other atoms in the structure. A new

refinement cycle was then initiated.

Refinement software

The refinement software and algorithms employed in the individual
steps mentioned above are described below. Except where noted, all
programs were written in FORTRAN IV, and execution times refer to ex-

ecution on the NOVA 800.

a) Structure factor calculation

Structure factors were calculated by conventional Fourier
transformation of atomic coordinates, using expressions specific for
space group P212121. The assembly language code output by the FORTRAN
compiler for the inner loops in the program was optimized to increase

execution speed. The contribution from each atom was added into every

reflection before proceeding with the next atom, enabling the use of
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recursive multiple-angle relationships for rapid evaluation of the
trigonometric functions. Scattering factors for the individual atoms
were approximated by the five-parameter analytical expressions of
Forsyth and Wells (1959). Atoms within the coordinate list were
sorted into groups which contained identical scattering factors and
individual isotropic temperature factors, requiring only one evalua-
tion of these parameters per group for each reflection. A provision
was made in the program for deleting small groups of atoms from, or
adding them to, the current set of computed structure factors. Such
an option is essential if the entire set of F's is not to be recalcu-
lated whenever changes are made over a relatively small portion of the
structure.

Execution time for this program was 6.75 x 1074

seconds per atom-
reflection. For the DIP-trypsin coordinate file, containing about
1800 atoms per asymmetric unit, total execution time was approximately
four hours at 2.1 A (11713 reflections), seven and a half hours at
1.76 & (22309 reflections), and twelve hours at 1.5 R (35566 reflec-

tions).

b) Scaling and R-factor calculations

A number of authors have noted that at low diffraction angles
the average intensities observed from protein crystals are signifi-
cantly reduced from their expected values (Watenpaugh et al. 1973;
Moews et al. 1975). This effect has been attributed to the relatively

large amount of disordered solvent present in protein crystals. Such
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an effect is seen in the scaling plot for DIP-trypsin shown in Figure
2. This behavior was accounted for by least-squares refinement of a
four-parameter function to the scaling plot. The function was chosen
to represent a linear fit at high angles with an exponential falloff

at low angles:

y = A.1 exp (-Azx) + ASX + A4

This procedure is similar to one described by Moews and Kretsinger
(1975). The least-squares fits for both the linear and nonlinear
function are shown in Figure 2. The linear fit for reflections at
small values of sin29/>\2 was totally inadequate, and inclusion of
these reflections scaled in this manner caused large low-frequency
ripples in the resulting electron density maps.

The improvement in agreement between B, and FC for these reflec-
tions is shown in Figure 3. For the linear fit, the residual,
R (= Z|F0 - FC[/ZFO), increased sharply at low angles, reaching over
75%; however, when properly scaled, using the nonlinear expression,
the agreement for these reflections was up to three times better. It
should be emphasized that, while the technique accounts well for the
difference in scale of the low-angle data, the expression used is an
empirical one and is not meant to be a mat