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ABSTRACT 

This work examines three related topics in aerosol science. First, 

a continuous stirred tank reactor (CSTR) for studying the dynamics of 

chemically reacting aerosol systems is described. This apparatus is de­

signed to allow aerosols to react under conditions of controlled tempera­

ture and relative humidity and is applied to the study of growth of 

aqueous manganese sulfate aerosols in a humid atmosphere containing sul­

fur dioxide. From experimental data the rate of conversion of sulfur 

dioxide to sulfuric acid in manganese sulfate aerosols is deduced. 

Second, a new algorithm for inversion of aerosol size distribution 

data is presented. This algorithm is well suited to the ill-posed nature 

of the data inversion problem and is shown to give results superior to 

those obtained using conventional methods. This inversion technique is 

applied to the analysis of aerosol growth data. 

Finally, the general steady state coagulation equations with particle 

sources and sinks are examined and shown to admit physically unrealistic 

solutions in some cases. General conditions are then given which insure 

the existence of physically acceptable solutions and these solutions are 

shown to have large particle tails that decay exponentially. 
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INTRODUCTION 

An understanding of the chemical and physical interactions which lead 

to evolution of particle size distributions in aerosol systems would have 

a strong impact on environment and possibly industrial applications. Un­

fortunately, at present there exists a lack of fundamental information con­

cerning many of the processes occurring in such systems, as well as tech­

niques to obtain such information. 

Much of the interest in the evolution of chemically reacting aerosol 

systems has centered on predicting characteristics of plumes from coal­

fired boilers. In such a plume, an aerosol may consist of aqueous drops 

containing heavy metal ions, oxides, alkali salts, and more or less insolu­

ble matter, surrounded by an atmosphere containing sulfur dioxide. Because 

of the catalytic effect of the heavy metals (Bassett and Parker, 1951) sul­

fur dioxide is oxidized to sulfate in the aerosol phase. Much research 

has focussed on the rate and extent of this reaction (Haury, et al. 1978). 

In addition coagulation, particle deposition, and homogeneous gas phase 

reactions occur simultaneously, making such systems extremely complex. 

Despite the complexity, some progress can be made by studying simpler 

aerosol systems containing only a few chemical components. In this way 

some of the features of plume behavior have been modeled (Bassett, et al. 

1981, Freiberg, 1978). However, little has been done to study chemically 

reacting aerosols in a controlled environment where both chemical and 

physical behavior may be observed. Such studies are necessary to assess 

our understanding of the basic phenomenon and to fully integrate theories 

describing the various processes occurring in aerosol systems. 
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In Chapter 2 we describe such a system - a continuous stirred tank 

reactor (CSTR) for aerosol studies. In Chapter 3 we present some theo­

retical results on effluent size distributions from the CSTR resulting 

from the combined effects of coagulation, particle growth, and formation 

of new particles by homogeneous nucleation. Chapters 4 and 5 give theo­

retical results on wall loss rates in the CSTR, and in Chapters 10 and 11 

we describe some theoretical and experimental results on particle growth 

due to oxidation of sulfur dioxide in manganese sulfate aerosols, conclud­

ing with a rate expression for the oxidation reaction based on the size 

distribution data. 

Measurement techniques for aerosol size distributions are as yet only 

partly successful. Many of the techniques available yield data that are 

difficult to interpret in terms of size distributions. One of the advances 

that has occurred in the last few years is the realization that the mathe­

matical problems involved in inversion of aerosol size distribution 

data are ill-posed (Twomey, 1975), and consequently are not amen­

able to solution by conventional techniques. Improved data inversion tech­

niques, based on methods specifically adopted to ill-posed problems may 

be expected not only to improve data analysis of present measuring tech­

niques, but also to enable a wide variety of techniques to be employed. 

In Chapters 6 and 7 we present new algorithms for the inversion of 

aerosol size distribution data based on fundamental mathematical work of 

Tikhonov and Arsenin (1977) and Wahba (1977). In Chapter 8 we obtain cali­

bration data for an optical particle sizing instrument enabling us to use 

these new methods to study size distribution changes during particle 

growth. 
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An area of aerosol science which has remained virtually untouched is 

that of mathematical analysis of the basic equations of aerosol dynamics. 

Although this area is never likely to be at the forefront of the aerosol 

dynamics field, it is important in the sense that rigorous mathematical 

results provide a means to assess the validity of numerical results on 

complex mathematical models. Moreover, questions of existence and unique­

ness of solutions, although perhaps not intrinsically interesting, assume 

practical significance when they are answered negatively. 

One of the first general existence results was given by McCleod (1962) 

for the unsteady discrete coagulation equation. Later, White (1980) proved 

a general global existence and uniqueness result for these equations under 

more restrictive conditions, and also showed that the number distributions 

resulting from solution of the equations must decay exponentially fast 

for large particle sizes. Late~ White (1982) gave a proof of the exponen­

tial decay of the large particle tails for steady state source reinforced 

coagulating aerosols. In Chapter 9 we present an extension of this result, 

and show existence of solutions and exponential decay of the tails under 

more general conditions than those cited by White (1982). We also discuss 

the possible significance of physically unrealistic solutions. 
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DESIGN OF CSTR SYSTEM 

INTRODUCTION 

This chapter presents a design and layout of a continuous stirred 

tank for aerosol studies. The goal in designing such a system was to 

allow studies of aerosol growth due to oxidation of sulfur dioxide to be 

carried out under controlled conditions of temperature, sulfur dioxide 

concentration, relative humidity, and particle size and concentration. At 

the same time, however, it was desired to keep the design flexible to allow 

for possible future work on other aerosol systems. 

DESCRIPTION OF APPARATUS 

Figure 1 shows a schematic of the apparatus. Aerosol is generated 

by atomization of an aqueous solution or dispersion in a device similar 

to that described by Liu and Lee (1975). Figure 2 shows a sketch of the 

atomizer. The aerosol generator is fed by a syringe pump and the feed 

solution is atomized by a stream of compressed air at 36 psig passing 

through a 0.0145 11 diameter orifice. By operating the syringe pump at a 

flow of 0.2 cm3/min. nearly five hours of steady operation can be obtained 

using 60 ml syringes. Nearly steady operation can be maintained indefi­

nitely by changing the syringe, which requires less than a minute. 

From the atomizer the aerosol stream passes through a Kr-85 charge 

neutralizer, which reduces the charges on the aerosol to a bipolar Boltz­

mann equilibrium distribution, and then the gas passes to a 10-liter 

holding vessel to smooth fluctuations in particle concentrations. 

Provision is made for dilution of the aerosol in this vessel by 

metered addition of air, and aerosol can also be removed to decrease flow 
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rate as the gas exists the holding vessel by means of a connection to a 

vacuum system through a filter and flowmeter. 

The vacuum system is maintained at fifteen inches of mercury absolute 

pressure using a vacuum regulator. All connections to vacuum are to the 

same system. 

Aerosol leaving the holding vessel is dried by passage through a three­

foot tube surrounded by a concentric shell of Drierite. After drying, the 

aerosol may be further diluted by addition of air through the flowmeter. 

In experiments in which a monodisperse aerosol is used, a TSI model 3071 

Electrical Mobility Classifier and a Kr-85 Charge neutralizer are attached 

to the system at this point, the monodisperse aerosol then passing to a 

one-liter mixing vessel where sulfur dioxide from a cylinder may be added. 

From the mixing vessel the aerosol-gas mixture passes through a humidi­

fier. This device consists of a pool of water maintained at a constant 

temperature by passage of temperature regulated water through about 40 feet 

of immersed copper coil. A sketch of the device is shown in Figure 3, and 

Appendix A details some design criteria. Aerosol-containing gas flowing 

over the water pool is humidified to saturation before passing through a 

heat exchanger, consisting of a water-jacketed tube through which tempera­

ture-regulated water passes. 

The gas leaving the heat exchanger passes through a y-branch either 

to the reactor or directly to measuring instruments for measuring feed 

aerosol characteristics. 

The reactor consists of a roughly spherical glass vessel of nominal 

100 liters capacity. It is fitted with ports for entrance and exit of 

gas and temperature measurement. The entire vessel is supported in a 
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plywood frame, which completely encloses the upper half of the reactor, 

and which contains copper coils fed by water from the heat exchanger. 

The bottom of the reactor is insulated with glass wool. 

Aerosol, either leaving the reactor or directly from the y-branch, 

is diluted, if necessary, and sampled for dewpoint using an EG&6 model 

911 DEW-ALL digital humidity analyzer. This device also gives a reactor 

temperature readout from a thermocouple inserted in the reactor. 

Sulfur dioxide concentration is measured by bubbling a known volume 

of gas through a solution of hydrogen peroxide and titrating the sulfuric 

acid formed with O.OlN sodium hydroxide. 

The flowmeters, numbered 1-8 in Figure 1, are all rotameters obtained 

from Matheson Gas Products. The black dots on the flowmeters shown in 

Figure I show the locations of the flowmeter valves. Calibration was done 

at the pressure downstream of the valve if the valve is at the bottom and 

upstream if the valve is at the top. 

TRACER EXPERIMENTS 

The CSTR has no mechanical stirring apparatus, but depends on convec­

tive mixing due to the flow through the vessel to provide mixing. This 

offers the advantage that no extraneous surfaces are present which might 

interact with aerosol. 

In order to assess the validity of the ideal mixing assumption, 

several tracer experiments using oxygen were carried out. 

In such an experiment, nitrogen was first fed into the reactor at a 

flow of 2.09 l/min. and the decay in oxygen concentration was followed 

using a Beckman 755 oxygen analyzer. When the oxygen concentration had 
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fallen to approximately 10 percent of its ambient concentration, the meas­

urements were stopped, and the nitrogen flow was increased to purge the 

vessel of oxygen. When the oxygen concentration became negligible (0.1%), 

air was admitted to the CSTR at 2.09 l/min., and again the oxygen con­

centration was monitored as a function of time. 

Data from experiments in which nitrogen was fed to the reactor are 

plotted in Figure 4 as the logarithm of oxygen concentration versus time 

in minutes. Note that these points fall nearly on a straight line. Data 

from the experiments in which oxygen was fed into the reactor are plotted 

in Figure 5 as ln(l-c/20.9) versus time, where c is oxygen concentration 

in percent. 

The vessel volume can then be calculated from the residence time 

determined from the slope of these plots and the known flowrates. Volumes 

given by the two kinds of experiments described above average 118 liters 

and differ by about 6 percent from each other. The value 118 liters 

obtained in these experiments is to be compared with a value of 115 liters 

obtained by estimates made from external measurements of the vessel. 

Had there occurred significant channeling due to poor mixing in the 

vessel, a smaller effective volume would be expected to result from the 

tracer experimental data. Since this was not the case, it was concluded 

that the mixing was rapid enough relative to the residence time to be 

considered ideal. 
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APPENDIX 

DESIGN OF AEROSOL HUMIDIFIER 

Two important criteria determine the design of an aerosol humidifier. 

They are the efficient humidification of the gas and minimum loss of par­

ticles. That these objectives are compatible is suggested by the fact 

that particle Brownian diffusivities are several orders of magnitude 

smaller than gas diffusivities. 

To treat the humidification problem, we assume fully developed lami­

nar flow in the vapor space above the water pool and ignore the effect of 

the edge. Under these assumptions the following equation results if we 

ignore diffusion along the flow 

(1) 

where D is the water vapor diffusivity, c is water vapor concentration, 

h is thickness of the vapor space, y is distance measured from the water 

surface, and z distance downstream from the gas inlet. 

The boundary conditions corresponding to the situation described are 

c(O,z) = c
0 

dC (h z) = 0 ay , 

c(y,O) = 0 

In dimensionless form (1) 

82 4h 2v 
u - 0 

Cls2 - DL 

u(O,s) = 1 

~~ (1 's) = 0 

(2a) 

(2b) 

(2c) 

and (2) assume the forms 

(3) 

(4a) 

(4b) 



where 

u(~.o) = o 

u = c/c
0 

~ = y/h 

s = z/L 

18 

The solution u is of the form 

/­
u(~,s) = 1 + L: 

n=l 

where >-n and wn satisfy the eigenvalue problem 

I I 2 ? 
wn + >-n(s-s~)~n = o 

~n(O) = 0 

and 

(4c) 

(5a) 

(5b) 

(5c) 

(6) 

(7a) 

(7b) 

(7c) 

(8) 

The quantity of interest here is the cup-mixed average concentration at 

the outlet, given by 

(9) 

Numerical solution of (7) gives 

-2.43( ~~W ) -23.5( DLW ) 
u = 1 - 0.899e - 0.0607e hQ ( 10) 

where w is the vapor space width and Q the volume flow rate of gas. 
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The third term in (10) is negligible under conditions of near com-

plete saturation, so can be omitted. To achieve humidification to within 

a fraction r of saturation, we require 

-2.43( DLW ) 
0.899e hQ < r 

or equivalently 

DLW > 
hQ -

(ln(0.899)-lnr) _ (0.106+lnr) 
2.43 - - 2.43 ( 11) 

To treat particle loss one must account for both diffusional loss and 

gravitational sedimentation. As a first approximation, we assume these 

are independent and deal with sedimentation alone first. 

Particles entering at height y
0 

above the water surface follow tra­

jectories given by the following differential equations, provided they 

follow the flow in the horizontal direction 

dx _ 
dt -

dy -
dt - - v 

{12a) 

(12b) 

where v is the settling velocity of the particle. At t = 0 the particle 

positions satisfy 

x(O) = 0 

y(O) = y 
0 

(13a) 

(13b) 

Since trajectories cannot cross, we need only determine the critical 

trajectory, (xc(t), yc(t)), for which xc(t) =Land yc(t) = 0 for some t. 

Solving (12) with (13) for (x(t), y(t}} and setting 

x(t) = L 
y(t) = 0 

(14a) 

(14b) 
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for the critical trajectory gives the relation 

This defines y
0 

for the critical trajectory. So all particles entering 

above y
0 

escape, and those entering below are caught. The fraction enter­

ing below y
0 

is given by: 

Hence, to remove fewer than a fraction r of the particles requires that 

VWL 
Q < r (16) 

The loss by particle diffusion is expected to be small due to small 

particle diffusivities. The Equation (3) may be written 

(17) 

where a = The boundary conditions in this case are 

u(O,s) = u(l,s) = 0, u(~,O) = 1 (18) 

We expect a concentration boundary layer, but little change in the bulk 

concentration, so we solve (17) and (18) near one wall using the approxi-

mate equation 

32u =a~~ 
()~2 ClS 

(19) 
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with boundary conditions 

u(O,s) = 0, lim u(~,s) = 1, u(~,O) = 1 
~~ 

(20) 

This can be solved by a similarity substitution and by applying it to both 

walls we obtain the cup-mixed average concentration at the outlet as 

1 - -
6-(2)

213 
= 1 - 2.24 (~ )

213 

r(l) a "' 
3 

(21) 

Hence for the loss fraction to be less than r we require 

~ 3/2 hQ ..::_ 0.2r (22) 

Using the values 

L = 60 cm 

h = 1 cm 

w = 10 cm 

humidification to within one percent of saturation will occur if, accord-

ing to inequality 11 

Q < 4.9 £/min (23) 

Hence essentially complete humidification is obtained up to nearly 5 £/min. 

flow. At 2 £/min. saturation is achieved to within 0.002 percent. Under 

these conditions inequality (16) predicts that 5.4 percent of particles 

1 µm in diameter will be lost by gravitational sedimentation, and 13 per-

cent of 0.01 µm particles will be lost by diffusion. 

The estimates can be expected to hold as long as flow remains laminar. 

At a flow of 5 £/min. the Reynolds number for this system is given by 
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Re = phv/JJ = 53 (24) 

Consequently, laminar flow is expected. 
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CHAPTER 3 

AEROSOL BEHAVIOR IN THE CONTINUOUS 

STIRRED TANK REACTOR 

Published in AIChE Journal 26, 616 (1980). 
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Aerosol Behavior in The Continuous Stirred 

Tank Reactor JAMES G. CRUMP 

The basic features of aerosol behavior in the CSTR are examined. Solutions 
are obtained for the steady state aerosol size distribution during simultaneous 
coagulation, particle growth by vapor condensation and new particle formation by 
nucleation. Explicit distributions are shown for the case of a monodisperse feed 
aerosol. 

JOHN H. SEINFELD 

Depa- of 0.-kol ER111ineoring 
Collfontia IMtitvte of T echlN>logy 

........,_, Collfonoia 91125 

SCOPE 
Studies of particle formation and evolution in combustion 

systems and in laboratory simulations of atmospheric chemis· 
try sometimes iovolve the use of a CSTR. The interpretation of 
aerosol size distributions in a CSTR requires the development 
and solution of the general population balance equation appli· 
cable to that system. The phenomena that must be considered 
include coagulation, particle growth by vapor condensation 
OOOl·l54l-8G-D:M.-06lo..tQ0.7~. 01'be American Jmtituk of Chemical Engi'Oll!'en, 
1880 

July, 1980 

and new particle formation by vapor nucleation. Because the 
general problem of aerosol behavior in the CSTR does not 
appear to have been studied previously, an examination of the 
qualitative features of the steady state size distributions that 
may be achieved is deemed an appropriate 6rst step to a more 
in depth analysis. Of particular interest is the elucidation of the 
effects of varying residence time and the characteristic times 
for coagulation and growth by condensation on the size distri· 
butions attained. 

AIChE Journal (Vol. 26, No. 4) 
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CONCLUSIONS AND SIGNIFICANCE 

A general solution for the steady state aerosol size distribu­
tion in a CSTR is obtained for an arbitrary feed aerosol size 
distribution and for kinetic coagulation coefficient and particle 
growth rate that are independent of particle size. The object of 
the analysis is to demonstrate the qualitative features of the 
size distribution, and, consequently, the simplified functional 
forms of the coagulation and growth coefficients were chosen so 
as to enable e.act solution of the governing equations. The 
solution is explicitly illustrated for a monodisperse feed 
aerosol. Although the assumption of a constant coagulation 
coefficient is valid in certain instances, that of a size indepen­
dent growth rate is not. Thus, the case of growth rate linearly 
proportional to particle volume is investigated as a perturba-

Understanding the processes associated with particle forma­
tion and evolution in combustion systems and in laboratorv 
simulations of atmospheric chemisti:: requires consideration ~f 
aerosol behavior in typical chemical reactor conligurations, par­
ticularlv the continuous stirred tank reactor (CSTR) and the 
tubular. flow reactor. The object of this work is to elucidate the 
basic features of aerosol behavior in the CSTR. 

A variety of physical and chemical phenomena influence the 
size distribution of aerosols. including coagulation, growth by 
condensation of gases on the particles and formation of fresh 
particles by nucleation. In this work, we consider a general 
situation in which an aerosol of known size distribution is intro­
duced into a CSTR together with a vapor species capable of 
transferring to the aerosol by condensation or of nucleating to 
form new particles. Thus, simultaneous coagulation, growth and 
new particle formation may occur in the reactor. 

The equations governing the steady state aerosol size distri­
bution and vapor concentration are presented and nondimen­
sionalized A general solution of these equations is then ob­
wned for the case in which the kinetic coefficient of coagulation 
is independent of the sizes of the two particles and in which the 
rate of growth of an individual particle by condensation is inde­
pendent of the size of the particle. The solution is exphcitly 
illustrated for a monodisperse feed aerosol. Although the as­
sumption of a constant coagulation coefficient is valid in certain 
instances, that of a size independent growth rate is generally 
not. Thus, the case of growth rate linearly proportional to parti­
cle volume and a monodisperse feed aerosol is then investigated 
to determine the effect of size dependent gro.,,.th rate on the 
steady state aerosol size distribution. 

EQUA TIOHS DESCRIBING GAS-AEROSOL BEHAVIOR IN A csn 
Consider a CSTR operated at steady state in which an aerosol 

of known size distribution is fed into the reactor together with a 
gas, which condenses on the aerosol. The aerosol is charac­
terized by its size distribution function n(v), where n(v)dv repre­
sents the number density of particles having volumes between v 
and v + dv. The molar concentration of the gas is denoted by c. 
Gas at concentration c0 is continuously introduced into the 
reactor at volume flow rate q together with an aerosol of size 
distribution no(v). The gas-aerosol system undergoes the follow­
ing processes: condensation of the gas on the aerosol particles, 
homogeneous nucleation of the gas to produce new particles of a 
given volume v0 and coagulation or coalescence of aerosol parti­
cles to form larger particles. 

Let S.(c) be the rate of formation of particles by nucleation and 
l(v) = cjl,y:) be the growth rate of a particle of volume v by 
condensation. The form cjl,,v) assumes that condensation is ir­
reversible, a good assumption for low vapor pressure gaseous 
species. Conservation of mass for aerosol and gas gives 

AIChlE Joumof (Vol. 26, No. 4) 

tion to the constant growth case to determine the qualitative 
effect of the size dependent growth rate. Although simulation 
of a specific system will generally require numerical solution of 
the aerosol balance equation employing the proper detailed 
expressions for the coagulation and growth coefficienh, the 
solutions presented here provide an indication of the expected 
behavior of the size distribution as residence time and other 
physical parameters are varied. In addition, the dimensionless 
groups governing aerosol behavior in a CSTR are defined. The 
groups indicate that for any system of this type, the relative 
magnitudes of the characteristic times for growth, coagulation 
and reactor residence will strongly influence the expected size 
distribution. 

q(c0 - c) = Hr" ( ~ ) Ve ffiv)n(v)dv 

+ 10- 12 
( ~ ) Vv0S0(c) (1) 

d 
q[no(v) - n(t:)] + VS0(c)ll{t: - i;0) - Ve dc [fiv)n(v)] 

+ ~ J.'f3(v - ii, V}n(c - V)n(V)di 

- Vn(t:) f /3(t:, V)n(V)di = 0 (2) 

We note that the factors of JO- 12 appear because particle volume 
is expressed in µm', whereas density has units of g cm- 3

• it has 
been assumed that the total aerosol volume is small compared to 
that of the gas, so that the total volumetric Bow rate for the 
mixture of gas and aerosol may be replaced by that of the gas 
alone, q. Unless the density of aerosol particles is extremely 
high, the right-hand side of Equation (1) will be negligible, and 
the gas concentration c will be the same as the feed gas concen­
tration c0 . In any case, we will henceforth suppose that c is 
known and deal only with the aerosol balance, Equation (2). The 
boundary condition on (2) is 

n(O) = 0 (3) 

All realistic distributions will also satisfy the condition n(v) = 0 as 
"-+co. 

Because of the complex dependence of the coagulation 
coefficient {31,v, V) and the condensation function fiv) on the 
particle volume t:, (2) must generally be solved numerically. In 
the present study, however, we are interested in elucidating the 
qualitative features of the solutions to (2) and for this reason will 
consider constant coagulation coefficient {3(v, ii) = f3 and size 
independent condensation rate fiv) = u 0 • The validity of these 
assumptions has been discussed elsewhere (Ramabhadran et al., 
1976). We note, in particular, that the assumption of constant f3 
is physically realistic in the initial stages of Brownian coagulation 
of a monodisperse aerosol. However, the assumption of size 
independent growth is not in general obeyed. Usually,fic) can 
be expressed as ft v) = u ,v 7, 0 ,;; y ,;; l (Ramabhadran et al., 
1976). 

With the above assumptions, (2) becomes 

Vcuen'(v) =-} Vfjn•n(v) - 'Vfjn(v) [n(V)di 

+ q[no(v) - n(v)] + VSoB(c - Vo) (4) 

where 
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Figure 1. Dimensionless size distrib.ition g(x) 10< OIOROdisperse feed and 
no coogulation: K = 0, a = 0.5, w = 0.5, x, = 0.2. 

n•n(v) • { n(v - i}n(VJ dv 

and 50 "' So(c). 
We introduce the total number and volume densities of the 

aerosol 

N = J.•n(v) dv 

\' = f vn(v) dv 

N0 = J.•n.(v) dv 

V0 = f;,n.(v) dv 

and the following dimensionless groups. a = 6cu .. v,/V0, K = 
fj8N, w = 9SJN, where the mean residence time II= V/q. a, K 

and ware ratios of residence time to characteristic condensation. 
coagulation and nucleation times, respectively. 

Dimensionless particle volume and aerosol size distribution 
are defined as 

v0 ( v.,x) 
g(r) = NoN n No 

Then, (4) becomes 

1 
ag'(x) = T irg•g(x) - (I + 1e)g(x) 

+ r,J.x) + ...a(x - %e) (5) 

Note that the feed distribution g.(:t) and the nucleation term 
...a(x - %e) play equivalent roles in (5); so, for simplicity, we 
combine them, setting g1(r) = g.(r) + ...&;x - %e). 

It is necessary to evaluate the steady state number density N. 
J!y integration of (4) from 0 to co and solution of the resulting 
quadratic equation for N, one obtains 

N = ~8 [Vl + 2/i9/,N0 + lls0 ) - lJ (6) 

Subsequently we shall be interested in a monodisperse feed 
distribution no(v) = N.ti'..v - v1). tJsing (6), we find that 

go(r) = (I + f«- .., )&:x - I) (7) 

STUDY STATE SOUITIONS 

In this section we examine solutions of the material balance 
(5). First we consider special cases in which one or more of the 
physical processes is unimportant. 

No Coatulation; " = 0 

In the absence of coagulation, the aerosol fed to the reactor 
grows by condensation, and fresh aerosol forms by nucleation. 
There is no particle-particle interaction. Equation (5) can be 
easily solved to yield 

g(r) = ~ { [e-•1• g.(r - y) dy + wU(x - x.)e-<r-zoll•} (8) 

where U is the unit step function 

U(x) = {~ xsO 
r>O 

For a monodisperse feed, g. is given by (7), and 

g(r) = __!_ {(l - w)U(x - l)e-•.r- Ill•+ wU(x - x.)e-<z-zo>1•) 
Q 

(9) 

Figure I shows g(x) forO <:to< l. Physically, we note that the 
size distribution g(r) exhibits two peaks corresponding to the 
sizes of the feed aerosol (x = I) and that freshly formed by 
nucleation (r = x.). The distribution spreads tow<1rd larger 
sizes because of the condensation growth. The peal< at :r = 1 is 
higher than it would be in the absence of nucleation because 
some of the smaller particles have grown by condensation to 
sizes 2': I and augment the feed aerosol. The degree of spreading 
of the dlstribution is controlled by the dimensionless parameter 
er. which depends upon the residence time 6. 

No loiucleotiooo; w = Iii 

When nucleation may be neglected, (5) becomes 

I 
ag'(r) = T irg*g(x) - (1 + K)g(r) + g.(r) (10) 

Equation (10) can be solved by Laplace transforrnation (see 
appendix) to yield the general solution for the aerosol size distri­
bution 

(11) 

where 

4't(r) = :r'*e-11
• ""''" (12) 

and gZ• denotes the le fold convolution of g. defined by 

a•(r) = gggg ... •g.(:r) 

Again, if the aerosol in the feed is monodisperse, so that g.(z) = 
(I + 112K)c5(x - 1), then 

( 
I )•+1 

gZ't+ 11(x) = I + ~ /J(:r - (k + 1)) 

4itgt"+ 11 = ( 1 + f« )>+' [r - (k + I)] .. x 

V[r _ (Ii; + l)Je-<>+odlz-<k+l))/o 

The resulting distribution is thus 

(13) 

(14) 

• ic"(l + l/2K)"+'[:r - (k + l)J"'V[r - (k + l)Je-<l+odl~IHI• 
g(:r) = ~ 2"kl(lc + 1)1?+• (15) 
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Figure 2. Dimensionless size distribution g{x) for lllOnOdispene feed and 
ao nucleotion: K = l and 2, a = 0.25, w = 0. 

To observe the physical significance of this solution, let us 
examine the case in which a<< l, that is, when the characteris­
tic time for condensation is large relative to the residence time. 
For small a, the function 

V[x - (k + !)) [x - (k + l)]"r"+«llz-<>+•ll1«Ja"' + 1 

which appears in the k"' term of the series for g(r) is sharply 
peaked near x = k + I. The area beneath the peak is (2k)!/(l + 
1<)"" 1, so that the above function behaves like (2k)!6(r - (k + 
1)1/(1 + ic)"• 1• It then follows that the distribution behaves like 
the solution of (5) when a = w = 0: 

( ) = i- K'(I + l/2icf+ 'B[r - (k + I)] (2.1:)' 
g X f:o 2k(k + J)lk!(l + K)'*+ I (J6) 

In fact, this solution consists simply ofa series of spikes at x = 1, 
2, 3, . . Physically, this is plausible because coagulation is the 
only process by which tbe distribution evolves. Since the di­
mensionless feed distribution consists onlv of particles of size r 
• I, only integer multiples of this size wili"result. If ais nonzero 
but still small, roughly the same distribution will be obtained, 
that is, peaked at the positive integers, but with some spreading 
toward larger sizes due to condensation. If a is sufficiently small, 
the peaks will be sharp and will not significantly overlap. Con­
sequently, the distribution can be constructed by taking each 
term in the series individually. Thus, the peaks occur at approx­
imately x = (k + I) + 2ka/(I + ic), k • 0, 1, 2, ... The 
increased shift of the peaks at larger particle sizes results be­
cause, on the average, the larger particles have remained in the 
reactor longer and thus have had a longer time during which to 
grow. Figure 2 shows the distributions corresponding to a = 
0.25, and " • 1 and 2. 

Now consider the case in which all processes occur. The 
general solution of (5) is given by (11), withg. replaced by g 1 = g. 
+ !OO(x - Xo): 

• ti' {¢f(g. + fl>l)(r - :rorn••>+ "(x) 
g(x) = ~ 2ild(k + IJ!aa• 1 (I7) 

Once again. consider the monoclisperse feed distribution \7), in 
which case the size distribution in the CSTR is 

• ti ..... (k+l) 
g(x) = ~ 21k!(k+l)!a»•• ~ j x 

(1+ ! K-w)'w>+ 1-1 xU{:r-[i+(k+l-j)%e]}x 

- (J+c) 
{:r-[i+(A:+ l-JJ:r.]} .. e -.-0<-V+<1+1-J)>.]) (18) 
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figure 3. Dimensionless size distribution g(x) for lllOnOdisperse feed, 
iac:ludi"ll effect. of coogulation, condensation ond nucleotion: K = 2, a= 

0.05, w = 1, •• = 0.2. 

As before, for small a (small condensation rate), the distribution 
approaches a sequence of delta functions 

• • .ik(2k)1 

g(x) = ~ ... ~I 2kk!(k+l)!(l+K)ik•I X 

e:~l) (1+ + 1<-w)'wk+l-16{x-(i+(k+l-j)x0)} 

(19) 

The peaks in the distribution (19) occur at all points 
j+(lc+l-JJ:r., A:=0.1,2, ... ,j=0,1,2, .. ., k+I. These points 
correspond to all possible sizes that can be formed by coagula­
tion of particles initially of sizes 1 and x0 . For each value ofk, the 
peaks atj+(k+ 1-J):to represent the possible ways in which k+ 1 
particles in a mixture of sizes 1 and x0 may combine. 

If a~. the peaks are spread somewhat and shifted owing to 
condensation. Under the assumption that a is small enough so 
that the peaks do not overlap substantially, the peak at 
:r=j+(k+l-j):i:o is shifted to the right by 2kal(l+ic). 
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Figure 4. Di1M11Sionleu size distribution g(x) for rnonodispeBe feed, 
iacluding effect. of coogulation, c~on and nucleation: K = 2, a = 

0.2S,"' = 1, •• = 0.2. 
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It is interesting to note that for each k, the k+ I peaks at 
j+(k+ 1-j)x,, for j=O,l, ... , k+ l are distributed hinominally. 
This is precisely the distribution one would expect from random 
combination of particles of sizes l and r0 originally in the ratio 
l>'J8S0 = (1 + 112 1<-w)lw. This phenomenon is illustrated in 
Figure 3, in which !l'J8S0=I, and the peaks at 0.4, 1.2 and 2.0, 
corresponding to the three possible two-particle combinations, 
have the magnitude ratios 1:2:1. Similarly, the peaks near0.7, 
1.5, 2.3 and 3, corresponding to all three-particle combinations, 
have the ratios 1:3'3: 1. 

As a increases, eventually the peaks overlap, as shown in 
Figure 4. Only the peaks at x,, and l retain their distinctiveness. 

ANALYSIS FOR SIZE DEPENDENT GROWTH lllA TE 

In the previous section, it was assumed that the condensation 
growth rate of a particle was independent of its size; that is. J(t;) 
= a-.,c. Although this assumption enabled us to elucidate the 
general features of the CSTR size distribution, particle grov.-th 
ratt>s are, in generaL a function of particle size. For a 
monodisperse feed distribution we have seen that the effect of 
condensation with a size independent grov.1h rate is to spread 
and shift to the right the peaks in the size distribution resulting 
from coagulation. The greater spreading of the distribution at 
larger sizes was seen to be due to the longer residence time of 
the larger particles. With a size dependent grov.1h rate of the 
form J(t;) = ca-,i:>, 0 < y s 1, we expect an even greater 
spreading of the distribution at larger sizes, but ,.;thou! a qual­
itative change in the nature of the distribution. In this section we 
consider the growth rate l(d = ca-1.,, which represents the 
maximum growth rate possible. The ph~·sical basis for such a 
grov.1h rate has been discussed by Gelbard and Seinfeld (1979). 
In short, one obtains this expression when particle growth is 
chemical reaction controlled. 

The aerosol material balance is 

ca-,vn'(r) T ca-,n(r) = 2._ f3n*n(i:) - f3n(i:) r;.(Vjdi 
2 J.' 

+ __!__ [n,,(i:) - n(t;J] (20 
8 

where we have now dropped the nucleation term because of the 
equivalence of feed and nucleation sources demonstrated previ­
oush 

The equation is nondimensionalized as before with the excep­
tion that the condensation parameter a is now defined as 

a= 8ca-1 

In dimensionless form. (20) is 

m:g'(r) + ag(x) = + 1<g*g(x) - (1 + K)g(r) + g.(r) (21) 

Equation (21) is not amenable to solution by Laplace trans­
formation. Therefore we ";JI explore the behavior of g for small 
a. The important qualitative features of the solution ";II emerge 
in this case. We consider the monodisperse feed distribution 
g.(r) = (1 + 1/2 1<)&x- l). 

When a=O, the solution is, as we know, entirelv discrete. For 
small a>O. there will be some spreading introduced into the 
distribution. the spreading increasing "ith particle size. Be­
cause of the fundamental change in the character of the solutions 
from a= 0 to a #0, the anal vs is of the case of small a leads to a 
singular perturbation probl~m. This behavior is also reflected in 
the fact that the perturbing terll\ m:g'(r) is not small when r is 
near a natural number, since there g'(r) is very large. 

Since nonzero values of g are expected to occur in small 
regions about each natural number k, we replace the term 
m:g'(r) in (21) by akg'(r) for x near k. To begin, let us obtain an 
expression for the size distribution of the first peak, :r= I. Let 
1/11(r) represent this function. Note that no particles which have 
undergone coagulation will be in the size range of the first peak. 

July, 1980 

Consequently, to obtain t/J., we may drop the term 1/2 g•g(r) in 
(21). The term :rg'(r) isreplaced by g'(r) sincer= I, and we drop 
the term ag(r) since it is negligible compared to (1 +K)g(r). 
Hence, t/J1 is governed by 

l 
at/J;(r) = - (1+1<)t/J,{x) +(I+ T")6(r-l) (22\ 

Equation (22) may be solved to yield 

(1+ {-<) -~1,-1) 
ofi,(x) = e 0 U(r-1) (23) 

a 

The function t/J1 of (23), describing a sharp peak at r= 1. is, in 
fact, identical to the first term in the series (15). This is physicallv 
plausible, since near r= I the constant and linear gro"th terms 
are nearly the same. 

If, however, we choose not to replace rg'(r) by g'(r), the 
equation governing t/J1 is 

the solution of which is 

(1 +{") -~ 
ofi1(r) = :r 0 V(r-1) (25) 

a 

The function in (23) is, however, an asymptotic approximation to 
this function, for if 0 Sr-l2YE, then x- 1"-e-•r- 1>1• as E-+ 

ff'. Outside this asymptotic region, both functions are essen­
tially zero. For the sake of simplicity, however, (23) is the 
preferred expression, so we shall employ it in subsequent calcu­
lations. 

We now turn to the calculation oft/Ji. which is the distribution 
near the peak at r=2. We set r=2 in the coefficient of the first 
term. in (21). Now we must retain the coagulation term, because 
coagulation is the principal mode by which particles of sizer "'2 
are formed. Nevertheless, this term can be simplified since the 
full term 112 1<(o/11 +o/11 )*(o/J1 +t/Ji) may be approximated hy 
l/2Ko/J1*o/J1 near r=2. Hence, the governing equation for t/Ji is 

the solution of which is 

"( l + +"). -";,:' l>-2) 

t/J.(r) = U(r-2){ a(I+1<)2 e 

1<(1 + 2-oc)
2 

..il.±Jtl. 2 - a !r2) 

--a("'l-+-oc"").-- e 

"(I + Tcr -~ <>-21} 
2a•(J +1<) (r-2)e (27) 

The calculation of t/J, and subsequent functions proceeds in an 
analogous manner. In the case of t/J,, the coagulation term con­
tains only the convolution products of o/11 and t/Ji, since only these 
contribute significantly to the peak near r=3. The equation for 
.;. is 

3mfs3(r) = ...,,,•t/J.(r) - (1 +K)o/J,(r) (28) 

the solution of which is 

27 .r( I+ +. r -~ "-3J 

,;.(x) = U(:r-3){ l6a(I +1<)• e 3o 

AIChE Joumol (Vol. 26, Ho. 4) 
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Figure 5. Comparison of dimensionleu size disiributions resulting from 
constant ond lineorcOftdensation rotes, f(v) = "• ond f(v) = u,v, respec­

tively, and monodisperse feed: K = I, a= 0.05 in both coses. 

4K
1
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3 

_ o;,;) (•-l) 

a(l+r<)' e 

---l:t'-3) 
7K'(1 + _21 «)' (i+•) 

+ Sa'(!+ «) 3 (x-3) e • 

The sum o/11 + "1. + "'3 represents the solution to (21) for the 
first three peaks in the distribution. The only limitation in this 
analysis is that the peaks must be sharp and the distributions 
about each peak must not overlap. As i increases. the peaks of 
the o/I, tend to broaden, so that at a certain point this approach is 
no longer valid. Nevertheless, the first few peaks in the distribu­
tion provide an indication of the differences between the cases of 
size independent and size dependent particle growth rates. 
Figure 5 shows the distributions in these two cases. We see, as 
expected, that the effect of a linear size dependent growth rate is 
an acceleration of the broadening and a shift to the right of the 
peaks. 

CONCLUSIONS 

The qualitative features of aerosol formation and growth in a 
CSTR have been studied. Exact analytical solutions have been 
obtained to the aerosol balance equation in the case in which the 
kinetic coagulation coefficient and the particle growth rate by 
vapor condensation are independent of particle size. A pertur­
bation solution has also been obtained for the case of linear 
volume dependent particle growth and a monodisperse feed 
aerosol. 

The assumptions required to obtain these solutions are sim­
plified, but they may nevertheless be useful in understanding 
the qualitative features of real systems, and in the case in which 
the feed is monodisperse and Brownian coagulation is occurring 
in the reactor, these solutions may, in fact, be reasonable ap­
proximations to the actual size distributions. 

AIChlE Joull'Mtl (Vol 26, Mo. 4) 

In addition, the important dimensionless groups governing 
aerosol beha\iOr in a CSTR have been elucidated. These groups 
are ratios of characteristic times for coagulation, condensation 
and nucleation to the mean residence time and can be expected 
to play an important role in aerosol systems even when the 
simplifying assumptions employed here do not apply. 
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Al'PENDIX: SOLUTION OF EQUATION (10) 

The aerosol balance equation is 

I 
ag'(x) = 2 Kg'g(x) - (l+K)g(x) + g.(x) 

Application of the Laplace transform to (Al) gives 

I 
mG(s) = 2 KC'(s) - (I +K)G(s) + Go(s) 

where 
"' 

G(s) • J.•-"g(x)d.x 

Equation (A2) may be readtly solved for G(s), and we obtain 

G(s) = (E- v{'-2KC.(s))/K 

(Al) 

(A2) 

(A3) 

where€= (as+ I +K). Taylor expansion of G(s) in powers of Go(s) gives 

G(s) = G.(s) + 

' 
(2k+l)! «"'' 

2"k!(k+2)1 ("'" G~.,(s) 

If we de.-.ote by ¢ the fonction defined by 

then we see that 

where 

- o:ir) r 

<l>.(x) "'x"'e 

""'= (2k)!4>3' .... ' 

(A4) 

(AS) 

(A6) 

(A7) 

and 44• denotes the k fold convolution of If>.. Since under the Laplace 
transform, If>. --+ al~. we see that 

or, equivalently, that 

..., I 

(2k+ 2)1a',..' --+ ("'•' 

Thus, termwise inversion of (A4) gives 

l • «"{<l>fgt'>+"](x) 
g(x) =-;;- (g.•if>.)(x) + ~1 2"kl(k+ !)la'"+' 

«"{ <l>f g:it+llJ(x) 

2"k!(k+l)!a»• 1 
(AB) 

c 

"" ft.v) 

= vapor concentration, g-mole cm-• 
= vapor concentration in feed, g-mole cm-• 
=volume function appearing in l(v), u,v', µ.m•s- 1 (g-

mole cm-3)- 1 

g(:t) = dimensionless size distribution function 
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l(v) = rate of change of the volume of a particle by vapor 
condensation, µ.m 3s- 1 

M = molecular weight of the gas. g mole-• 
n(vj = size distribution function µm- 3 cm- 3 

n,,(t·) =size distribution function offeed aerosol, µm-'cm-' 
N = total aerosol number concentration, cm-' 
N0 = total aerosol number concentration in feed, cm-' 
q =volumetric flow rate through CSTR. em's-• 
S0 = rate of formation of particies by nucleation. cm-• s- • 
ll(r) = unit step function 
v = partiele volume, µm 3 

v1 = volume of feed aerosol, µ.m' 
v0 = volume of particles formed by nucleation, µm 3 

V = CSTR volume. cm 3 

V = total aerosol volume concentration. µ.m 3crn- 3 

V0 = total aerosol volume concentration in feed, µm 3cm- 3 

:r = dime'!_sionless particle volume, N0v!V0 

x. = N0vJ\'0 

"' ~v,V) = 6c0u.,\'JV0 or 6c0u, 
= coagulation coefficient, em's _, 

'Y = exponent in gro"'1h rate expression 
ll(v) = Dirac delta function 
6(x) = V.6(v)IN0 

8 = V/q 
" ={JBS 
p = liquid density of aerosol particles, g cm-' 
u, =constant in e:rpression for fiv), µm>->Y s-'(g-mole 

cm-3)·• 
.,,,(x) = size distribution around i"' peak in the size distribu-

tion 
"' = 8S.,!f\.' 

= convolution operator 
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TURBULENT DEPOSITION AND GRAVITATIONAL 
SEDIMENTATION OF AN AEROSOL IN A VESSEL 

OF ARBITRARY SHAPE 

JAMES G. CRUMP and JOHN H. SEINFELD 

Department of Chemical Engineering, California Institute of Technology. Pasadena, CA 91125. 
U.S.A. 

(Receired 23 June 80 and in revised form 9 March 1981) 

Abstract-A general formula for the rate of aerosol deposition due to turbulent diffusion, Brownian 
diffusion, and gravitational sedimentation in a turbulently mixed, enclosed vessel of arbitrary shape is 
derived. It is shown to reduce to the formula of Corner and Pendlebury Proc. Phys. Soc. 864, 645 
(1951) for a cubical vessel. The result is essentially independent of the form of the eddy diffusivity near 
the watt and demonstrates that for vessels with non-vertical watts, sedimentation and diffusion are 
intimately coupled in determining the total deposition rate. The effect of inertia is estimated and used 
to assess the range of particle sizes for which the analysis is applicable. 

INTRODUCTION 

We consider the problem of predicting the rate of wall deposition of an aerosol in a 
turbulently mixed, enclosed vessel of arbitrary shape. Such predictions are of importance in 
understanding the losses of aerosol that occur in chemical reactors and other chambers. 
Losses of aerosol in an enclosed vessel result from deposition due to Brownian diffusion and 
turbulent transport to the walls and from gravitational settling. The classical result for this 
problem is that of Corner and Pendlebury (1951) who derived a formula for the aerosol 
deposition rate in a rectangular box.* In this work we consider the problem for a vessel of 
arbitrary shape. It will be shown that the result of Corner and Pendlebury is simply a special 
case of that obtained here. Because of the practical relevance of a spherical vessel, we first 
solve that problem completely before presenting the solution for the arbitrarily shaped 
enclosure. Both the spherical and rectangular cases, of course, fall out as special cases of the 
general result. The effect of vessel shape has not generally been accounted for in estimating 
aerosol deposition rates, and we will show that the vessel shape affects the coupling between 
Brownian and turbulent diffusion and sedimentation. Of particular interest is clarification of 
the assumptions on which the analysis rests. 

The total aerosol deposition rate (particles s 1
) is computed from the product of the local 

deposition flux and the internal surface area of the vessel. The deposition coefficient per unit 
volume of the vessel, {3, is then defined as the ratio of the deposition rate to the total number of 
particles in the vessel. It is frequently suggested that the deposition coefficient per unit volume 
should have the form 

v SD 
/3 = h +Va 

where i: is the terminal particle settling velocity, his the vessel height, Sand V the surface area 
and volume of the vessel, D the particle Brownian diffusivity, and a the diffusion boundary 
layer thickness at the vessel wall. We show later that under certain circumstances f3 may be 
shown to reduce to this expression, but that in general the above simple expression for f3 is 
inadequate. 

• The total loss rate, which results from both Brownian and turbulent transport and gravitational settling, is usually 
referred to simply as the deposition rate. Jn this context, therefore, the deposition rate will be taken as synonymous 
with the total watt loss rate. When discussing that contribution to the deposition rate arising from Brownian and 
turbulent transport, we wilt be careful to delineate such. 
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In the next section we consider the problem of deposition in a spherical vessel. In the 

section following we then generalize to a vessel of arbitrary shape. 

TURBULENT DEPOSITION AND GRAVITATIONAL SEDIMENTATION 

OF AN AEROSOL IN A SPHERICAL VESSEL 

We begin by considering the case of a sphere. The result for an arbitrary vessel is obtained 

by essentially the same reasoning. and is presented subsequently. The aerosol is assumed to be 

perfectly mixed in a turbulent core of the sphere, and only in a small (turbulent) boundary 

layer do gradients in concentration occur. These gradients give rise to deposition by both 

turbulent and Brownian diffusion. In addition, gravity imposes an overall downward drift on 

the aerosol particles. leading to enhanced deposition on the bottom of the vessel. 

Let R denote the radius of the sphere. 8 the polar angle, and suppose the turbulent 

boundary layer has thickness 6. It will turn out that the exact value of c5 is of no consequence, 

but we must make two assumptions concerning it. The first is that c5j R ~ 1. This is plausible 

since we assume at the outset that there is turbulent mixing in the vessel. 

In the boundary layer we assume there exist three modes of transport of particles­

turbulent diffusion. Brownian diffusion, and gravitational sedimentation. The flux due to 

molecular diffusion is given by - Dvc, where c is particle concentration and D is the 

Brownian diffusivity. That for turbulent diffusion is assumed to be represented by - D. vc, 

where D0 is an eddy diffusivity, which depends on position, as well as, possibly, particle size. 

We assume the average gas velocity near the walls is negligible. Then the effect of 

gravitational sedimentation is accounted for by the term vk · V'c, where v is the terminal 

settling velocity and k the unit normal vector in the vertical direction. 

We assume a quasi-steady state in the boundary layer. That is, we take the concentration in 

the turbulent core to be constant. Under these assumptions the aerosol concentration in the 

boundary layer is governed by 

v · [ (D + D,)vc J-vk · vc = 0 

for R - c5 < r < R. The boundary conditions on equation (1) are 

C=O 
C = Co 

r = R 

r=R-b 

(1) 

(2) 

where c0 is the bulk concentration. For the eddy diffusivity, we use Prandtl's mixing length 

expression near a wall, (Corner and Pendlebury, 1951) D, = k.x2
, where x denotes distance 

from the wall, and k, may be evaluated from the turbulent energy dissipation rate. The eddy 

diffusivity for aerosol particles should also depend upon particle size, since larger particles do 

not exactly follow the flow. However, Hinze (1959), following Tchen (1947), has solved the 

equation of motion for a particle moving in a homogeneous turbulent flow field, and has 

shown that in the long time limit particle and fluid eddy diffusivities are equal. Experiments 

carried out by Kalinske and Pien (1943) and by Rouse (1939) for eddy diffusion and settling 

of sand in water indicate little variation of eddy diffusivity with particle size. An explanation 

for this phenomenon, advanced by Fuchs (1964, p. 263), is that although larger particles do 

not follow the fluid motion as closely as small particles, their motion is more persistent due to 

their larger mass. This effect tends to equalize the average distance moved by both large and 

small particles over sufficiently long times. Nevertheless, we anticipate inertial effects to 

become important for large particles or strong turbulence, and the magnitude of these are 

estimated later to assess the validity of the above theory. 

We begin the analysis by making the assumption that D ~ kec5 2
• This assumption is merely 

the statement that at the outer edge of the boundary layer turbulent diffusion dominates 

Brownian diffusion. 
In polar coordinates equation (1) becomes 

- - r (D + D )- + --- - sm 8 - + v cos 8- - -- - = 0 1 2( 2 oc) (D+D.)c(. cc) cc i:sin8ec 
r2 Cr e er r2 sine cfJ ee er r ae (3) 



34 

Aerosol deposition in vessels 

Setting x = R - r, equation (3) assumes the form 

1 c (<R-x)2 (D+D) cc)+ (D+De) !_ 
(R - x) 2 ex e OX (R - x)2 sin B oB 

x sin&- -vcosB----- = 0. ( 
cc) oc v sin B oc 
oB ox (R-x) oB 

(4) 

Now we introduce dimensionless variables by setting z = xjkJD and u = c/c0 , giving 

1 a [( [/))2 
2 cu] D (1 +z

2
) a 

( ~ [/))2 CZ l -z ....j-;::Rl (1 +z ) CZ + k.R 2 ( [/))2 . ae 
1 - ,, ....j -;::ii? 1 - z ....j -;::ii? sm B 

( 
OU) v au v sin B OU 

x sin& oB - Jk:D cos& oz - k.R ( _ }&) oB = 0. (5) 

1 z k R2 
e 

Now, in the boundary layer x :::;; b, so z :::;; {J Jk./ D, and hence z J&:::;; (b jk;7D) 

x /i)k D 2 = l>/ R ~ 1, so we may ignore z rv-: in comparison to 1, leaving the simplified ....j-;::Rl ....j -;::ii? 
equation 

c 'l 2 cu J D (1 + z2
) c ( . e cu) v cos B OU v sine OU 0 - (l+z )- +----- sm - --------= . 

CZ oz k, R 2 sin B cB ce Jk:D oz Rk. oB 
(6) 

;---- OU 1 ~ . 
At z = 0, u = 0, and at z = l>vk./D, u = 1, so oz -b....;D/ke. Smee at z = 0 and 

z = b,/ k,/ D, u is constant, we expect I~~ I :s; 0(1). Thus, the second term of equation (6) 

has order D/k.R 2 = (D/kel> 2 )(l>/R)2 ~ 1, so is completely negligible. The third term has 

order (v/Jk,D )Gfliik.)= v/l>ke, while the fourth has order v/Rke. The ratio of the 

fourth to the third terms is of order (v/Rke)/(v/l>k,) = l>/R ~ 1. Hence we drop the fourth 
term of equation (6) in favor of the third, leaving 

c [ 2 OU J v cos B OU -:;- (l+z)-:;- ----=0 
CZ OZ jkJ) OZ 

together with the boundary conditions 

u(O, B) = 0 

u(l> jkJD, B) = 1. 

The solution of equations (7) and (8) is 

u (z, B) = [ e J . rcos ;,:-m 
exp -,= tan- 1 (b v k./D) -1 

Jk,D 

exp[~ tan-
1 z]-1 

(7) 

(8) 

(9) 

Recalling that {J 2 k,/D ~ 1, it follows that l>Jk,/D ~ 1, so that tan- 1 (tJjk;jD);;;; rc/2. 
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Thus, we have 

exp[~tan- 1 z J-1 

u(z,O)= v[m:cos&J 
exp -1 

2 .._, k,D 

The deposition flux at the surface is given by 

D ~c I = c 0 D ~ u I = . c 0 r cos e 
c x x = o c x x = o [ 1rr cos e J exp -1 

2 v/k,D 

and the total deposition rate is 

2
nR 2 f" c0 rcos&sin&d8 . 

Jo [ nrcos e J exp -1 
2 v1 k,D 

The deposition coefficient per unit volume is 

3 l" v cos e sine de p--
- 2R 0 [ nr cos e J . 

exp --,..= -1 
2 .._/ keD 

Setting x = n;:__, equation (13) becomes 
2vfk,D 

P= - --+-x 3 v
1 
k,D [ 21·' t dr 1 J 

nR x 0 e' -1 2 

where we have used the faci that 

~ rx ~= 1 rx~+!x 
x J0 1 - e - r x Jo e' - 1 2 · · 

Therefore, we may write the deposition coefficient p as 

where D 1 denotes the De bye function (Abramowitz and Stegun, 1964), 

1 lx l dt 
D1(X) = - -,-1. 

x 0 e -

(10) 

(11) 

(12) 

(13) 

(14) 

(l 5) 

(16) 

Figure 1 shows {3nR/3 Jk,D as a function of x. Note that P divides into two terms 

/3 = 6 .. JkJS D ( ~)+-v-. 
nR 

1 
2 ~keD 4R/3 

(17) 

The second term in equation (17) corresponds to the gravitational sedimentation term in the 

formula P = r / h +SD/Vu, since for a sphere 4R / 3 is the average height. Note that the first 
term, however, also depends on r, so is not a purely diffusive contribution. If x ~ 1, since 

n2 
D 1 (x) -

6
x for large x, we have 

(18) 
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4 5 6 8 9 10 
• •7Tv/2.jl<;D 

Fig. I. Dimensionless deposition coefficient. 

On the other hand, Corner and Pendlebury's result for a cube of side L, 

P 1 [8 -Jk:D h (x)] = - + vcot -
L n 2 

has the property that for x ~ 1, 

P- 8-JQJ +.::_. 
nL L 

(19) 

(20) 

As can be seen in equation (20), the sedimentation and diffusion terms actually are separate 
if x ;?:> 1 for an aerosol in a box. In this case the Fuchs formula holds provided we choose 

a = ( 3n/ 4) ,/ D / k,. Hence, the diffusion boundary layer thickness must depend on particle 
size, as Harrison (1979) has shown experimentally. 

In the case of a sphere equation (18) shows that diffusion and sedimentation terms do not 
separate for x ~ l. Because of the inclined surface of the sphere, sedimentation is always 
coupled to the diffusion process, whereas this is not the case in a vessel having only vertical 
and horizontal sides. 

The coefficient f3 depends on particle size, and in Fig. 2, Pis shown as a function of particle 

·• 10 .,_.,_ ___ __,,,~----'o-------C:'":' 
0.01 0.1 1.0 IO.O 

d(µ.m) 

Fig. 2. Deposition coefficient as a function of particle size fork, = 36 s- 1
, R = 30cm, and a water 

aerosol in air at room temperature. 

size. In this figure k, has been taken as 36 s - 1, corresponding to a value encountered in some 
of the experiments of Okuyama et al. (1977), in which a cylindrical stirred vessel was used. 
Also R = 30cm, and all other properties correspond to a water aerosol in air at room 
temperature. Note the minimum in p. Larger particles sediment rapidly, while smaller 
particles diffuse more rapidly. This does not, however, result in a cancellation of the size 
dependence of f3 since these two counteracting effects operate in distinct size regimes. In 
figure 3 a hypothetical diffusion boundary layer thickness defined by the Fuchs formula is 

A.512:5~8 
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Fig. 3. Hypothetical Brownian diffusion boundary layer thickness calculated from the Fuchs 
formula and deposition coefficient of Fig. 2. 

shown. Note that it exhibits behavior similar to that of {3. Figure 4 shows the dependence of f3 
on ke. 

16 1 -----------~ 

.. 
107------,~----'---____; 

0.01 0.1 1.0 10 

Fig. 4. Deposition coefficient as a function of particle size for various values of eddy diffusivity and 
same conditions as in Fig. 2. 

EFFECT OF PARTICLE INERTIA 

If the particles are large enough so that the average stopping distance s exceeds the 
turbulent boundary layer thickness, then the particles essentially coast through the boundary 
layer to the wall. In the foregoing analysis we have assumed that the principal mode of 
transport through the boundary layer is turbulent and Brownian diffusion. We can account 
for inertial effects by considering a model in which particles are essentially captured within a 
distances of the wall, and transport of particles up to this point is accomplished by turbulent 
and Brownian diffusion. This model is crude, but will allow us to assess the validity of the 
non-inertial theory. 

So, let s ~ b. We solve the transport equations as before but with the new boundary 
condition 

c(s, 0) = 0 (21) 
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that gives the dimensionless concentration distribution, 

u(::, 0) = ( ) ( ) 1rv cos e v cos e 
exp ~ - exp fi:n tan - 1 (s JkJD) 

2 keD y keD 

The flux is now given by 

2 cc I (D + kes )-;;-
OX x=s 

( 
1rv cos e ) ( v cos e ri:-m ) · 

exp /.-:: - exp fi:n tan - 1 (s....; ke/ D) 
2ykeD ykeD 

This becomes equal to (11) provided the following conditions hold: 

s~b 

(22) 

(23a) 

(23b) 

In general the particle size range over which the theory presented previously will hold 
depends on the degree of turbulence. As an example, we estimate the above quantities for two 
sets of conditions in a spherical vessel of radius 30cm stirred by a six blade impeller, of blade 
length lOcm and width 2 cm. For such a vessel Bates et al. (1966) give the power correlation 

p = 4pn 3 d 5 (24) 

where p = fluid density, n = rotational speed of stirrer, and d = blade length. If we assume 
complete turbulent dissipation, we obtain the turbulent dissipation rate t: as 

(25) 

where V = total vessel volume. 
Following Okuyama et al. (1977), we set ke = 0.4(2t:/16v)112 where vis the kinematic 

viscosity of fluid. We estimate the stopping distance of particles using the Stokes drag with 
Cunningham correction and the velocity 

u = 30( :: ) = 30(2t:/15 v)1
i
2

• (26) 

That is, we take the size of the vessel as an upper bound on the characteristic length scale of 
the turbulence. 

For the case of particles of 0.1 µm radius, unit density (g/cm3
), and a stirring speed of 

500 r.p.m., the above equations yield 

sJke/D=0.17 

~ tan- 1 (s .jk:;D) = 1.4 x 10- 3 

....;keD 

(27) 

(28) 

Now, we know that b Jke/ D ~ 1, so (27) shows that s ~ b. Equation (28) shows that the 
other condition (23b) holds. In fact, since for particles of 0.1 µm radius we have 

~ = 8.12 x 10- 3 and tan - 1 x < ~ for all x, inertia does not play an important role 
....;keD - 2 

until s ./kJD becomes significantly larger than one. Since s Jk:/i5 = 1 at a rotational speed 
of 1100 r.p.m., inertial effects are insignificant until the stirrer speed greatly exceeds 
1100 r.p.m. 
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At lower levels of turbulence, the analysis is valid for larger particles. For example, at 
100 r.p.m. with 0.5 µm diameter particles we obtain 

(29) 

(30) 

TURBULENT DEPOSITION AND GRAVITATIONAL SEDIMENTATION OF 

AN AEROSOL IN A VESSEL OF ARBITRARY SHAPE 

We have just considered deposition and sedimentation in a sphere. However, the same 
analysis applies to any vessel, provided the boundary layer thickness c5 is small relative to a 

characteristic dimension of the surface, and relative to the sum(_!__+_!__), where r 1 and r 2 are 
r1 ri 

the principal radii of curvature at a point; and again, provided D ~ k,6 2
. In this case, by 

choosing the x-coordinate to lie along the inward unit normal to the surface, and the other 
two coordinates to be tangent to the surface we obtain the same equations for the 
concentration in the boundary layer with the x variable chosen as given above. The term cos e 
for the case of the sphere is replaced by n (y) · k, where k is the unit vector in the vertical 
direction, n ( y) is the unit outward normal to the surface. The details of this calculation are 
shown in the Appendix. The result is that f3 is given by 

1 I vn(x)·kdA(x) 
f3 = -

V [nrn(x)·kl - exp - 1 
"" 2 1k DJ V e 

(31) 

where l: denotes the surface and V the volume of the vessel, and dA (x) is the differential area 
element on l:. If n (x) · k = 0, the integrand is to be interpreted as the limit as n (x) · k --> 0, 

which is easily seen to be 2 .y1keD .In. 
The above formula is actually a generalization of the formula obtained by Corner and 

Pendlebury (1951) for a cube of side L. To see this, note that on the vertical sides of the cube, 

n (x) · k = 0, so the integrand is 2 vi ke D / n, and the integral over the four vertical sides is 

8L2 ~ keD /n. On the top, n(x) · k = 1, so the integral is rL 2 
/[ exp(nr/2 Jk,D )- 1]. On the 

bottom n(x)·k = -1, and the integral is thus, -vL2/[exp (nv/2jk)))-1]. The total 
integral over the surface of the cube is then 

L 2
[

8 /k;D + rcoth( nr )]· 
n 4yik,D 

Hence, dividing by the volume, L 3 , of the cube gives 

1 [8 fkD ( nv )] f3 = - ~- + v co th 
L n 4 1k D V e 

(32) 

the formula of Corner and Pendlebury (1951). 
The result may be expected to hold provided first that our approximation of homogeneous 

turbulence is adequate, and second, if the turbulence is sufficient to insure that the 
concentration is uniform except in a boundary layer whose size is small compared to the 
dimensions and radii of curvature of the vessel. The inequality D ~ k,b 2 then follows, 
because in order for the concentration to remain fixed at the edge of the boundary layer, 
turbulence must intercede, since aerosol diffusion coefficients are usually quite small. Finally, 
we require that the inequalities (23a) and (23b) hold. 

It is also worth noting that the particular form of De chosen is not too important. If we 
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choose D. = k.x 3 as suggested by Friedlander (1977) and assume D ~ k.b 3 then similar 

analysis leads to 

[
(l+z)

3
] vcose exp{ vcose . [tan_ 1 2x-1 +~]}-l 

(1 +z3) 6(k.D2)1'3 .j3(k,D2)1,3 fi 6 

u(z,O)= [ 2nvcos8 J (33) 
exp -1 

3 fi (k,D 2)1 i3 

where z = x(k,/D) 113. Then the surface flux is given by 

vcos e 
exp -1 [ 

2nvcos e J 
3vf3 (k.D 2) I '3 

which is very similar to our previous expression. 
In fact, if we assume D, = k,x", the surface flux is given by 

exp 

vcose 

[ 
nvcose J 

(n sin~ )J' k,D" - 1 

n 

and the loss coefficient, {3, is given by 

where 
m: 

X=-------

(nsin~)~fk,Dn-I 
n 

For vessels of arbitrary shape, 

f3 _ !__ I---v_n (_x_) ·_k_d_A_(x_)~-
- V [ nvn(x)·k J · 

:i: exp - 1 
(nsin~)jk,D"- 1 

n 

CONCLUSIONS 

(34) 

(35) 

(36) 

(37) 

(38) 

We have derived a formula for the rate of aerosol deposition on the walls ofa turbulently 

mixed, enclosed vessel of arbitrary shape under the assumption of homogeneous turbulence 

near the walls. The result is shown to reduce to the previously obtained results of Corner and 

Pendlebury (1951) and Fuchs (1964) under appropriate conditions. We have also noted that 

the result is essentially independent offunctional form of the eddy diffusivity near the wall. In 

vessels with non-vertical sides, sedimentation and diffusion are intimately coupled, and the 

simple formula f3 = v/h +SD/ Va is inadequate. Finally, we have given conditions on the 

particle stopping distance under which the analysis can be expected to hold. 
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APPENDIX. DERIVATION OF EQUATION (21) 

Let y = (y,, y 2 , y 3 ) be (not necessarily orthogonal) curvilinear coordinates. Then the differential expression 

in rectangular coordinates becomes 

where g = ldet(gijJI. and 

I c ( cu .. r) 
'-.- - a(r)-g'1 ;g L. ' • . • \. 
.. j vY cy, cyJ 

fr, cy, 
g'J=I-- . 

• rx, fx, 

In our case we assume we have a surface given by x · = (x"1 , x'z, x:iJ = Rf (y2 , y 3 ). where y2 and y 3 are dimensionless 
parameters and Risa characteristic length. We define curvilinear coordinates (y 1 , y2, y 3 ) by 

(x'1 , x'.z. xj) = R[ f(y,. y 3 )- y, n()i. y 3 )] 

where n(y2 . y 3 ) is the unit normal to the surface. Let (x 1 • x 2 , x 3 ) = (x'1 f R. x'2 /R. x'3 / R ). Then the differential 
equation we are to solve is 

I vk 
2V·[(D+D,)Vu]- ·Vu= 0 R R 

where D, = k,(y 1 R) 2
• The boundary conditions are 

u=O 
u = 1 

y, = 0 
y, = b/R 

The coordinate transformation we have chosen has the properties g 11 = 1, g 1
j = 0 for j i- 1, and 

ig = I n . ( !f -Y' ~n ) x ( !. f - Y' ~n ) I 
V CJ2 CJ2 C}'3 C}'3 

Hence, in the y-coordinates we have: 

1 c ( 2 2 cu -) (D+k,R 2 v~) 1 c (cu . -) --.--.- (D+k,R Yil~vY + 2 • . I --:=-;;:--- -::-g''vg 
R2yfgCY1 cy, R l.J+lvgCJ; cyj 

v cu v cu cy 
--n(y)·k-.--- I-::--) =o. 

R cy 1 R 1 ,. 1 cyj cx3 

{k;R2 
Now we set z = y, yo, giving 

~~((I +z2/u Jii)+~(I +z2
) I ~ j_(~g'jJii) .Jg c= oz k,R ;_ 1 ,. 1 Jg cy, oyj 

i· cu v cu oyj 
--=n(yJ·k--- I -::- - = o 

yf k,D oz Rk, 1 ?'1 cyj ox3 

(A.I) 

(A.2) 

(A.3) 

(A.4) 

where n(y) = n(y2 , y3 ) is the unit normal on the surface, and k is the unit vector in the vertical (xj) direction. Now, 
b 

making the assumption that R ~ l and k,b 2 ~ D, as before, we find that the second sum above is negligible, as is the 
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fourth compared to the third, leaving 

Now, 

and 

I c ( cu -) r cu -=- (1+:2)-:- /g - _D(y)·k, =0. 
lg CZ c:: v I k D c: 

" v ~ 

\
cu 1 c(./gJ\ bi 1 c(jgJI 
c:~9~ ~Rl._i9~1 

\
a(JgJ 1 \ I (oD cf) (er i'D )\/\ (cf ar )\ 
~Jg = D· i'y2 x cy3 +D· cy2 x cy3 D· CYi x oy3 

(A.5) 

near the surface. This is just twice the mean curvature or (2- +_!_),where r 1 and r2 are the (dimensionless) principal 
r1 ri 

radii of curvature. Thus, 

., I l c( ,/g) I ( ., ., ) 
R ~· g ?,\~ = R-;; + Rr2 

and Rr 1 and Rr 2 are the (dimensional) principal radii of curvature. We assume that bis small compared with these 
and the resulting simplified equation is 

c ( _2 cu) r . . cu _ 
--;;- (I + • ) --;;- - -= D(j) k --;;- - 0. 
c: c: v' k,D c: 

Now everything follows as before, and the formula for the total deposition rate is 

Co f--[~~~i~·kk_J __ dA(y). 
r exp --==- - I 

2, J..,D 
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ABSTRACT 

Aerosol particle wall loss rates were determined experimentally in a 

spherical continuous stirred tank reactor. The particle size and mixing 

rate dependences are shown to agree with the theoretical result of Crump 

and Seinfeld (1981), in which the particle loss coefficient Bis related 

to particle diffusivity D, particle settling velocity v, the coefficient 

of the eddy diffusivity ke and vessel radius R by 

TIV 

12k D f2-9 tet v s = e 
dt + 4R/3 Rrrv et-1 

0 

For the vessel used in these experiments, ke was found to be proportional to 

the 3/2 power of the volumetric flow rate, in accordance with theoretical 

expectations. Results of a similar nature may be expected to hold in vessels 

of arbitrary shape. 

*Environmental Engineering Science 
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INTRODUCTION 

Loss of particles to vessel walls occurs in all experimental situa-

tions involving aerosols, and in some cases can be an important factor in 

altering shapes of particle size distributions. The loss rate to the 

walls depends in general on vessel size and shape, mixing characteristics, 

and particle size. Consequently, for loss rate determinations to be use­

ful in size distribution studies these dependences must be known. 

In this paper we describe experiments designed to measure particle 

loss rates in a continuous stirred tank reactor and show that the size 

and mixing dependence agree with the theoretical result of Crump and Sein-

fe l d ( 1981 ) . 

Wall loss rates are generally expressed through the wall loss coeffi-

cient B. defined by the equation 

an _ 
at - - Sn (1) 

where n(d,t) is the particle size distribution function in the vessel. 

This equation holds provided the aerosol in the vessel is well-mixed, ex-

cept possibly in a small boundary layer near the wall, whose total volume 

is negligible compared to that of the vessel. 

Most investigators have assumed the loss rate coefficient to be rela­

ted to particle and vessel characteristics by 

6 = ~ + SD 
h Vo 

(2) 

where v is. particle sedimentation velocity, h is vessel height, S is 

vessel surface area, D is particle diffusivity, V is vessel volume, and a 
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is a diffusion boundary layer thickness. This expression is based on the 

assumption of complete convective mixing in the vessel except in a small 

layer near the wall where Brownian motion is the only diffusional transport 

mechanism. Gravitational sedimentation is assumed to be independent of diffu­

sion, and the loss rates due to sedimentation and diffusion are summed to give 

the total loss rate in Eq. (2). 

A flaw in this model is the evident inconsistency of the assumptions 

of complete convective mixing outside the boundary layer and complete absence 

of convection within the boundary layer. As a result, the quantity a is 

really a hypothetical variable defined by Eq. (2), and dependent in general 

on particle size, vessel characteristics, anddegree of mixing. 

Several previous studies of particle wall loss in ciosed vessels have 

been carried out are are summarized in Table I. The work of Van de Vate 

and that of Harrison merit some explanation, since they represent the only 

attempts to address the particle size dependence of the loss coefficient. 

Using polystyrene latex spheres with diameters ranging from 0.09 µm to 

1.3 µm, Van de Vate obtained excellent agreement of his experimental values 

of the loss coefficient with Eq. (2) by taking cr to be 0.85 mm, independent 

of particle diameter. However, he also assumed the density of polystyrene 

latex spheres to be 0.95 g/cm3 instead of the accepted value of 1.05 g/cm3. 

Moreover, Van de Vate asserted that the value he obtained for cr should hold 

universally in closed vessels since loss rate is only a weak function of 

the degree of convective mixing in the vessel. 

Harrison, also using polystyrene latex spheres, detennined the bound­

ary layer thickness as a function of particle diameter to be of the fonn 

0 = 3.7d-1·7 (3) 
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where both a and d are in µm. This result is, however, doubtful since it 

predicts increasing diffusional contributions to the loss rate with increas-

ing particle diameter, despite the fact that the diffusivity decreases with 

particle size.and diffusion due to mild convection is not expected to be 

size dependent. Possibly, charge effects contributed to Harrison's results. 

In any case, in no previous work were the effects of vessel shape or 

degree of convective mixing quantitatively accounted for. In addition, 

quantitative loss rate data have typically been reported in terms of the 

hypothetical boundary layer thickness o, whose dependence on these factors 

is unknown. 

DEPENDENCE OF WALL LOSS RATE ON GEOMETRY AND 

CONVECTIVE MIXING 

Crump and Seinfeld (1981) obtained an expression for the wall loss 

coefficient in a vessel of arbitrary shape as a surface integral of the 

form 

S = lfv~(x)·~dA(x) 

v r /\ "J nvn{x)·k 
exp - - - 1 
2~ 

,... 

where ~(x) is the unit outward normal to the surface, and k is the unit 

vector in the vertical direction. For a spherical vessel, such as that 

used in the experiments to be described, Eq. (4) reduces to 

6/Kl) 
8 - e 0 (rrv) v 

- R 1 2~ + 4R/3 

(4) 

(5) 
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where R is the sphere radius, ke is the coefficient of the turbulent eddy 

diffusivity in the wall layer defined by 

2 D = k y e e (6) 

in which y is distance from the wall, and o1 is the Debye function given 

by 

x t 
D (x) = l f _g_ dt 
1 x o et-1 

(7) 

The only unknown parameter in the expression for S is the coefficient 

of the eddy diffusivity ke. Okuyama et al. (1977) suggest that 

k o: (E/v) 1/ 2 
e 

(8) 

where E is the turbulent energy dissipation rate and v is the kinematic vis-

cosity of the fluid. This expression is essentially the Prandtl mixing 

length formula, where (s/v) 112 is proportional to the rms velocity gradient 

in the boundary layer. 

Using Eq. (8) and assuming a constant fraction of the incoming kinetic 

energy is dissipated in turbulence we obtain, for a vessel through which 

a volumetric flow rate Q exists, 

k 0: Q3/2 
e (9) 

Convection due to thermal gradients has been ignored and can be expected to 

be important only at very low flow rates. 
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DESCRIPTION OF EXPERIMENTS 

A continuous stirred tank reactor (CSTR) was used to measure particle 

loss rates in two sets of experiments conducted at two flow rates. The CSTR 

is a glass vessel, roughly spherical in shape, of approximately 118 liters 

capacity, fitted with inlets and outlets. Stirring was accomplished by means 

of convection due to flow through the vessel, and in several tracer experi­

ments using oxygen, mixing was shown to be nearly ideal. In most of the 

experiments sodium chloride particles were used, but polystyrene latex par-

ticles were used in two. 

The aerosol was produced by atomization of sodium chloride solutions or 

dilute suspensions of polystyrene latex, followed by passage through a Kr-85 

charge neutralizer and diffusion drying tube. In the case of sodium chloride 

aerosols, the aerosol was passed through a TS! model 3071 electrostatic class-

ifier to separate out a monodisperse fraction of desired size. The system 

was allowed five to six residence times to reach steady state, after which 

several measurements were made of both the CSTR output and the feed. Par-

ticle concentrations were measured using either a TS! model 3030 electrical 

aerosol analyzer for particles smaller than 0.2 µm diameter, or a Royea 

model 226 laser optical particle counter for larger particles. 

Current readings from the electrical aerosol analyzer were converted to 

particle concentrations using the monodisperse sensitivities of Liu and Pui 

(Kapadia, 1980) according to 

c = l/S(d) ~ tiij 
J 

{10) 

where Ij is the current reading in channel j, and j ranges over all channels 

in which particles register a response.S(d) is the electrometer sensitivity 

of the instrument. 
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The loss coefficient B can be detennined from the experimental data as 

follows. Consider a monodisperse distribution of particles of number con-

centration cf fed to the reactor at a volumetric flow rate Q. The steady 

state balance on the number concentration c of particles of the feed size 

in the vessl is 

O = Q{cf-c) - BVc - Kvc 2 ( 11) 

where K is one-half the value of the monodisperse coagulation coefficient 
for the feed size particle. 

The standard deviation GB in the loss coefficient based on the measure­
ments of c and cf was approxi~~te~ by 

= [ (_££)2 2 + (~)2 2 Jl/2 
GB ac Ge ac Ge 

f f 
(12) 

where Ge and Gcv are standard deviations of the output and feed particle 

concentrations, respectively. The values of Band GB for the two sets of 

experimental conditions are shown in Tables 2 and 3. 

DISCUSSION OF RESULTS 

Figures 1 and 2 show the experimentally determined values of B as a 

function of particle diameter, together with the theoretical expression 

given by Eq. (5) with values of ke chosen by least squares fitting of the data. 

The data from the experiment in Table 2, for a flow rate of 3.8 £/min, 

are shown in Figure 1. The value of ke that produced the best fit of theory 

and experiment is 0.028 sec-l. The data for 0.14 µm particles are not plotted 

since these were taken using the optical particle counter, which was subse-

quently found to be extremely insensitive to particles this small. 

Figure ? shows the predicted and observed values of B for the experi­

ment in Table 3. The best fit value of ke was found to be 0.068 sec-1, 



51 

and the flow rate through the CSTR for these experiments was 2.1 £/min. Not 

shown is the data point for 0.34 µm particles, since it was considered un­

reliable having been obtained from optical particle counter measurements of 

aerosol which should have consisted of 0.51 µm particles. The points at 0.312 

and 0.784 µm were obtained using polystyrene latex and correcting approximately 

for the density difference between polystyrene latex and sodium chloride. 

These points show good agreement with the theoretical curve. 

The ratio of the two best fit values of ke for the two sets of experi­

ments is 0.068/0.028 = 2.43, and the ratio of the corresponding flowrates to 

the 3/2 power is (3.8/2.1) 312 = 2.43, giving exact agreement with Eq. (9). 

One obtains the following relation between the cofficient ke and the volu­

metric flow rate through the vessel, 

ke = 0.00918 q312 {13) 

where ke is given in sec-l if Q is expressed in £/min. 

The scatter in the data is more than can be accounted for by measure-

ment error, and probably indicates some uncontrolled factor affecting depo­

sition rate, possibly electrical charge effects. In any case, due to the 

scatter, the best that can be said concerning the validity of (5) and (9) is 

that they are consistent with the data, but not necessarily proved. 

It is worth noting that the eddy diffusivity in Eq. (6) is not the only 

definition possible. Crump and Seinfeld (1981) consider an alternative form 

in which the eddy diffusivity near the wall is proportional to the cube of 

the distance from the wall. Although the cubic functionality results in a 

stronger size dependence of S for small particles than the square function­

ality, and possibly a better fit of the second set of data, scatter in the 

data prohibits any conclusive choice, so we have used the more classical form 

of Eq. ( 6). 
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In general, application of Eq. (4) to an arbitrary closed vessel will 

require experimental determination of the eddy diffusivity coefficient ke 

unless this can be calculated~ priori. Because Eq. (4) contains the par­

ticle size dependence of the loss rate, the determination of ke need only 

be carried out for a limited particle size range, however. In addition, if 

the turbulent energy dissipation rate can be expressed as a function of 

easily measured system variables, as was done here, the loss rate dependence 

on mixing will also be accounted for by Eq. (4) through the dependence of k3 
on the turbulent dissipation rate given by Eq. (8). 

CONCLUSIONS 

Experimental results have been presented on particle loss rates in a 

continuous stirred tank reactor. The particle size and mixing rate depend­

ence of the loss rate coefficient has been shown to agree with the theoreti-

cal formula of Crump and Seinfeld. Although the results presented here apply 

to a spherical vessel, similar results may be expected to hold in a vessel 

of arbitrary shape provided the more general expression for the wall loss 

coefficient is used. The results presented here demonstrate the utility of 

the theory in correlating aerosol wall loss data in experimental apparatus. 
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Table 1. Previous Studies on Aerosol Wall Loss in Vessels 

Investigator 

Langstroth and 
Gillespie 
(l 947) 

Lieberman and 
Rosinski 
(1962) 

Van de Vate 
( 197 2) 

Okuyama, et al. 
( 1977) 

Harrison 
(1979) 

Particles Used 

polydisperse 
NH4Cl 

polydisperse 
zinc-cadmium 
sulfide 

monodisperse 
polystyrene 
latex (PSL) 

tobacco smoke 

monodisperse 
polystyrene 
latex 

Diffusion Bound-
ary Layer Thick-

ness a 

o=0.085 cm for 
particle diam-
eters between 
0.09 µm and 
l.3 µm. 

a=3.7d-1.l for 
0.234 µm < d < 
2.02 µm (o in-=-µm) 

Comments 
and Conclusions 

Showed dependence of 
loss on mixing rate 

Demonstrated, strong 
effect of particle 
charging on loss rate 

Used 0.95 g/cm3 as 
PSL density instead 
of accept3d value 
1.05 g/cm 

Measured loss and 
coagulation as func­
tion of stirring rate. 
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Table 2. Experimentally Detennined Values of the Wall loss 
Coefficient B and Estimated Standard Deviations. 
Residence Time in Vessel = 58 min. 

Particle diameter ( µm) B(sec-1) ( -1 0 8 sec ) 

0. 14 4.8xlo-6 5xlo-6 

0.34 2.2xlo-5 2.8xlo-6 

0.075 4.7xlo-5 6.0xlO -6 

0.042 7.2xlo-5 1. 5x1 o-5 

0.024 l .Oxlo-4 l. Oxl o-5 

0.34 3.6xlo-5 5.0xlo-6 

0. 51 6.8xl0-S 3.9xlo-6 

0.13 l.7xlo-5 2.6xlo-6 

0.21 2.0xlo-5 2.Sxlo-6 

0. 21 2.6xl0-5 3.0xio-6 
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Table 3._ Experimentally Determined Values of the Wall 
loss Coefficient B and Estimated Standard 
Deviations. Residence Time in Vessel = 31 min. 

Particle diameter (µm) S(sec-1} or/sec-1) 

0.024 l .Bxlo-4 5.0xlo-6 

0.042 8.4x1o-5 1.4xlo-5 

0.075 3.Bxlo-5 3.0xlo-6 

0.13 2.Bxlo-5 1. Oxl o-5 

0.34 1.5xlo-5 3.Bxl0-6 

0. 51 4.Bxlo-5 4.6xlo-6 

0.794 (PSL)* 6.lxl0-5 5xl o-6 

0.794 (PSL)* 1.26xl0-4(corrected) lxl0-5 

0.312 (PSL)* 1. Bxl o-5 4.3xlo-6 

0.312 (PSL)* 2.9xl0-5(corrected) 6.Bxl0-6 

In the second set of measurements two values of B were obtained using 
polystyrene latex and were corrected to the density of sodium chloride 
by the factor 

where x. = TIV./2/KlJ and o1 is the Debye function. 
1 1 e 
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Figure 1. Loss coefficient values from data of Table II 
(points). Curve is the theoretical prediction 
of Crump and Seinfeld £1981) for the best fit 
value of ke= 0.028 sec . 
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Figure 2. Loss coefficient values from data of Table III 
{points). The curve is the theoretical prediction 
of Crump and Seinfeld (ly81) for the best fit 
value of ke = 0.068 sec- . 
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CHAPTER 6 

A NEW ALGORITHM FOR INVERSION 

OF AEROSOL SIZE DISTRIBUTION DATA 

Published in Aerosol Science and Technology _l, 15(1982). 
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A New Algorithm for Inversion 
of Aerosol Size Distribution Data 

James G. Crump and John H. Seinfeld 
Department of Chemical Engineering, California Institute of Technology, Pasadena, CA 9 I I 25 

The determination of an aerosol size distribution from 
conventional data is an ill-posed problem. The general 
characteristics of the aerosol size distribution in version 
problem are discussed, and several existing methods are 
assessed. A new algorithm, in the spirit of Twomey's 
constrained linear inversion algorithm, employing the 
concept of generalized cross validation is developed. 

ll"TRODlJCTIOl" 

The treatment of data obtained from aerosol 
size distribution measurements has long been a 
source of controversy. and. at present. several 
different techniques are in use for reconstructing 
size distributions from experimental data. Each 
of these techniques has certain deficiencies.and 
indeed, it is doubtful that any method can fulfill 
the ideal of perfect reconstruction of a size 
distribution from a limited set of data. 

However. it seems a good deal can be done to 
improve data analysis. It is the purpose of this 
paper first to discuss the general characteristics 
of the problem and then to present a new 
method based on Wahba's generalized cross­
validation approach. We compare this method 
theoretical!] and numerically with some other 
methods present!) in use. 

ST ATE\1E!\T Al"D !\A TU RE Of 
THE PROBLB1 

For a number of aerosol size measurement 
instruments the instrument response varies 
linearly with the size distribution being 
measured. This is true, for example. of diffusion 

Aerosol Science and Technology I: 15-34 ( 1982) 
© 1982 Elsevier Science Publishing Co., Inc. 

Extensive numerical tests on simulated data from a 
Marple impactor show superior performance of the 
method. Different versions of the algorithm are 
available based on different choices of the function 
spaces in which the assumed distributions lie. The new 
algorithm offers promise as the most accurate now 
available for inversion of aerosol data. 

batteries. mobility measuring devices. inertial 
impactors. and optical measurement systems. 
Such a device can. at least in principle. be 
calibrated so that the response is a known linear 
function of the size distribution. The data 
inversion problem then amounts to determining 
which distribution caused a given measured 
response in an instrument the linear response 
curve of which is known. Typically. one 
measures a finite number of instrument re­
sponses. so that the problem can be stated as 
follows: 

Find the size distribution f such that 

i= 1, 2, .. ., n, (l) 

where f is the unknown size distribution, .\'; the 
ith datum, and L; the ith instrument response 
linear functional. 

Strictly speaking, the data .\';are known only 
approximately. since they are the results of 
experimental measurements, and it will turn out 
that this is part of the difficulty associated with 
the solution of problem ( l ). 

Problem ( l) can also be expressed in the more 
general form 

Tf=)', (2) 

0278-6826/82/0I0015-20$02. 75 
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where Tis the linear map defined on some vector 
space of functions by Tf=(LJ; .. . , L,J). At this 
point it is worthwhile to make some general 
comments on the terminology and properties of 
the general linear imerse problem (2). 

For the moment suppose Tis a linear map 
between normed vector spaces X and Y. We 
assume that y is known and I is to be found. 

Problem (2) is well posed if it is uniquely 
sol\ abk for every y and the solution f varies 
continuous!) with the data~. Well-posedness is 
often characterized by the following three 
conditions: 

a. For every y there is a solution f 
b. The solution f is unique. 
c. The solution I is stable. 

Condition c requires explanation. The solution./ 
is said to be stable if. for any sequence of 
perturbations in y tending to zero, the cor­
responding sequence of perturbations in the 
solution f also tends to zero. Jn analogy to the 
terminology used in systems of linear equations. 
we sa;. Eq. (2) is orerconsrrained if a fails and 
wulerderermined if b fails. 

In our case we are given a finite set of data and 
must determine a function from infinitely man) 
possibilities. Hence the problem is underdeter­
mined. We shall also see shortly that it is 
unstable. 

Before continuing. however, another term 
deserves mention. In solving (2) numerically we 
would end up with an equation of form of(2J, in 
which Tis a matrix and f and) vectors. Even if 
a-c hold for this system. it may happen that 
small perturbations in the data y cause relatively 
large disturbances in the solution f. In this case 
the problem is called ill condirioned. This man­
ifests itself in an extreme insensitivity of the data 
to large perturbations in the solutions. 

In general, the linear functionals L; are linear 
integral operators of the Fredholm type; that is. 

L;J= f K;(x)j(x)dx. (3) 

The vexing nature of the inverse problem can be 
seen by adding to some solution f of ( 1 J the 
function A sin wx. If A is large enough. thenfis 
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complete!) dominated by large amplitude oscil­
lations. Then by choosing w large enough. and 
from the fact that 

Jim I K;(x) sin wx dx=O. 
() _, I .J 

it can be seen that this wild!) oscillating function 
is also a solution to the problem, within an) 
degree of accuracy with which we can measure 
the data. This behavior is not limited to the sine 
function but clearly holds for any trigonometric 
polynomial of high frequency. and consequently 
for an) rapidly oscillating functions that are. in 
some sense. limits of high frequency trigonmetric 
polynomials. Consequently. almost any func­
tion that oscillates rapidly enough can be added 
to a solution of (1) without affecting the validity 
of (1 ). From this discussion it can be concluded 
that Eq. (1) itself is not sufficient to afford a 
solution of the inversion problem, but some 
additional information. more or less qualitative 
in nature. will need to be used in order to obtain 
acceptable solutions. This is a general charac­
terisitc of ill-posed problems. and investigation 
of such problems has long focused on what 
criteria should be used (Tihono\, 1963a. b). 

Ft.:1'CTI01'ALS USED FOR SIMULATIO!\ 
OF SIZE DISTRIBLTIO!\ ll'WERSION 

Numerical simulations described in this paper 
were based on the Marple impactor (Marple 
and Liu, 1974). This is a particularly convenient 
device because. by using different flow rates, 
several sets of data can be obtained. thereby 
increasing the resolution obtainable from the 
data. 

Typically, in impactor calibration the collec­
tion efficiency of each stage is measured as a 
function of some size parameter, often the 

Stokes number N si•· yielding efficiency curves 
Eix), from which the kernel functions K, are 
obtained by 

K 1(x)=£i(x). 

K;(x)=E;(x)(l -£, 1(x))"·(l-£ 1(x)) 

(i=2, ... ,n). (4) 
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In the simulations given here. six stages with 
round jets of diameters 0.8, 0.6. 0.4. 0.25. 0.15. 
and 0.1 cm are used. The efficiency curves £;(.xJ 
were calculated from a universal efficienc: curve 
as a function of Stokes number. Marple's nu­
merical \\ ork shows that for /\' R, > - 500. all the 
stage efficiency curves fall approximately on the 
same universal curve when plotted as a function 
of Stokes number. We haw thus an analytic 
approximation to this curve, which is shown in 
Figure l. Figure 2 shows the kernel functions K; 
plotted as a function of dimensionless size for a 

1.0 
6 5 

0.8 

0.6 

K· 
I 

0.4 

0.4 0.5 0.6 0.7 0.8 0.9 ID 

FIGURE L Analytical approximation to Marple"s 
efficiency curve vs Stokes number. 

flow rate of 5 liter. min through the impactor. 
The particle density was assumed to be 1 g 
cm - 3

, and all other properties were taken to be 
those of air at room temperature and pressure. 

FIGURE 2. Kernel functions K 1 (x) vs dimen­
sionless particle size x = ln(d/d 1 )/In (d 2/d 1) where 
d 1 = C. 6 µ m and d 2 = 30 µ m. 

2 
4 
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In this section we discuss some of the methods of 
solving the inversion problem that have been 
proposed in the past. We concentrate especially 
on the Twomey nonlinear algorithm (Twomey. 
1975) since this method seems to have gained 
wide popularit). 

Histogram '1ethod 

The histogram method is one of the simplest 
and, for this reason alone. one of the better 
techniques for handling aerosol data. It consists 
simply of assuming a histogram distribution 
with a number of size ranges or channels equal 
to the number of measurements made. This is a 
natural approach for instruments such as the 
inertial impactor and the electrical mobility 
analyzer. since these instruments are designed to 
achieve fairly sharp size cutoffs. and therefore 
prO\ide natural channel boundaries. 

The disad\ antage of the histogram method is 
that it pre\ ides no indication of the shape of the 
distribution within the channel boundaries and 
moreover does not produce a smooth 
distribution-a fact which is significant if the 
derivative of the size distribution is desired. In 
addition. even for well-designed impactors. or 
mobility analyzers. the channel cutoffs are not 
perfect. By using the histogram method. one 
must ignore detailed calibration data that ma,:. 
be available. Such data should be used whenever 
possible. 

Constrained Linear Imersion 

Constrained linear inversion was introduced 
into the aerosol measurement field by Twomey 
in 1965 to infer aerosol size distributions from 
nucleopore filter measurements taken at dif­
ferent flow rates, although it had previously been 
employed in other contexts (Phillips. 1962: 
Twomey. 1963). It is actually a version of the 
regularization method described by Tihonov 
(1963a. b). 

The idea of the method was to choose a 

J. G. Crump and J. H. Seinfeld 

solution of f to problem (I) that is the smooth­

est in some sense, such as having the smallest 
derivative or second derivative. In order to take 
error into account in the data. Twomey relaxed 
the requirement that the distribution factually 
be a solution to (I). requiring instead that it 
merely be '·close"' to a solution. More specifi­
call). the method consisted of first assigning the 
size variable discrete values for m sections and 
lettingJ; be the rnlue ofjin the ith section. Then 
the kernel functions K;(x) are similarly made 
discrete, so that Ku is the value of K; in the )th 
section. Then in matrix notation problem (1) 

assumes the form 

Kf=). (5) 

In general. m > 11, so that (5) has many solutions. 
In addition, due to error in the data, the real 
solution f more correctly ought to satisfy 

II K f - l 11 < E, (6) 

where E is some small positive number. Hence. 
Twomey reasoned that f should be the "smooth­
est"" vector satisfying (6). with E chosen a priori. 
The smooth criteria suggested by Twomey were 
typically of the form of minimizing first or 
second differences of the vector f, or its variance. 
The difficulty was that there really was no a 
priori method to choose the parameter E. 

The new method that we shall present shortly 
bears resemblance to Twomey's constrained 
linear inversion method. The use of generalized 
cross validation provides a means to choose the 
smoothing parameter E from the data. 

Nonlinear Inversion 

In 1975 Twomey introduced the nonlinear 
inversion algorithm as a substitute for the linear 
version, which appeared to give poor results for 
certain types of distributions that Twomey 
believed to be fairly typical of those encountered 
in the atmosphere (Twomey, 1975). It is difficult 
to determine from Twomey's paper why the 
linear method failed, since he does not give 
details of the numerical routines used. 

In any event. the proposed nonlinear method 
seeks to find a reasonable solution to ( 1) by an 
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iterati\e scheme. Approximate solutions are 
defined b) 

J,1(.x)= [1+Ir,"_ 1 - I)K 1(x)]},". 1 (x). 

r/=J/J K 1(x)j/(x)dx, 

},; =[l+(r,1- 1 -l)K;(x)]j,;-i(x) 

(i=2 ..... 17). 

r,' - 1 = .r/J K,(x)J,'-1(.x) dx 

(k= L 2. 3 .... ). 

Basicall). the idea of the method is to start with 
an initial guess distribution. and then to correct 
repeatedly until the functions converge within 
some specified degree. One begins b) correcting 
the distribution to improve the fit at the first 
data point. and then proceeds through the entire 
set. Then this process is repeated. It is clear from 
the formulas that the corrections will be in the 
right direction: i.e .. if one of the iterates gives too 
large a value of _r,. then on the next pass through 
the iteration scheme it will be changed to 
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decrease this value. Other than this. howe\er. 
there is really no theoretical basis for using this 
iterative method to solve the inversion problem. 

The main difficulty of the nonlinear inversion 
method is that it does not reall) address the 
problem of ill-posedness inherent in the solution 
of (1 ). It can be proved theoretically. and shown 
numericall). that the solution obtained by this 
method depends upon the initial guess. Figure 3 
shows both a bimodal lognormal distribution 
and the results of applying Twomey's nonlinear 
inversion algorithm to data obtained by apply­
ing the kernel functions for the Marple impactor 
to the distribution. In one plot the initial guess is 
a constant distribution having value 1. while in 
the other a constant distribution of value 0.1 is 
used. Note the difference in the resulting distri­
butions. Both were iterated until the error 

FIGURE 3. Size distributions obtained by in­
version of simulated impactor data. Curve I (--) 

is the true bimodal lognonnal distribution. Curve 2 
(- • - ) is the corresponding inverted distribution 
obtained by Twomey nonlinear algorithm with initial 
guess fix) = I. Curve 3 (- - - ) is the Twomey inverted 
distribution with initial guess fix) = 0. I. 

0.4 0.5 0.6 0.7 0.8 0.9 1.0 
)( 
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criterion. 

m 

(8) 
;~I 

was satisfied. In the numerical computations 
m = 80; i.e., the size variable was assigned dis­
crete values for 80 sections to carry out the 
quadratures. Figure 4 shows an extreme case in 
which the initial guess was a rapidly oscillating 
function taking on values that varied periodi­
call) from l to 0.1. Note that the oscillation has 
remained in the solution. Figure 5 shows a 
lognormal distribution having mean size 5 µm 
and geometric standard deviation 1.5, and the 
result of applying the nonlinear inversion algor­
ithm to this distribution. An error criterion of 
10 ~ - was used in this case. In all of these results. 
two sets of simulated impactor data were used. 
taken at 5 and 10 liter 1min. 

Note the presence of spurious lumps in the 
Twomey inverted distributions. This behavior is 

FIGURE 4. Size distribution obtained by Twomey 
nonlinear method for the bimodal lognormal dis­
tribution of Figure 3 using oscillator initial guess. 
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partly due to the fact that the algorithm corrects 
each guess by multiplying it by something that 
looks like the kernel functions. A glance at 
Figure 2 should convince the reader that these 
functions are not particularly smooth. thus 
producing near discontinuities in the final 
distributions. 

It should also be noted that if the Twome) 
iterates actually do converge. they converge to a 
solution of the system (1). which. as we have seen. 
is underdetermined. In this case. we would be far 
better off simply to solve the linear equations 
obtained by discretizing ( 1) subject to the con­
straint that the solution be positive. (This con­
straint is implicit in the Twomey nonlinear 
algorithm.) However. we are still left with the 
difficulty of choosing one out of the infinitely 
many possible solutions to this problem. In 
actual practice the iterates do not seem to 
converge, or at least they do so extremely slowly. 
Hence, the resulting distribution is only an 
approximate solution to the system ( 1 ). 
Unfortunately. not much else can be said about 
this solution. There are in general many func­
tions that approximately satisfy (1) but that bear 
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little resemblance to one another. For example. 
the solutions shown in Figures 3 and 4 are all 
approximate solutions to (1) for the case of the 
Marple impactor. 

In short. the Twomey nonlinear algorithm 
does not confront the main problem associated 
with imersion of aerosol size distribution data. 
which i~ the ill-posed nature of the linear imerse 

problem. 

Nonlinear Programming with 
Physical Constraints 

Cooper and Spielman (1976) proposed non­
linear programming with physical constraints as 
a replacement to the constrained linear inver­
sion method of Twomey. Their alternative was 
to replace problem (I) by the following optimiz­
ation problem with constraints: 

Find j to minimize I (L,j- ;°;)1 
l = l 

subject to the constraints j(x)20. 

ff(x)dx=l. (9) 

In the usual aerosol applications the integral 
constraint is not appropriate. but even including 
it still leaves the problem badly underdeter­
mined. To see this. let T be the linear operator 
from a vector space of reasonable functions into 

0.4 0.5 

)( 

0.6 0.7 0.8 0.9 1.0 

FIGURE 5. Size distributions obtained by inversion 
of simulated impactor data. Curve I (--) is the 
true lognormal distribution, and curve 2 (---) is 
the corresponding distribution obtained by Twomey 
nonlinear algorithm with initial guess f (x) = I. 

R" - 1 defined by 

(Tj ); =L,./. i = 1, 2 .... , ll, 

(Tj),,_ 1 = Jj(x) dx. 

(10) 

Then Thas an infinite-dimensional kernel. ker T. 
Suppose we have a strictly positive solution./ to 
(9). Then. by adding any element ofker Ttoj. we 
still haYe a solution satisfying (9). except possibly 
for the positivity constraint. However, since I is 
strictly positive, we can multiply this element of 
ker Tb) a suitable small constant if necessary so 
that the new function is still nonnegative. (We 
are assuming continuity of these functions, 
which is permissible. since size distributions are 
usually subject to this requirement.) By increas­
ing the magnitude of this constant until the sum 
off and this function achieves a zero, we see that 
there is always a solution to (9) having a zero. 
Hence, the ill-posedness of (9) can be very severe. 

Hence, the nonlinear programming method 
suffers from the same defect as Twomey·s non­
linear algorithm, in that it does not choose 
rationally among many possible solutions. 
Other data inversion methods are used based on 
fitting bimodal and trimodal lognormal distri-
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butions to the data. Since these procedures 
necessaril) use a small number of parameters in 
fitting the data. the) produce nice looking 
results but v. ith a sacrifice of information con­
tent. Except in cases in which the distributions 
are known a priori to have certain form these 
methods are not suggested. 

DATA 11\\'ERSIO'\ LSll'IG GE!\ERALIZED 
CROSS \ AllDATIO'\ 

In this section we describe a new method for 
aerosol size distribution data inversion. As 
mentioned. the basic method is in the spirit of 
Twome) 's linear inversion algorithm. and gene­
ralized cross validation is used to determine an 
appropriate value of the smoothing parameter 
from the data. 

We assume for the moment that there are no 
errors in the data of problem ( 1) and that the 
problem is to find a distribution f that fit~ the 
data. Even though. as we have seen. f is not 
unique!) determined. the data do. of course. Sa) 
something about f Follov. ing Backus and 
Gilbert (1967. 1968). we ask which linear fun­
ctionals L have the propert) that Lf is un­
ambiguous!) determined from the data. The 
motivation for this inquiry is the fact that for an) 
fixed x1, in the domain of the size variable. the 
mapping e,

0 
defined by e,

0
UJ=f(x0 ) is a linear 

functional. Hence. it may turn out that e ,
0
(1 J can 

be determined or at least well approximated 
from the data. In this way we could obtain 
values off(x) for certain values of x. 

In fact. it turns out that the onl) linear 
functionals L for which Lf is unambiguously 
determined from the data are of the form 

L= L c/--,. (11) 
;-:::-1 

It is clear from (I I) that if L is such a functional 
then Lf is determined from the data by the 
equations 

II n 

Lf= L c/--J= L CSi· (12) 
j:;:: 1 i= 1 

Backus and Gilbert reasoned that among all 
possible linear combinations of the Li there 
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might be some that closely approximate e ,
0 

for 
some values of x0 . Equivalently. there may exist 
certain linear combinations of the kernel func­
tions K; that resemble a delta function at x0 . 

Instead of looking for sharp!) peaked linear 
combinations of the K; as did Backus and 
Gilbert. we shall take a slightly different ap­
proach. Backus and Gilbert used an optimiz­
ation technique to find the most "deltalike .. 
linear combinations of the kernels. One criterion 
was to choose constants c 1 ..... c11 

to minimize 

for some fixed x0 

The disadvantages of this method are that it is 
not computationally easy and does not guaran­
tee that the inverted distribution will be close to 
the solution. We shall use another approach in 
which we define distances between linear func­
tionals. The idea ad\anced here is that given x0 

we seek the linear functional L in the span of the 
L; that is closest to the functional e ,

0 
in the space 

of linear functionals. This can be done fairly 
easil) if we choose the space of acceptable 
distributions to be a Hilbert space with an inner 
product and norm related by 

(13) 

If L is a continuous linear functional on H. 
then the norm of L can be defined naturally as 

!IL II =sup !Lfl. llfll~l ( 14) 

Hence it follows that jlfl~llLll llfll for allfE 
H. 

Now. from elementary Hilbert space theory 
(Rudin. 1973) it follows that every continuous 
linear functional on H can be represented in the 
sense that there is a function g in H such that 

I. !lgll=llL!land 
2. for every I in H. LI= (g, j). (15) 

Using (15) we can now easily solve the mini­
mization problem: 

Find L in the span of the L; 

tominimize l!L-e,
0
1!. (16) 
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To do this Jet g; be the function representing L; in 

the sense of ( 15 ). and let g represent the unknown 

L. and g '"the e\aluation functional t' 'u· Then b: 
the fact that norms are preserved (and hence 
inner produch) b: replacing functionals b: their 

representing functions. problem (16) is equi\a­

lent to the following: 

Find g in the span of the g; 

to minimize II g- g ,)I· ( 17) 

This minimization is accomplished precise!; 

when g is chosen so that g- g ,
0 

is orthogonal to 

the span of the g,. Hence if we let g be given b: 

g= I c,g;. 
1':::-] 

we find g b: setting 

( C /;1 - g ' u· g i) = 0 · 

or equirnlentl). 
,, 

i = I. .... 11. 

I (g,. g)c,=(g,". ,!,')=g;(Xu). 
;~ I 

(18) 

(19) 

(20) 

ln matrix form. Ac= g(l. where g,, i~ the Yector 

\\ ith ith component g;(x"l. Clear!: A is self­
adjoint and positive. so its eigemalues are all 

positiYe. This will be important later. 
Solving Eq. (20) gives us the approximate 

value for .f (x 0 ) 

f (\u)~ I (.4 
1
Y);g;(Xo)· 

j::::: l 

N 

"' 
0.01 

(21) 

Through some algebraic manipulation it is 
readil) seen that 

\f(xo)- I (A- I~·),g;(Xo) I 
i~ J 

(22) 

The factor multiplying II.Ill is the relati\e 
resolution error E(x0). which is sho\\ n for the 

Marple impactor and t\\O tlo\\ rates in Figure 6. 
The Hilbert space used in this case\\ as H 0 

1(0. I). 

which will be discussed later. 
Note that the error is proportional to II.I Ii. 

which is a priori unknown. It is in assuming that 

this quantit) is not too large that we are 
restricting the solutions to the problem (I ). It 

turns out that in these Hilbert spaces for which 
the functionab c ,

0 
are all continuous. the norm 

tends to measure in some sense the smoothness 
of solutions. Hence. b) assuming the norm off is 

not large we arc in a sense assuming f to be 

reasonabl) smooth. 
We ha\e not yet been specific about the 

choice of function space for this problem. The 
on!: requirement is that it be a Hilbert space for 

\\ hich thee\ aluation functionals are all continu­

ous. One possibilit). as \\ e mentioned prc­

\iousl). is the So bole\ space H,, 1 (0. l ). consisting 
of all absolute!;. continuous functions .f on the 

in ten al (0. I) that are square integrable. whose 

FIGURE 6. Square of the error function E. 
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derivatives are square integrable, and that sat­
isfy j(O)=j(l)=O (Adams, 1975). The inner 
product on this space is given b; 

(' l 

u; g)= Jo f'(x)glx) dx. (23) 

The evaluation functional e,
0 

is represented in 
this space by the function gx

0 
defined by 

_ {x(l -x0 ). 

g·'O- (1 . x 0 -x), 

Hence for ever) 

o::;x::;xo::; 1, 

o::;xo::;x::; 1. 

j E H 0
1(0. 1).j(x0 )= f g,

0
'(x)j'(x) dx. 

The functions g, corresponding to the linear 
functionals L,, where 

LJf)= f 1 

K,(xjf(x) dx, 
.o 

(24) 

are defined by 

g,(x)= L' tK,(t) dt+x 11 

K,(1) dt 

-x I1 

rK,(1) dt. (25) 

Another possibility is the space H 0
1(0, J], 

which is similar to the preceding except it has a 
zero boundary condition only at x =0. In this 
case the functions g, are given by 

(26) 

Both these spaces contain boundary con­
ditions that may not always be appropriate. We 
shall discuss the more general case in a later 
section. 

It turns out tbat if the inversion problem is 
solved in either one of these spaces. then it is 
equivalent to finding the distribution f of small­
est norm that fits the data: that is, of all 
functions f such that LJ= J;, i = 1 ..... 11, let the 
solution be the one that minimizes II/II. 

Since in this particular case the norm off is 
given b) (23), the solution is actually the smooth-
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est. Hence. we have been led in a more or less 
natural way to the idea of smoothing the data. as 
Twomey originally suggested. 

In the next section we discuss the use of cross 
validation to invert data when errors are 
present. 

Cross Validation and Errors 

We have not yet considered the effect of errors 
on the inversion procedure. These effects tend to 
become more pronounced as the matrix A of 
inner products of representing functions be­
comes larger. since A tends to become ill 
conditioned. Then the direct inversion of A 
becomes difficult. and even when it can be 
accomplished. the results tend to amplify small 
errors in the data. 

One way to avoid the difficulties associated 
with ill-conditioning of the matrix A is to 
determine the coefficient vector c by the formula 

(27) 

for some positi\'e i .. Since, as we have seen. the 
eigenvalues of A are all positive, this has the 
effect of washing out the smallest eigenvalues, 
thereby eliminating the worst effects of ill­
conditioning. At the same time, however, we 
would like to choose i. small enough that (27) 

gives a solution reasonably faithful to the data. 
It can be shown that the function 

f = l; = 1 nc;g;. where the coefficients are deter­
mined from (27) and the g; are the representing 
functions for the functionals L; as before, is also 
the solution to the following problem: 

Find fin the Hilbert space H 
n 

to minimize (1 /11) L [LJ - y;] 2 + i.11!11 2. 
i= l (28) 

This is exactly the idea that Twomey's linear 
inversion was based on. The difficulty of de­
termining an appropriate value of i. is overcome 
by generalized cross validation (Craven and 
Wahba, 1979; Golub et al., 1979, Wahba 1975, 
1977). 

The rationale behind cross validation is that if 
i. is a good value of the smoothing parameter. 
then by omitting one data point Yk and solving 
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the resulting problem, using the value i. to 
obtain a solution.f~.i· this solution should allov. 
us to predict what the unused datum should be; 
i.e., L,_J,.i should be close to ;-.. Hence we 
choose that value of i. which makes, on the 
average, IL,_J,.i - Yk I smallest. Specifically, we 
choose i. to minimize the function 

n 

V(i.) =(I n) L (L,f~.i - yk)2wk(i.). (29) 
k =I 

The weights w.(i.) are chosen so that V(i.) has 
the same minimizing value of i. as 

n 

T(i.J~(Lll) L (LJ-LJJ2, 
i= 1 

where I is the actual solution and }; is the 
solution of (28) in the limit of large 11. 

Wahba (1977) shows under certain conditions 
that as the number of data points increases the 
cross-validation solution.( tends to fin the sense 
that 

E~ 11/-J, II~ -+O (30) 

where E denotes the expectation operator. In 
this analysis it is assumed that the errors in the 
data are normally distributed with mean zero 
and equal variance. 

For computational purposes the formula 
given for V(i.) is unwieldy. It can be shown 
(Craven and Wahba, 1979; Golub et al., 1979) 
that this formula is equivalent to 

V. _ (l,.11Jll(A+11i.J) 
1Yll 2 

(
3

l) 
(I.)- . I ' 

[(1 11) tr (A+ 111.1)- J-

From (31) it is evident that V(i.) is invariant 
under rotations of the matrix A and the data 
vector J. In actual numerical work the most 
convenient method to evaluate (31) is to make 
use of the spectral decomposition of the matrix 
A. If _\-; denotes the component of y in the 
direction of the ith normalized eigenvector and 
i.; denotes the ith eigenvalue. then the formula 
for V(i.) can be written in the equivalent form 

V(i.)=11 f ·. _i/. i ![ f 
i=! (1.;+1u.) / i=! 

J ]2 
i.; + 11i. 

(32) 

Once the spectral decomposition of A is known, 
the S; can be evaluated. Then (32) can be easily 

evaluated in a minimum location routine with­
out the need of any more algebra on the matrix 
A. 

Numerical Tests 
of the Cross-Validation Algorithm 

Numerical tests of the cross-validation algor­
ithm were carried out both with and without 
simulated error added to the data. Log-normal 
distributions were used to produce simulated 
data using the kernel functions for the Marple 
impactor, and Simpson's rule for quadrature on 
a grid of 80 points over the size range was used. 
The representing functions were calculated 
using Eqs. (25) or (26) or equivalent ones in other 
Hilbert spaces. Table I summarizes the function 
spaces and representing functions considered. A 
was diagonalized by a Jacobi rotation method 
to give the spectral decomposition, and this was 
used in evaluating the cross-validation function 
to determine the proper value of i. by a global 
search technique. Once i. was determined the 
coefficients c; were evaluated, and these coef­
ficients multiplied by the appropriate represent­
ing functions were summed to give the final 
solution. Forty values of the distribution, evenly 
spaced over the size interval of interest, were 
calculated. Computationally, this method of 
solving the problem seems somewhat better 
than that used by Twomey in his linear inver­
sion routine, since discrete values are assumed 
only for quadrature. All matrix algebra is done 
on relatively small systems whose dimension is 
equal to the number of data points. It is of 
interest to note that when no error was added to 
the data the cross-validation procedure always 
chose i.=0, so the distributions were those that 
would have been obtained by the method 
discussed in the previous section. 

Figures 7-13 show some of the results of the 
cross-validation inversion. Figures 7 and 8 give 
the results of inverting a unimodal and bimodal 
log-normal distribution, respectively. Also 
shown are the corresponding histograms ob­
tained by assuming ideal impactor behavior. 
One set of impactor data was used, and no error 
was added. 
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TABLE l. Function Spaces and Representing Functions Used in Inversion Algorithm 

Function space 

Hol(O, 1) with norm 

and inner product 

(f,g) = fo 1

f'(x)g'(x) dx 

H 02(0, 1) with norm 

11[112 = fo 1

["(x)2dx 

and inner product 

(f. g) = i 1 

[" (x)g" (x) dx 

H 0 I (0, l) with norm 

II f 112 = l 1f'(x)2 dx 

and inner product 

(f,g) = l 1
f'(x)g'(x) dx 

Hl(O, I) with norm 

and inner product 

(f,g) =f(O)g(O)+ l 1

f'(x)g'(x)dx 

Representing functions 

g;'(x) = l 1 K;(t) dt 

+x i 1

K;(t)dt, 

+x f 1K;(t)dt 
x 

g;'(x) = f 1 K;U) dt 

x 

Comments 

Zero boundary conditions on solution 
at both ends of size interval. Solutions 
are continuous but derivatives need 
not be. Solution approximates actual 
distribution pointwise and derivative 
approximates derivative of actual 
distribution in mean square sense. 

Zero boundary conditions on solution 
and its derivative at one end of size 
interval. Solution and derivative are 
continuous, and both are pointwise 
approximations to actual distribution 
and its derivative approximates second 
derivative of actual distribution in 
mean square sense. 

Zero boundary condition on solution at 
one end of size interval. Otherwise 
similar toH0 l(O, 1). 

No boundary conditions. Otherwise 
similar to H0 l(O, 1). 
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Figures 9 and 10 show the same original 
distributions as Figures 7 and 8. but two sets of 
data were used in the inversion. Note the 
dramatic improvement in agreement with the 
data. lt is interesting to note the negative values 
of the recovered distributions near the ends. 
which appears to occur because the impactor 
provides no information about the behavior of 
the distribution at the ends. 

The second inverted distribution in Figure JO 
shows the effect of adding error to the data. 
Uniformly distributed random error was added 
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FIGURE 7. Size distribution obtained by inversion 
of simulated impactor data. Curve I (---) is the 
true lognormal distribution, and curve 2 (- · -) is 
the corresponding inverted distribution from cross 
validation in H0

1(0,l). Also shown is the histogram 

from 50<JC cutoffs. 

FIGURE 8, Size distributions obtained by inversion 
of simulated impactor data. Curve I (--) is the 
true bimodal lognormal distribution, and curve 2 
(-· - ) is the corresponding inverted distribution 
from cross validation in Ho 1 (0, I). Histogram from 
50'7c cutoffs is also shown. 
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FIGURE 9. Size distributions obtained by inversion 
of simulated impactor data. Curve I (--) is the 
true lognonnal distribution, and curve 2 (-·-)is 
the inverted distribution obtained by cross validation 
using two sets of data. 

FIGURE IO. Size distributions obtained by inver­
sion of simulated impactor data. Curve I (--) is 
the true bimodal lognonnal distribution. Curve 2 
(-·-)is the inverted distribution from cross vali­
dation. Curve 3 (- - -) is the distribution obtained by 
cross validation with error added to data (two data 
sets used). 
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to the data corresponding to a maximum of 
3.3~0 of the maximum value of the data. Note 
that although the details of the recovered distri­
bution change slightly. the agreement is still 
quite good. 

Figures 11 and 12 show results of inversion in 
the space H 0

2(0J] using two sets of data. This 
space is similar to H 0

1(0. l] but satisfies the 
boundary conditions f(O) =f'(O) = 0. and the 
norm is defined using the second derivative 
instead of the first. Note the Gibbs phenomenon 
in Figure 12. The distribution is really too 
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narrow for the instrument to measure 
·accurately. 

Figure 13 shows an inversion done in H 0 
1 (0. 

1]. 

Hilbert Spaces Without 
Boundary Conditions 

Up until now we have shown results only for 
spaces with certain boundary conditions. This is. 
in fact, overly restrictive. since there are many 
cases in which such conditions need not hold. 

We could apply cross validation with no 
change to a space such as H 1(0. 1). consisting of 
all absolutely continuous square integrable fun-
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FIGURE U. Size distributions obtained by inver­
sion of simulated impactor data. Curve I (--) is 
the true lognormal distribution, and curve 2 (- · -) 
is the inverted distribution from cross validation in 
H02(0, I) using two sets of data. 

ctions on (0. 1) whose derivatives are square 
integrable. The norm on this space is defined by 

11/11 2 = 11 

j(x) 2 dx+ f f'(x) 2 dx. (33) 

FIGURE 12. Size distributions obtained by inver­
sion of simulated impactor data. Curve I (--) is 
the true lognormal distribution, and curve 2 (-· -) 
is the inverted distribution by cross validation in 
H 0

2(0, I) using two data sets. 
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FIGURE 13. Size distributions obtained by inver­
sion of simulated impactor data. Curve I (--) is 
the true lognormal distribution, and curve 2 (-· -) 
is the inverted distribution from cross validation in 
H 0

1<0,l). using two data sets. 

H 1 (0. i) is a Hilbert space. so every continu­
ous linear functional has a unique representing 
function. In this case the representing function 
for the functional L defined by 

L(j)= f 
1 

K(x)j(x) dx Jo (34) 

is the solution g of the boundary value problem 

g" -g= -K(x), g'(O) = g'( 1J=0. (35) 

For the impactor these representing functions 
are flat near the ends of the dimensionless size 
intenal and tend to peak gently somewhere in 
the middle near the 50°" cutoff of the cor­
responding stage. The shape of these functions 
causes the matri.\ of inner products to be 
extreme]) ill conditioned. This happens because 
the functions are essentially equal to nonzero 
constants throughout a large part of the do­
main. As a result. the significant part of the inner 
product. the part containing the derivatives. is 
largely overshadowed by the other term. which 
plays no role in smoothing the function. 

One\\ ay to alleviate this problem would be to 
subtract an appropriate constant from each 
representing function so that they would be 
normalized about zero in some sense. It turns 

0.6 0.7 0.8 0.9 1.0 

out that this method works and is equivalent to 
a different approach, which we now outline. 

Consider the space H 1(0. 1) with the new 
norm 

(36) 

and the corresponding inner product. If we 
denote the old norm (33) by 1111*. then it can be 
shown that these two norms are equivalent in 
the sense that there exist strictly positive num­
bers k 1 and k 2 such that. for every fin H 1 (0, 1). 

kl llill*$ llill $k2llill*. (37) 

Because of this equivalence good approxima­
tions in one norm are also good in the other. 
Instead of finding f to solve (28). we seek the 
function}; that minimizes 

n ll (1 111) L (LJ-y;)2+i. f'(x)2 dx. 
i= I O 

(38) 

Note that we do not use the norm of j in the 
second term as in (28), because that would impl) 
a restriction on the value of j at x = 0, which we 
do not wish to make. 

Problem (38) can be reformulated in a wa) 
that makes it easy to solve by defining the 
operator Pon H 1(0, 1) as 

Pf=f-f(O). (39) 

It is easy to show that P is self-adjoint and 
satisfies P 2 = P. so Pis an orthogonal projection. 
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Hence (38) can be written as the following 
problem: 

Find j 
n 

to minimize (1 11) L (LJ- y;)2 
i= 1 

+ i.11Pfll2. (40) 

The solution to this problem is the solution to 
the equation 

T*1]+11i.P*Pf=T*y. (411 
where* denotes the adjoint of an operator. and 
Tis an operator from H 1(0.1) into E" defined b) 
Tj = (L if. · · ·. L,J). The solution to (41) is given in 
the Appendix. and we merely state it here: 

(42) 
i= I 

where the g; are the representing functions given 
in Table L 

. (g(O). (B+ni.J)- 1y) 
f(O)= . _ 1 • 
· (g(OJ. (B + n;.l) g(0)) 

and g(O) is the vector with ith component g;(O) 

and the c; are determined from 

c=(B+ni.J)- 1y -f(0)(B+ni./)- 1g(0) (43) 

where B is the matrix whose ijth entr) is 

B,i= j 
1 

g/(x)g/(x) dx. (44) 
Jo 

Note that this matrix will in general be better 
conditioned than the matrix of inner products of 
the g,. with the inner product gi\en b) (36). 

We have yet to determine the value of i. to be 
used in this inversion. This will be done by 
generalized cross validation. In general the 
cross-validation function (Golub et al.. 1979) is 
defined by 

Hi.)= ~1-I(i.)Jy1~. 
: tr [l-F(i.)];-

V(i.)= 

(45) 

where F(i.) is the matrix that maps the data 
vector y onto the vector (LJ; . .... L,JJ. and}; 
is the solution obtained using the parameter 
value i .. 

To determine this matrix. first note that 

tLi.C .... LJJ 

=((R1·D· .... (g".,()) 

=(C~1 . .f)O)) ..... (gw.00))) 

+ Ct1 (g 1• g)c; . .... 
1
t

1 
(g,,. g)ci) 

=JJO)g(O)+Ac=y-ni.c. (46) 

The latter equality follows from the fact that f; 
satisfies (41). Thus. it follows that F(i.)y=y 
-ni.c. so that [/-F(/.)]y=ni.c. 

Let f; and g;(O) be the components of y and 
g(O). respectively. in the direction of the ith 
normalized eigenvector of B. Then we can write 
V(i.) as (47). see below. where the i.; are the 
eigenvalues of B. 

Note that the matrix of inner products A is 
not used in the calculation of i ·.but the better­
conditioned B is used instead. 

Actually. there is no reason why the par­
ticular norm chosen must be used. We could 
have taken the usual norm on H 1 (0 1) given by 
(33). and used the orthogonal projection oper­
ator P defined by 

Pf=f- I f(x) dx (48) 

and carried out analogous reasoning to arrive at 
another expression for a cross-validation 
function. 

Figure 14 shows the inverted distribution of 
the lognormal distribution shown in Figure 5. 
The result can be compared with that of the 
Twomey algorithm in Figure 5. No error was 
added to the data in either case. 

(47) 
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FIGURE 14. Size distributions obtained by inver­
sion of simulated impactor data. Curve I (---) is 
the true lognormal distribution. and curve 2 (-·-) 
i<; the inverted distribution from cross validation in 
H 1(0, 1) using two data sets. 

Figure 15 shows the inversion done in H 1 (0. 1) 
of the bimodal distribution shown in Figure 3. 
This inversion can be compared with those 

FIGURE 15. Size distributions obtained by inver­
sion of simulated impactor data. Curve 1 (---)is 
the true bimodal lognormal distribution. Curve 2 
(- ·-) is the inverted distribution with no error 
added to data. Curves 3 (- - -) and 4 (-- --) 
are inverted distributions with error added to data. 
Two sets of data were used in all areas. 

0.0 0.1 0.2 0.3 0.4 0.5 
x 

0.6 0.7 0.8 0.9 1.0 

obtained b) Twomey's nonlinear method 
shown in Figures 3 and 4. 

Figure 15 also shows the cross-validation 
inversion of the same data but with uniform!) 
distributed random error added to the data. 
corresponding to a maximum error of 3.5'' 0 of 
the maximum value of the data. It is of import­
ance that the errors in the reco\ered distribution 
are rough!) of the same order of magnitude as 
the errors in the data. 

Remarks 

In the generalized cross \alidation as we have 
presented it here. the errors in the data are 
assumed to have equal variance. This need not 

0.6 0.7 0.8 0.9 l.O 
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be assumed. however. and following Wahba and 
Wendelberger (1980) we can replace the datum 
\' in the cross-validation function by y, a,. and 
the representing function g1 by g, a,. where a, is 
proportional to the standard deviation of the ith 
measurement. We often know the relative ac­
curacy of the data but less often can estimate the 
absolute accuracy. 

SLM\'1ARY OF THE 
11''HRSION ALGORITHM 

Here we present a synopsis of the steps in the 
algorithm developed in the preceding sections. 

1. Choose an appropriate function space. Table 
I lists those we have used in the construction 
of numerical examples and gives some prop­
erties of approximations in those spaces. 

2. (a) For spaces with boundary conditions. 
evaluate the representing functions and 
the symmetric matrix A of inner products. 
See Table I for formulas of representing 
functions and definitions of inner products. 

(b) For H 1(0. 1) (no boundar) conditions). 
calculate representing functions g1 and the 
matrix B of inner products of the functions 
g,-g,(0). 

B,J = (g, - g 1(0). g, - g;(O)) 

= f 
1

1 g/(x)g/(x) dx. 
() 

3. Calculate the eigenvalues and eigenvectors of 
A or B. Check to make sure the eigenvalues 
are all positive. 

4. Using the spectral decomposition obtained 
in step 3. evaluate and minimize the cross­
validation function V(i.) given b) (32) for 
spaces with boundary conditions or (47) for 
H 1(0. IJ. 

5. (a) For spaces with boundar) conditions. 
determine the coefficient vector c b) (27). 
Then the solution .f is given b) 

;;;;;; 1 

CONCU.JSIONS 

We have presented a general discussion of the 
problem of inversion of aerosol size distribution 
data and shown the shortcomings of present!) 
available techniques. We have suggested the 
method of generalized cross validation as an 
alternative. This method is seen to be especially 
well suited to the ill-posed nature of the inver­
sion problem and to perform better in numerical 
examples than the Twomey nonlinear inversion 
method. 

APPE!\DIX 
SOLLTIO!\ OF EQ. (41 l 

Equation (41) is 

T*Tf+ ni.P* Pf= T* ~· 

where 

Tf=(Li.f. .... L.f)=((g1.fl ..... (g,,.j)J. 

(A.l) 

Now. the adjoint T* is defined by (T/. y) = (j. 
T*~ ). where this is to hold for all j EH 1(0. I). 
and all .rE IR". Thus 

(Tf.~·1= .L (g,Jl.r,= (f .r,g,.t) 
;:::::: I 1::::: l 

=(/. T*y). 

where the latter inner product is taken in H1(0. 
I). Hence T*y =I.(' 1 y1g1• Next we have 

1:::: I 

Hence Eq. (A.I) may be written 

II II 

L (g1• f)g, + ni.Pf= L y,g,. 
i= l i= 1 

where we have used the fact that P is an 
orthogonal projection. Applying P to I gives 

II 

L (g1.f)g1 + niJ-ni.f(Cl)= L y,g,. (A.2) 
i= I ;::::: I 

From this equation it follows that f-f(O) lies 
in the linear span of the g1• We may therefore 
write 

(b) For H 1(0. I). the solution./ is given by (42) f=f(O)+ L c
1
g

1
• 

and(43). i=J 
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Substituting into Eq. (A.2) gives 

I I (g;g)c1g, 
i= I i= I 

1= I i= I 

(A.3J 

Let g(O) be the 11-dimensional vector whose ith 

component is g,(0). and A the nxn matrix with 

ijth entry (g;. g). Then Eq. (A.3) becomes 

(.4 + ni.I )c = y-f(O)g(O). (A.4) 

Hence 

c = (.4 + 11i.f)-1y-f(O)(A + ni_l)- 1g(0). (A.5) 

f(O) is unknown, but by taking the inner 

product (in IR "J of (A.5) with g(OJ we find 

I c;,g)O)=(g(OJ. (A +ni./) 1y) 
j;;;- J 

-f(0)(g(0). (.4 +ni_l)- 1g(O)l. 

But since 

t-f(0)= I CJ?;· 
j:;;; I 

we have 

0 =f(O) -f(O) = I C;g;(O). 
i= J 

SO it fol!O\\S that 

f(O)= _(~~(A+1_1i~~J-
1 y·)_. 

. (g(O). (.4 +111_/)- 1g(0J) 

Finally. note that. if Bis the matrix whose ijth 

entry is (g,-g;(O). gi-g}O)). then using 

I C;g;(0)=0 
i I 

it is easil) shown that 

Ac=Bc. (A.6) 

J. G. Crump andJ. H. Seinfeld 

Hence. the matrix A can be replaced b) the 
better-behaved matrix B in the above calcu­
lations to give 

f(O)= (g(O). (B+1.1i./!-
1
y) 

. (g(OJ. (B+n!.l) 1g(0)J 

c = (B + ni.I r \ -f(O)(B + ni_l)- I g(O). 

f=f (0)+ I C;g;. 
i = l 

This work wa> supported in part by a grant from the Exxon 

Education Foundation. 
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ABSTRACT 

The aerosol size distribution inversion algorithm of Crump and Seinfeld 

(1982), based on the concept of regularization with generalized cross-valida-

tion, is extended to Sobolev spaces of order m. The use of the cross-vali-

dation function for choice of an appropriate value of m in a particular appli-

cation is discussed. An inversion algorithm that constrains the size distri-

bution to be non-negative is introduced and shown to be of value for sharply 

peaked distributions. 
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INTRODUCTION 

The aerosol size distribution inversion problem can be expressed as deter-

mining the size distribution function f(x) to satisfy 

/\..f = y. 
1 1 

i = 1,2, ... , n (1) 

where /\.i are known linear functionals and Y; are the measured data. Equation 

(1) usually has the concrete representation, 

1 
.f k.(x)f(x) dx = y. 
0 1 1 

i = 1,2, ... , n (2) 

where the k. are kernel functions for the particular instrument. The size 
1 

variable x has been taken to be dimensionless and normalized so that 0 < x < 1. 

Crump and Seinfeld (1982) presented an algorithm for inversion of aerosol 

size distribution data. In particular, they showed that if f is assumed to 

lie in a Hilbert space H, then f(x) can be approximated as 

n 
f(x) = L:c.¢.(x) 

. 1 1 1 1= 
(3) 

where the ¢i(x) are representing functions for the functionals /\.i' and the 

coefficient vector c is determined by 

(4) 

where A is the nxn matrix with ijth entry(¢.,¢.), the parentheses denoting 
1 J 

the inner product in H. The positive parameter A is determined by minimizing 

the cross-validation function V(A), defined by 

(5) 
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where f~ denotes the solution of the same problem with the parameter value A 

omitting the kth datum, and wk(A) are weights chosen to make the approximate 

solution converge to the actual solution under certain conditions (Golub et 

al., 1979). 

The inversion algorithm of Crump and Seinfeld (1982) is based on the con­

cept of regularization (to be explained shortly) and cross-validation and was 

shown to give superior performance when compared to other available inversion 

algorithms. In that work inversion formulas in the first-order Sobolev space 

H1(0,1) were presented. To achieve greater flexibility in fitting size dis­

tribution data it is useful to develop results for inversion in higher order 

Sobolev spaces Hm(0,1), where m > 1. The properties of the inversion formu­

las in Hm(O,l) depend on m, and, in particular, certain sets of data can be 

fit better by different choices of the order m. In this paper we develop 

inversion algorithms for the general Sobolev space Hm(0,1), and discuss the 

choice of m for a particular application. Finally, although aerosol size 

distribution functions are inherently non-negative quantities, most inversion 

algorithms do not explicitly include a non-negative constraint. In some appli­

cations involving sharply peaked distributions it is useful to incorporate a 

non-negativity constraint into the inversion algorithm. Consequently, we pre­

sent here an algorithm for constrained inversion and illustrate its use. 
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DATA INVERSION IN THE SOBOLEV SPACES Hm(O,l) 

The space Hm(O,l), form a positive integer, is defined to be the collec­

tion of all real functions on the interval (0,1) having square integrable weak 

derivatives through order m (Adams, 1975). It may be shown that these func­

tions have continuous derivatives through order {m-1), and that a norm may be 

defined on this space by 

m-1 ( ) 1 ) 
llfll 2 = :L f k (0) 2 + J f(m (x) 2dx (6) 

k=O o 

where the superscripts denote the order of differentiation. The inner product 

of two functions f and g is defined as 

(7) 

The general data inversion problem in Hm(O,l) may now be stated as fol­

lows. Find a function f in Hm(O,l) minimizing 

l f: !A.f - y. I 2 + A J\(m) (x) 2 dx (8) 
n i=l , , o 

where A is to be determined by generalized cross-validation. The concept of 

adding the second term in (8) to the customary squared deviation first term 

is called regularization, in that the second term attempts to insure a degree 

of smoothness or regularity in the solution. 

This problem can be conveniently treated by defining an orthogonal pro­

jection operator P on Hm(O,l) by 
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m-1 ( ) 
Pf = f - 2: /f k (0)/k! 

k=O 

Now if T denotes the linear map from Hm(O,l) to &in given by 

The minimization functional (8) becomes 

l i1Tf-y11 2 + !.II Pf/1 2 

n 

(9) 

(10) 

(11) 

where 11·/I refers to the usual norm on afn in the first term, and to the norm 

defined by (6) on Hm(O,l) in the second term. 

Minimization of (11) is equivalent to solving the following equation 

for f, 

T*Tf + n/.P*Pf = T*y (12) 

where * denotes the operator adjoint. Since P is an orthogonal projection, 

P* = P, and P*P = P2 = P. The adjoint of T is defined by 

(Tf ,y) = (f ,T*y) (13) 

for all f ~ Hm(O,l) and all y€afn. It should be noted that the parentheses 

on the left in (13) refer to the inner product in .'Rn, while those on the 

right refer to the inner product on Hm(O,l). Since Tis an operator from 

Hm(O,l) to afn, T* is an operator from afn to Hm(O,l). It is well known that 

T* is uniquely defined (Rudin, 1973). 

Let ¢1, ... , ¢n be the representing functions for the linear functionals 

A1, ... , An' respectively. Thus, for every function f € Hm(O,l) 

i = 1,2, ... , n (14) 
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Equation (14) uniquely defines the representing functions (Rudin, 1973). The 

adjoint T* may be shown to be given by 

n 
T*y = Ly.¢. 

. 1 1 1 i= 

by substitution of this expression into (13). 

Substituting (15) into (12) gives 

Equation (16) implies that 

m-1 ( ) 
f - L: /f k (o)/k! 

k=O 

(15) 

(16) 

lies in the linear span of the representing functions. Hence, there exist 

constants c1, ••. , en such that 

m-1 ( ) n 
f - L xkf k (0)/k! = L c.¢. 

k=O i=l 1 1 
(17) 

Substituting (17) into (16) and assuming linear independence of the ¢i' 

which is equivalent to linear independence of the Ai' yields, in matrix form, 

(18) 

where A .. =(¢.,¢.), and ¢(k)(O) is then-vector with ith component ¢~k)(O). 
lJ 1 J - 1 
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Evaluating (17) and its derivatives through order m-1 at x = O gives 

k = 0, 1 , ... , m-1 

Multiplying (18) by (A+ nAI)-l yields 

c = (A+ nAI)-ly - ~l f(k)(O)(A + nAI)-l¢(k)(O) 
k=O 

(19) 

(20) 

Now, taking inner products in arn of (20) with ¢(j)(O) for j = 0,1, ... , m-1 

gives, after using (19), 

If we let~ be the mxn matrix with ijth element ¢~i)(O), then we have 
- J 

from (21) 

f(O) 
(22) 

and 

To determine the cross-validation function V(A), we note that if c = 

F(A)y for some matrix F(A), then (Crump and Seinfeld, 1982) 

V(A) = nllF(A)ylJ 2 

(trF(A)) 2 
(24) 
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Hence, V(A) is given by (24) with 

By substitution into (14) and integration by parts, it may be verified 

that the representing functions ¢; are given by 

m-1 l 
+ L: (-l)kxk f iJ!~(t)dt/k! 

k=O o 1 

where 

iJ;?(x) = k.(x) 
1 1 

and the k.(x) are the instrument kernel functions from (2). 
1 

Special Case of H2 (0,1) 

(26) 

(27) 

In the special case of m = 2, the inverted distribution f(x) is obtained 

from 

where 

n 
f(x) = f(O) + xf'(O) + L:c.¢.(x) 

i =1 1 1 
(28) 

(29) 
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M is the nxn matrix with 

rl 
M .. = J ¢'! (x)¢'~ (x) dx 

1 J 0 1 J 
(30) 

and 

2 1 
+ (x + ~ )j" tk.(t)dt 

0 1 
(31) 

x x 1 
<Pi'(x) = x J k;(t)dt - J tk;(t)dt + J tk;(t)dt 

0 0 0 

1 
- x j" k. (t)dt 

0 1 

(32) 

with 

(33) 

A A A A 

( 

n ¢ '. ( O) y . n ¢ . ( 0) y .)/ 
f' (0) = AL J J - c L J J E 

. 1 \.+n\ . 1 \.+n\ 
J= J J= J 

(34) 

A A A 

The \J. are the eigenvalues of M. ¢.(0), ¢~(0), and y. are the components of 
J J J 

then-vectors, ¢(0), ¢'(0) and y, respectively, in the direction of the _j_th 

eigenvector of M and 



with E = AB-C 2
• 

" 
n ¢.(0) 2 

A= L ~J­
. 1 A..+nA. 
J= J 

" 
n ¢'.(0) 2 

B = L A.~+nA. 
j=l J 

A A 

n ¢J· ( 0) ¢J'. ( 0) 
c = L: 

j=l A.j+nA. 

89 

(35) 

(36) 

(37) 

Finally, the scalar A. is determined by minimizing the cross-validation 

function 

n [ y. ¢;(0)f(O) ¢i(O)f'(O) 

n ?: X.+~X - A..+nA. A..+nA. 
1=1 l l l r 

V(A.) = (38) 
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CHOICE OF SPACE FOR INVERSION 

We have developed above general results for data inversion in the Sobolev 

space Hm(0,1). In solving a specific problem it is necessary to select the 

order m of the space to be used. In this section we discuss the factors in­

volved in that choice. In short, the effect of choosing a larger value of m, 

i.e. higher Sobolev space, for inversion of data is to produce smoother inver-

ted distributions. 

To see this, consider a simple example. Let 

ki(x) = /2 sin rrix (39) 

Writing f(x) as a sine series, 

00 

f(x) = L ci/Z sin rrix 
i =l 

(40) 

the inversion problem assumes the form ci = Y;• i = 1,2, ... , n. Since the data 

yi inevitably contain noise, the simple solution of substituting yi for c; in 

(40) is unsatisfactory because some high frequency components will have larger 

amplitudes than they ought to. By using the foregoing theory for inversion 

in Hm(0,1) for even m, we obtain the alternative expression, 

y. c. = ___ , __ 
1 (l+n>d2m) 

i = 1,2, ... , n (41) 

If A is small enough, the coefficients c. behave like y. for small i. However, 
1 1 

for large i, c. ~ y./nAi 2m. Hence, high frequencies are removed from the in-
1 1 

verted solution. Note that as m increases, the cutoff of high frequency com-

ponents becomes sharper. 
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As a result of this discussion, we see that if a smooth inverted dis-

tribution is expected, a higher order Sobolev space is appropriate for inver-

sion. On the other hand, a sharply peaked distribution is likely to be better 

inverted in a lower order space. 

One way to choose the proper order m without resorting to purely intui-

tive criteria is to use the cross-validation function. Since, at its minimum, 

V(A) is an approximation to 

n 
l 2::: (A. f - A. f*) 2 + a2 

n . 1 i i 
i= 

(42) 

where f* is the true solution, f is the inverted distribution, and a is the 

standard deviation of the data (Golub et al., 1979), a good choice of mis 

that which gives the minimum value of V(A). 

Our experience indicates that the inverted distribution is not too sensi-

tive to the space used in inversion, although in higher order spaces the in-

version tends to be more ill-conditioned. That is, the increased smoothness 

of the representing functions causes these functions to become more nearly 

linearly dependent, and hence increases the condition number of the Gram 

matrix A of Equation (20). 

Figure 1 shows the results of inverting some data from the low pressure 

impactor in H1 (0,1) and H2 (0,1). Also shown is the histogram based on the 

50 percent cutoffs. Note that the two solutions agree well within the size 

range where the impactor is most sensitive. The deviation below the lowest 

50 percent cutoff is due to the different ways in which data are extrapolated 

in the two spaces. In this case the lower value of the cross-validation func­

tion V(A) occurred in H2 (0,l), so this solution is expected to be better. 
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CONSTRAINED INVERSION 

Since aerosol size distributions are necessarily nonnegative quantities, 

inversion with positivity constraints can be expected to yield better results 

in some cases than unconstrained inversion. This fact turns out to be par-

ticularly important when the inverted distribution is sharply peaked. In the 

unconstrained case, attempting to recover the peak often leads to the so-called 

Gibbs phenomenon, i.e. high frequency oscillations at the base of the peak. 

These oscillations appear to be suppressed when a positivity constraint is 

applied. In this section we describe an algorithm for constrained inversion 

of aerosol size distribution data. 

The inversion problem is formulated as in (8), but with the added con­

straint, f(x) > 0. We reduce the problem to a finite-dimensional one by defin­

ing discrete approximations, fJ. = f(x.), where x. = (j-1)/m, j = 1,2, ... , m+l. 
J J 

Furthermore, we define a kernel matrix K, the elements of which are Kij = 

k.(x.), i = 1,2, ... , n, j = 1,2, ... , m+l. Now the problem can be expressed as 
1 J 

follows. Find a vector f > 0 in arm+l minimizing 

n [ m+ 1 J2 

L l:K .. f.v.-y. 
i =l j=l 1 J J J 1 

m+l 
+ nA L (Of) ~v. 

j=l J J 
(43) 

where the v j are coefficients for quadrature using Simpson's rule, 
1 

\)1 = vm+l = 3m 

\)2i = 4 i = 1,2, ... , m/2 (44) 
3m 

\)2i+l 
- 2 i :: 1,2, ... , m/2-1 - 3m 

and D is a difference operator approximating a differential operator. For 

example, in H2 (0,l), D is defined as 
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Dlj = D = 0 m+l ,j 
D .. = - 2m 2 

11 

D. . 1 = D. ·+1 = mz 
1,1- 1,1 

D .. = 0 
lJ 

D. ·+1 
1 '1 

D .. = -
11 

D .. 
lJ 

= 0 

= m 

m 

j = 1,2, ... , m+l 

; = 2,3, ... , m (45) 

i = 2,3, ... , m 

otherwise 

i = 1,2, ... , m 

i = 1,2, ... , m 

otherwise (46) 

Letting K1~J. = K .. v., i = 1,2, ... , n; j = 1,2, ... , m+l, and D~. = D .. v., 
lJ J 1J lJ 1 

i = 1,2, ... , m+l; j = 1,2, ... , m+l, the problem becomes: Find f > 0 in Sfm+l 

to minimize 

(47) 

This is a quadratic programming problem that can be solved by standard pro­

cedures (Duffin et al., 1967). Using the Kuhn-Tucker theorem, the problem 

reduces to: Find f > 0 in ~m+l such that, 

Nf - d = g (48) 

+ + + where g _:::. 0 and (f ,g) = 0, and where N = K1 K + nAD 01 and d = Ky. 

Figure 2 shows the result of constrained and unconstrained inversion of 

data produced from a narrow log normal distribution simulated for an eight-

stage low pressure impactor. Note that the constrained inversion gives much 

better results in this case. Both inversions were done in H2(0,l). In carry-

ing out the constrained inversion, the problem was solved using an algorithm 

given by Ravindran (1972) based on theory of Lemke (1965). 
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Unlike the unconstrained case, cross-validation is not applicable in the 

constrained inversion, so the parameter A must be chosen by an alternate 

method. One such method is the method of the discrepancy (Tikhonov and 

Arsenin, 1977), by which f is obtained by solving (48) and A is determined 

iteratively by the requirement that 

II KI f - y II = 6 (49) 

where o is a measure of the error in the data, 

(50) 

where 0. is the standard deviation of y .. 
1 1 
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CONCLUSIONS 

Formulas for applying the method of regularization with generalized cross­

validation to aerosol size distribution data inversion problems have been 

given for Sobolev spaces of order m. The use of the cross-validation func­

tion for choice of appropriate value of m has been noted, and the advantages 

of using a constrained inversion algorithm have been shown when the distribu­

tion is sharply peaked. 

The inversion algorithms developed by Crump and Seinfeld (1982) as well 

as those given in the present paper have been incorporated into the two compu­

ter programs INVERSE and CINVERSE. These programs were reported by Crump 

(1982) in the computer program section of the journal and are available from 

the authors. 
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CALIBRATION OF OPTICAL PARTICLE COUNTER 

INTRODUCTION 

The size measuring instrument used in the aerosol growth studies was a 

Royco LAC 226 laser aerosol particle counter (OPC) having 15 channel resolu-

tion between 0.12 )..1111 and 6.1 µm particle diameter and a channel for oversize 

particles. 

Size resolution of the instrument is imperfect, and experimentally it 

is found that monodisperse aerosols typically give significant responses in 

several channels. Consequently, in order to obtain good size distribution 

measurements, calibration of the instrument and an appropriate data inversion 

technique are necessary. 

In the following sections we describe the method of calibration, present 

the data obtained from experimental calibrations, and discuss the application 

of the data to inversion of measured size distribution data using the methods 

of Crump and Seinfeld (1982a, 1982b). 

CALIBRATION METHOD 

The goal of calibration is to determine kernel functions k. for the 
1 

ith channel, defined such that if f is the number distribution of particles 

entering the instrument, and yi is the number concentration counted in the 

ith channel, then f, k., and y. are related by 
l l 

1 
~ ki(x)f(x)dx = yi (1) 

where x is a dimensionless size variable. By using a monodisperse distribu-

tion, values of the kernel functions can be obtained experimentally, for if 
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(2) 

substitution into Equation (1) gives 

Nk.(x) = y. 
1 0 1 

(3) 

Consequently, if the total number concentration N and the measured response 

yi are known for a monodisperse aerosol of dimensionless size x
0

, then the 

values of the kernel function ki at the same particle size can be found from 

Equation (3). 

By repeating the same measurements for several particle sizes over the 

size range of interest, the values of the kernel functions over the particle 

size range may be obtained by interpolation. 

EXPERIMENTAL PROCEDURE 

Monodisperse particles of polystyrene latex (PSL) and sodium chloride 

ranging in diameter from 0. 1 µm to 1.01 µm were used to calibrate the Royea 

instrument. Sodium chloride particles were used for smaller particles and 

PSL for larger sizes. 

In the PSL experiments dilute suspensions of the monodisperse spheres 

were atomized in the device previously described, and the resulting aerosol 

was passed through a Kr-85 charge neutralizer before entering the particle 

counter. For each size measured, five separate measurements were taken, each 

lasting one minute. The channel responses were then averaged. The diameters 

of PSL particles used in these experiments were 0.126 µm, 0.234 µm, 0.312 µm, 

0.357 µm, 0.500 µm, 0.600 µm, 0.721 µm, 0.792 µm, and 1.01 µm. 

Several measurements of particle concentrations were also made simul-

taneously with a TSI model 3030 Electrical Aerosol Analyzer (EAA). These 
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measurements agree roughly with the OPC measurements for 0.357 µm particles, 

but in the case of 0.126 µm particles, the OPC yielded concentrations smaller 

than those of the EAA by a factor of between 40 and 60. This, likely, is 

due to the low signal to noise level of the OPC at this small particle size. 

For this particle size (0.126 µm diameter) it was assumed that that the EAA 

gave the correct concentration, and the data from the OPC were normalized by 

dividing by this value (see Equation (3)). For the other (larger) particle 

sizes, it was assumed that the OPC gave the correct number concentration. The 

results of these experiments are tabulated in Table I as the values of the 

kernel functions for the first six channels of the OPC at the particle sizes 

used in the experiments. 

Several experiments were also done using monodisperse sodium chloride 

particles in order to obtain more values of the kernel functions near the 

lower end of the size range. The particle diameters used ranged from 0.10 µm 

to 0.13 µm. 

In these experiments aerosol was generated by atomizing a dilute solution 

of sodium chloride. A monodisperse fraction of the desired size was then 

separated out by passing the aerosol through a TS! model 3071 Electrical 

Mobility Classifier. The resulting monodisperse aerosol was then passed 

through a Kr-85 charge neutralizer before making size measurements. Both OPC 

and EAA measurements were made, the latter being used to obtain values of the 

total concentration. As in the previous experiments, five separate measure­

ments were made for each particle size used, and the resulting OPC responses 

and EAA measurements averaged. The values of the kernel functions for the 

first six channels obtained from these experiments are shown in Table II. 
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Table 1. OPC Calibration data for PSL 

diameter ( f-Jffi) kl k2 k3 k4 k5 k6 

0.126 0.022 0. 001 0.000 0.000 0.000 0.000 

0.234 0.153 0.844 0.003 0.000 0.000 0.000 

0.312 0.031 0.204 0.763 0.001 0.000 0.000 

0.357 0.030 0.140 0.827 0.003 0.000 0.000 

0.500 0.035 0.012 0.289 0.661 0.003 0.002 

0.600 0.029 0.008 0.190 0.766 0.006 0.000 

0. 721 0.035 0.016 0.012 0.271 0.655 0.010 

0.792 0.025 0.016 0.017 0.176 0. 725 0.038 

1.01 0.024 0.014 0.013 0.036 0.331 0.577 

Table I I. OPC Calibration Data for NaCl 

diameter ( f-!ffi) kl k2 k3 k4 k5 k6 

0. 10 0.063 0.010 0.000 0.000 0.000 0.000 

0.11 0.092 0.016 0.001 0.000 0.000 0.000 

0. 12 0.114 0.024 0.001 0.000 0.000 0.000 

0. 13 0.135 0.045 0.002 0.000 0.000 0.000 
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DISCUSSION 

The values of the kernel functions obtained for 0.126 µm PSL tend to 

disagree with the values obtained for NaCl with diameters 0.12 µm and 

0.13 µm. This is probably due to shape irregularities of the NaCl particles 

and the difference in refractive indices of the two materials. 

For the small particles, the NaCl measurements were chosen to be used in 

calibration since they appear very similar to measurements made with Mnso4, 

the material used in growth experiments. 

Ideally, the instrument should be calibrated with particles having the 

same light scattering characteristics as those to be measured, but the diffi-

culty of producing monodisperse particles of the proper size and composition 

precludes this. 

The values of the kernel functions obtained as described in the last 

section, omitting the results of 0.126 µm PSL, were interpolated at 41 equally 

* logarithmically spaced diameters from 0.1 µm to 1.0 µm, and these interpolated 

values were incorporated into the data inversion program CINVERSE (Crump and 

Seinfeld, 1982b, Crump 1982). 

* The kernel function data were interpolated since the experimental data pro-
vided only a small number of points across the diameter interval 0.1 m to 
1. 0 m. 

The technique used was to find a smooth interpolating function k~(x) for 
each kernel function k.(x), such that for each particle size x.(j=l, ... ,n) 

1 J 
* k.(x.) = k.(x.) 
1 J 1 J 

and each ki minimizes the functional 

1 *I I J k; (x)dx 
0 

Here the variable x is defined by 

x = log dp + I 
and x varies between 0 and 1. 

The algorithm used to carry out the interpolation was a modification of 
CINVERSE. 
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Figure 1 shows a plot of the six kernel functions together with the ideal 

rectangle kernel functions obtained from the channel size cutoffs supplied 

by the manufacturer. It can be seen from this figure that there is consider­

able deviation between the ideal curves and the experimental curves. 
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ON EXISTENCE OF STEADY STATE SOLUTIONS TO THE 

COAGULATION EQUATIONS 

James G. Crump and John H. Seinfeld 
Department of Chemical Engineering 
California Institute of Technology 

Pasadena, California 91125 

ABSTRACT 

This work examines the general steady state coagulation equations with 

sources and sinks. These equations are shown to admit physically unaccept-

able solutions in some cases, and it is hypothesized that in such a case 

a gelation or precipitation phenomenon occurs. General conditions on the 

coagulation and loss coefficients are given that insure the existence of 

physically realistic solutions. The physically realistic solutions have 

tails that decay faster than any power of particle size. 
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1. INTRODUCTION 

White (1) has considered certain properties of the steady state solutions 

of the population balance equation including sources, coagulation, and removal, 

i.e. 

0 +l '""' b '°'b = ak 2 L... .. x.x. - xkL... k .x. - ckxk 
i+j=k lJ 1 J j J J 

[l] 

The two nonlinear terms describe the rate of change of concentration by binary 

agglomeration, ak is the rate of introduction of particles of size k, and -ckxk 

accounts for removal of particles of size k, such as by convection, sedimenta-

tion, or diffusion to the walls of the system. 

For systems of physical interest the coefficients b .. and ck are unbounded, 
lJ 

and this fact makes it difficult to analyze the behavior of solutions to Eq. [1]. 

In addition, as White has shown, it also gives rise to physically unrealistic 

solutions in some cases. 

A solution to Eq. [1] is simply any nonnegative sequence xk satisfying 

Eq. [1]. The existence of a solution implies that all the sums appearing in 

the equations are finite. However, the existence of a solution does not imply, 

contrary to widespread belief, that the solution conserves mass, that is, that 

the following equality holds 

[2] 

This equality may be 11 derived 11 by multiplying the kth equation in Eq. [l] by k 

and summing over all k. However, the rearrangements of the infinite sums re-

quired to obtain Eq. [2] are only valid provided L ib .. x.x. < 00 ; for then, all 
lJ l J i,j 

series appearing in the equations are absolutely convergent. We will see later, 

nevertheless, that the inequality 
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[3] 

always holds regardless of b .. so that even if mass is not strictly conserved 
lJ 

as in Eq. [2],mass is always finite for any solution of Eq. [l]. 

Another property that solutions to Eq. [l] may possess is that of having 

finite moments of all orders, that is 

00 

L: < 00 y = 0,1,2, ... [4] 
k=l 

We will see in a later section that solutions need not have this property. 

A physically acceptable solution to Eq. [1] must have the mass conservation 

property. The fact that Eq. [1] may have solutions which do not obey Eq. [2] 

was demonstrated by White (1), who proved the following: 

1) If all ck= 0, i.e., there is no sink for particles, then solutions 

to Eq. [1] may or may not exist depending on the form of the b ... 
lJ 

Solutions which do exist do not conserve mass. 

2) If all ck = 0, and Eq. [1] has a solution, then some moment of the 

solution must be infinite. 

3) If the removal and coagulation coefficients satisfy the relations, 

c. > cj 6 and b .. < bi 6j 6,with c ~ 0, then any solution of Eq. [1] has 
J lJ -

finite moments of all orders. 

The assertion above that mass is not conserved in the absence of removal 

is hardly surprising. What is surprising is the existence of solutions to the 

steady state equations under such conditions. These solutions are not physically 

acceptable, and the second statement shows that one characteristic of such solu-

tions of that some moment of them is always infinite. The third result states 

a condition under which this situation will not occur, which, roughly speaking, 
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is that the removal mechanism be at least as 11 strong 11 as the coagulation 

mechanism. 

From these results White concluded that physically acceptable solutions 

of Eq. [l] cannot have power law tails, i.e., the solutions cannot have asymp­

totic forms xk ~ k-r for large k, since in such a case, some moment would be 

infinite, contradicting the third result above. 

However, White's results leave several questions unanswered: 

1) How 11 strong 11 must the removal mechanism be relative to the coagulation 

mechanism in order that physically acceptable solutions to Eq. [l] 

exist? 

2) Do solutions to Eq. [l] actually exist under general conditions when 

the coefficients b .. and ck are unbounded? 
lJ 

3) What is the significance of "unphysical" solutions to Eq. [1]? 

As an example of the type of case not answered by White's work, consider 

Brownian coagulation of an aerosol in a vessel with removal occurring only by 

flow out of the vessel (convection). Then b < b.l/3 .l/3 d 1 The ij _ 1 J an ck = . 

results of White do not include this case, but we will see that solutions to 

this system exist, conserve mass, and have finite moments of all orders. 

White showed that in the absence of removal physically acceptable solutions 

do not exist. However, even when removal is present, physically acceptable solu-

tions may fail to exist, as the following example of branched chain polymeriza-

tion in a continuous stirred tank reactor indicates. In this case the kinetic 

coefficients b .. are proportional to (i+2)(j+2) (2), and the removal, by con­
lJ 

vection, is constant. 

Hence, if we assume only monomer is entering the reactor, Eqs. [1] take 

the form 

. 1 k-1 00 

xk = :\o1 k + -2 .L bk . .xk .x. - xk L bk .x. 
J=l -J,J -J J j=l J J 

[5] 
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where \ is a dimensionless feed concentration of monomer, and the coefficients 

b .. = (i+2)(j+2). Suppose that a mass conserving solution to Eq. [5] exists. 
lJ 

Then the mass conservation equation holds, i.e. 

L kx = \ 
k k 

Summation of Eq. [5] over k gives 

= \--
2
1 L b .. x.x. 

. . 1 J 1 J 
l 'J 

= \ _ l L (i+2)(j+2)x.x. 
2 . . l J 

1 'J 

and from Eq. [7], we have, using Eq. [6], 

L xk < \ - l ii 2 

k - 2 

[6] 

[7] 

[8] 

It follows immediately from Eq. [8] that if ii> 2, Lxk < 0, so no physically 
k 

acceptable solution exists. 

Physically, this tells us that gelation has occurred in the reactor. That 

is, some amount of infinite polymer has formed. In fact, this does actually 

occur in cross-linked polymerizations, and the above coagulation kernel has 

been used to model the polymerization up to the gel point, and to estimate the 

time for gelation (2). Whether or not a phenomenon similar to gelation exists 

in aerosol systems seems to be unknown at the present time, although Smoluchowski 

(3) reports an experiment carried out by Paine in which colloidal particles 

being stirred coagulated negligibly during an induction period, then suddenly 

produced large clusters. This may have been due to gelation. 
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These last comments suggest that in some cases at least, the nonexistence 

of physically acceptable solutions to Eq. [l] may be an indication that pre-

cipitation similar to gelation in polymer systems has occurred in the system, 

and hence, although the solutions themselves do not have physical significance, 

they indicate a real physical phenomenon. 

2. STATEMENT OF RESULTS 

In the next sections we prove two results in answer to the questions raised 

by White. These two results give conditions under which well-behaved solutions 

to Eq. [l] exist. Then we also discuss the behavior of solutions which do not 

satisfy these conditions, and in so doing show what situations might give rise 

to gelation phenomena. We assume that L kYak < oo for all y. 

We will give a partial answer to the first question raised by proving the 

following assertion: 

Assertion 1. 

If the removal coefficients ci and the coagulation coefficients bij 

· f h 1 · .Bf o o db b.a+s.a+B sat1s y t e re at1ons c1. _> c1 or some c > , S > , an .. < 1 J , 
lJ -

where a < i, then if solutions to Eq. [1] exist, they have finite moments 

of all orders, and consequently conserve mass. 

It should be noted that the existence of a solution to Eq. [l] is not 

asserted here, but merely that if a solution exists, its moments are all finite 

under the given conditions. There are some indications that the exponent i is 

the largest possible here, and we will give some arguments to this effect later. 

Nevertheless, proof is still lacking. Assertion 1 tells us that under the 

given conditions if solutions to Eq. [l] exist no gelation phenomena will occur, 

and thus, the assertion gives some indication of the conditions needed to observe 

such a phenomenon. It also should serve as a warning to those who solve Eq. [1] 
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numerically that if the above conditions are not met, the solutions obtained 

may not be meaningful.* 

The second question will be answered under fairly general conditions, 

applicable to most aerosol systems, and it is given in the following assertion: 

Assertion 2. 

If the coefficients c. and b .. satisfy the same conditions given in Asser-
1 1 J 

tion 1 except that we merely require that a< 1, then there exists a non-

negative solution to Eq. [1] having finite mass. 

Assertion 2 is especially interesting in light of the fact that it guaran­

tees the existence of solutions to Eq. [1], which do not satisfy the conditions 

of Assertion 1, and consequently may be unphysical. These solutions are those 

1 for which a> 2. No such solutions, however, have ever been found, to the knowl-

edge of the authors. Nevertheless, we will present arguments which suggest 

that such solutions do indeed exist. 

Before proving Assertions 1 and 2, we note that the substitution xk = ckxk 

reduces Eqs. [l] to 

O=a'+l L b'..x'.x'.-xkL:bk.x'.-x' 
k 2 i+j=k lJ 1 J j J J k 

[9] 

where b'.. = b .. /c.c .. 
lJ lJ 1 J 

From now on we omit the primes in Eq. [9] and deal only 

with this equation. Clearly if either Assertion 1 or 2 holds for Eq. [9], it 

also holds for Eq. [l]. Moreover, by the hypothesis of the two assertions, we 

may assume that the b .. of Eq. [9] satisfy the relations b .. < biaja, where 
1 J 1 J -

1 a < 2 for proving Assertion 1 and a < 1 for proving Assertion 2. 

* Similar comments, may be expected to hold for continous, or mixed discrete-
continuous forms of Eq. [l]. 
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Proof of Assertion 1 

Assertion 1 is basically an extension of White's result, and its proof is 

nearly identical to that of White. We make use of the following inequalities 

proved in Appendix A: 

For r ..:::_ 2, there is a number Cr such that for all a,b > 1 

(a+b)r < ar + br + C ar-lbr-1 
r 

For 1 < r < 2 and all a, b > 1 

(a+b)r < ar + br + 2ar/2br/2 

[10] 

[11] 

Then we obtain the following generalizations of the inequality proved by White: 

If {xk} is a solution to Eq. [9], then 

c 
'kp 'kp _Q' '. p-1 .p-1 L. xk <L. ak +? L... L.l J b .. x.x. 
k - k . - i j lJ 1 J 

( p ..:::_ 2) [12a] 

(1 < p .2 2) [12b] 

[12c] 

where Cp is a constant depending only on p. 

The proof of these inequalities is obtained by letting N tend to infinity 

in the following inequalities (where Cp is chosen according to Eq. [10] if p ..:::_ 2, 

Eq. [11] if 1 < p .2 2, and CP = 0 p = 1 and r = p - 1 for p ..:::_ 2 and p/2 for 

1 < p .2 2). 

1 L: kP 
= "2 k<N 

I: 
k<N 

2= 
i+j=k 

b .. x .x. 
lJ 1 J 
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= -21 L L (i+j)p b .. x.x. - L Lkpbk.xkx. 
k.:::_N i+j=k lJ 1 J k.:::_N j J J 

< l L: 2: (.p .p C .r.r)b - L L k Pbk .xkx . 1 + J + 1 J .. x. x . 
- 2 k<N i+j=k p 1J l J k<N j J J 

c 
= ___g 2: L: .r.rb 2: 2: ·Pb - L L kpbk .xkx. 1J .. x.x.+ 1 .. x .x. 2 k<N i+j=k lJ , J k<N i+j=k lJ 1 J k.:::_N j J J 

c 
2: L: = ___Q .r.rb L: L: kpbklkxj 2 1 J .. x.x. -
k<N i+j=k lJ 1 J k<N N-k<j 

c 
< _Q L: L: .r.rb 1 J .. x .x. 
- 2 k<N i+j=k 1J 1 J 

To prove Assertion 1, we show first that existence of a finite second 

moment implies that all moments are finite, under the hypothesis that b .. < biaja 
lJ -

with a< 1. Let o = 1 - a> 0. Set r 1 = 2 + o. Since r 1 > 2, inequality [12a] 

may be invoked to give 

= bCy 1 (L i 2x.) 2 < oo 

2 . 1 
1 

Hence, the (2+o)-th moment is finite. Now setting yn = 2+no, and proceeding 

inductively, we see that all moments are finite. 

1 Now assume a < 2. By what we just saw, it is only necessary to prove that 

the second moment is finite to prove that all moments are finite. This is shown 

by using the inequality [12b] 



118 

Thus, the second moment is finite if the (l+a)-th moment is. Now, repeating 

this argument shows that this moment is finite if the (~ + a+-! a)-th moment 

is finite, and after n repetitions, we have that the second moment is finite 
n 

if the moment of order a 2.: 2-k + 2-n is finite. Since a < i· for some finite n, 
k=o 

this quantity is less than 1. Since any solution to Eq. [9] has a finite first 

moment (by [12c]), this proves that the second, and consequently all, moments 

are finite. Then, since convergence of all the sums is guaranteed, mass con-

servation holds by elementary manipulation of Eq. [9]. This proves Assertion 1. 

Proof of Assertion 2 

To show existence of solutions to Eq. [9], we will assume b .. < biaja 
1J -

with a< 1. We sketch the proof here, leaving technical details to Appendix B. 

The main idea is to examine truncated sets of Eqs. [9] containing only a finite 

number of variables and show that a sequence of solutions can be found that con-

verges to a solution of the full problem. 

The truncation is chosen to be mass conserving, and the Nth truncation is 

k-1 N-k 
0 = ak - xk + -! L bk . .xk- .x. - xk L bk .x. 

j=l -J,J J J j=l J J 
[13] 

k = 1,2,. .. , N 

N N 

N 
If {x~}k=l is a solution to Eq. [13], it is easy to show that L kxk = 

~ k=l 
2: kak ..:::_ L kak. 
k=l k=l 

Using a 

for every N 

tion of the 

degree 

there is 

sequence 

00 

L: kxk 
k=l 

theoretic argument given in Appendix B it can be shown that 

a solution {x~}~=l of Eq. [13]. If we 

N N N 
x = {xk }k=l 

N 
to xk = 0 for k > N, then 

N oo 

= L kak .::_ k~-l kak = M, 
k=l 

extend the defini-
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so the Bpproximate solutions lie in the set of nonnegative sequences {x.}~ 
1 00 l 1 = 

such that L ix. < M. This set is compact* in the set if of sequences {x. }~ 
1 i=l l - l i= 

00 

such that L ialx; I < 00 , so there is a sequence {xk};=l such that 
i =l 

= 0. where N. is a subsequence of integers, and N. -+ oo 
J J J 

N. N. 
as j -+ 00 • Letting x and x J denote {xk};=l and {xkJ};=l, respectively, and if 

T denotes the operator on the right side of Eq. [9] and TN the corresponding 

operator on the right of Eq. [13], then we have 

since xN is a solution to Eq. [13]. If we norm sequences y = {y;}7=l by 

00 00 

f:y11 = L k
0
"!yk!and llyll 

a k = 1 
= L IYkl, then we have for the sequence x defined 

k=l 
above, 

llTxll = llTx 
N. N. , , 

Tx 0 + Tx 0 

N. N. N. N. 
< II Tx - Tx J II + II Tx J -T J x J II [ 15] 

N. 
Since llx-x Jlla-+ 0, and Tis continuous, by 

N. 
Then, since T J 

an argument in Appendix B, the 

first term tends to zero. uniformly approximates T on compact 
N. 

subsets of 9-~, and the x J all lie in such a set, the latter term tends to zero. 

This proves llTxll = 0, and hence Tx = 0, or equivalently Eq. [9] is satisfied 

by x. Therefore x is a solution of Eq. [9]. 

*A compact set is one such that every sequence of points in the set has a con­
vergent subsequence whose limit is also in the set. See (4) p. 269. 
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3. DISCUSSION 

Combining the results of Assertions 1 and 2 we obtain 

Assertion 3 

If the coefficients of Eqs. 

Q 0 db b.a+(:3.a+S 
µ > , an .. < i J , 

iJ -

[l] satisfy the relations c; ~ ci 6, c > O, 

1 where a < 2, then Eq. [1] has a nonnegative 

solution with finite moments of every order, and which conserves mass. 

From this result we see that well-behaved steady state size distributions 

exist for an aerosol undergoing Brownian coagulation (bij ~ bi 113j 113) and 

gravitational sedimentation(ck ~ ck 2 1~, or Brownian coagulation and convective 

removal (ck= c). 

By examining the proof of White's inequality [12c] we can see that if mass 

conservation fails, then L ib;;x1'x. = 00 , which implies that the (a+l)-th moment 
• • IJ J 
1 'J 

of the size distribution is infinite, and consequently, as White noted, the 

size distribution behaves asymptotically like a power law distribution. 

To see this more concretely, set p = 1 in the proof of the inequalities 

[12(a,b,c)]. Then if mass is not conserved, 

lim L.: 
N-+<x> k<N 

If bkj cr kaja, and we suppose xj ~ j-s for some s > 0, we find 

N oo 

1 i m L L kl +a- s j a- s = c . 
N-+<x> k=l j=N-k+l 

Approximating these sums by integrals gives 

N-1 oo ~- f N-1 J xl+a-x J ja-sdjdx ~ xl+a-s(N-x)l+a-s dx 
1 N-x+l 1 
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( · 1 0) Let f(x) -- xl+a-s assuming + a - s < . Then this last integral is roughly 

f*f(N), where* denotes convolution, and lim f*f(N) = c. By the final value 
N-+oo 

theorem, this means lim ~ 2 (z) = c, where f is the Laplace transform off. Hence 
z-+O 

A rc 
f(z) ~~for small z. Now this means 

3 
that f(x) CT x-112 for large x, so the 

rz 
3 exponent s = 2 + a, so 

- - -a . 2 x. ~ J 
J 

It should be noted that the exact solu-

tions given by White in the absence of removal for b .. = iaja, have exactly this 
lJ 

asymptotic behavior. For this power law distribution to be consistent with the 

fact that solutions to Eq. [1] have finite first moments, we must require that 

1 a> 2. This is precisely the requirement that Assertion 1 not hold, and conse-

quently is very suggestive that the exponent i in that assertion is the best 

possible one. 

Ziff (5) gives several solutions of the dynamic coagulation equation which 

support his beiief that for b .. such that b .. > ia, with a> 1, solutions exhibit 
lJ 11 -

gelation. This corresponds to our case in which a> i• and hence tends to sup-

port the observations we made above. In aerosol systems it appears from these 

results that gelation phenomena would be rare, since gravitational sedimenta-

tion acts as a strong sink to counteract all of the usual coagulation mechanisms. 

4. CONCLUSIONS 

We have shown that if the particle removal coefficients satisfy ci ~ ci 6 

for c > 0, S > 0, and the coagulation kernel b .. satisfies b .. <bia+Sja+B with 
lJ 1J-

a < i· then solutions to the steady state population balance exist, have finite 

moments of all orders, and conserve mass. It follows that such distributions 

cannot have power law tails. We have given evidence that the exponent i is 

the largest possible, and that for a > i• solutions have a power law behavior, 

do not conserve mass, and possibly indicate some behavior similar to gelation 

in polymerization systems. 
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APPENDIX A 

(1) If r 2_ 2, there is a number Cr such that for all a, b > 1 

(a+b)r ~ ar + br + Cr ar-lbr-1 

Proof: 

Let n be the smallest integer 2_ r. Then n > 2, and 

Dividing by (a+b)n-r gives 

[A.l] 

n-2 k n-k 
(a+b)r < ar + br + nabr-1 + nar-lb + L (nk) a b [A.2] 

- k=2 (a+b)n-r 

S. 2 br-1 r-lbr-1 d r-lb r-lbr-1 and akbn-k/(a+b)n-r ~ l nee r > , na < na , an na < na , 
- -

ar-lbr-l. Thus (a+b)r ~ ar + br +Cr ar-lbr-l, where 

n-1 
C = L ( n) = 2n - 2 [A. 3] 

r k=l k 

(2) If 1 < r < 2 

(a+b)r ~ ar + br + 2ar/2br/2 

for a, b > I. 

Proof: 

(a+b) 2 = a2 + b2 + 2ab 

Dividing by (a+b) 2-r gives 

b 

[A.5] 
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APPENDIX B 
00 

Let Q,l = the set of sequences {xi }7 =l such that x = L Ix· I < 00 , and 
i =l 1 

00 

let Q,al equal the set of sequences such that llxil"' - Lialx-1 < oo. 
\.N • 1 1 

operator T mapping Q,~ into Q,l by 

(Tx). 
1 

i-1 
= ai - x. +~ l.:b ... x .. x. 

1 j=l 1-J,J 1-J J 

i= 

00 

x. I: b .. x. 
1 j=l lJ J 

Define an 

[B.l] 

Here x denotes the sequence {xi}7=l· If bij .::_ biaja, it is clear that the 

sequence Tx = {(Tx)i}7=l is in Q,l if x is in Q,~. By elementary manipulations 

a of Eq. [B.l], we obtain for x and y in Q,l 

llTx - Tyl/ < /IX-Yll + -2
3 b(ilxll + llyll )(llx - Yll ) [B.2] 

- a a a a 

Eq. [B.2] shows that T is continuous. In fact, it shows T is uniformly continu­

ous on bounded sets in Q,f. 
N Next define a map TN on &l by 

i-1 N-i 
(TNx); =a. - x. + ~ Lb . .. x .. x. - x. L b .. x. 

l 1 j=l 1-J,J 1-J J l j=l lJ J 
[B.3] 

TN can also be considered a map from Q,f into Q,l by defining (TNx)i = 0 for > N. 

Now, 

00 

(Tx - TNx)i = L: b .. x .x. for i < N 
j=N-i+l lJ 1 J 

[B.4] 
= (Tx); for i > N. 

Hence we obtain 

llTx - TNxll < 2bllxl1. L ialx ·I + 2:: I (Tx) ·I 
- aj>N/2 J j>N 1 

[B.5] 
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It can be shown that compact sets in £Z are those that are closed, bounded, 

and have the property that for any positive s there is N such that every sequencex 

in the set satisfies L ia\x. \ < s. From this, and the fact that images of com-
. N 1 1> 

pact sets under continuous functions are compact, it follows that llTx - TNxll may 

be made arbitrarily small on compact sets in £Z by choosing N large enough . 

Incidentally, the above characterization of compact sets shows that the set 
00 

of nonnegative sequences x = {x.}~ 1 
such that L: ix. < M is compact in £a if 

l l= i =1 1 - 1 

a < 1. To see this, note that the set is closed and bounded, and since a < 1, 

given s we can choose N large enough so that MN a-1 Thus < E 

"" .a-1 . < Na-1 = L 1 lX. 
1 i >N i >N 

L ix. < MNa-l < s 
1 

[B.6] 

for all sequences x in the set. 

Finally we must show that each of the truncated sets of equations can be 

solved to yield a nonnegative solution. 
00 

Let D = {x € aP.N: 0 < x. < M for 1 < i < N} where M = 
l 2: 

k=l 
ing TN as a map from f?lN into arN we define a homotopy Ht by 

[ 
i-1 

x. + t i L: b. . .x. .x . 
1 j=l 1-J,J 1-J J x. f b .. x ·] 

1 j=l lJ J 

for x € D and O < t < 1. 

Now, view-

Note that H0 = a - x and H1 = TN. For the moment suppose ak > 0 for all k. We 

will use the fact that the topological degree at 0 of Ht is independent of t pro­

vided no zeroes of Ht cross the boundary of D. That is, if H0 has a zero in D, 

and by varying t no zeroes cross the boundary of D, then"the parity of the 

number of zeroes of Ht cannot change, i.e., zeroes can appear and disappear only 

in pairs. The one-dimensional case illustrates this fact well. 
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So we need only show that Ht(x) 1 0 if x is a boundary point of D. If x is 

a boundary point, then either xi = 0 for some i or xi = M for some i. If 

X; = 0, then 

i -1 
= a. + 1

2 
Lb. . .x. .x. > 0, 

l j=l 1-J,J 1-J J 
[B.7] 

so Htx 1 0. If xi = M for some i, and Htx = 0, then by what we just proved 

xj > 0 for all j. By mass conservation, which is satisfied by any zero of Ht' 

N 
I: jx. 
j=l J 

N 
=I: 

j=l 
ja. < M = x. < 

J l 

N 
2: 
j=l 

jx. 
J 

[B.8] 

a contradiction. Hence, no zeroes of Ht cross the boundary of 0, and since 

H0 has 1 zero in D, TN has an odd number, so has at least one, 

If some ak = 0, then the result follows by approximating ak by a sequence 

of nonzero numbers tending to zero and by a limiting argument a zero of TN is 

obtained again. 
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CHAPTER 10 

MANGANESE SULFATE AEROSOL GROWTH DUE TO 

CATALYTIC OXIDATION OF SULFUR DIOXIDE 

IN THE CSTR 
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MANGANESE SULFATE AEROSOL GROWTH DUE TO 

CATALYTIC OXIDATION OF SULFUR DIOXIDE IN THE CSTR 

INTRODUCTION 

In this section we predict the steady state aerosol size and composition 

in a CSTR in which sulfur dioxide is being absorbed by aqueous manganese sul-

fate aerosol and oxidized to sulfuric acid. The prediction considers the 

feed distribution, the sulfur dioxide concentration, the relative humidity, 

and the mean residence time. 

In the last part we present an algorithm which allows computation of 

the new size distribution resulting from a change in relative humidity. This 

is important in making comparisons between model predictions and experimental 

data. Although the analysis is presented for manganese sulfate aerosol, it 

is applicable in principle to the catalytic oxidation of so2 in aerosol par­

ticles of other species. 

STEADY STATE SIZE DISTRIBUTION IN A CSTR 

We begin by discussing the case of a monodisperse feed aerosol to the 

CSTR. In this case the steady state output size distribution n(x
0

,x) obeys 

the equation 

0 = QN o(x-x ) - Qn(x ,x) - vs{x,p(x ,x)) n(x ,x) 0 0 0 0 0 

(1) 

where x is a dimensionless size-related variable, x
0 

is the size of the 

feed aerosol, p(x
0

,x) is the particle density, and I(x
0

,x) is the particle 
dx growth rate cit and B(x,p) is the wall loss coefficient. We have included 
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explicitly the dependence on x
0 

of the various quantities, since this depend­

ence is important when the feed is polydisperse. Note that coagulation effects 

are ignored here. In general the growth rate I(x
0

,x) can be expected to be 

composition as well as size dependent. However, in the case of a monodisperse 

feed of aerosol in which all particles have identical composition, the compo­

sition of particles becomes a unique function of size, hence the solution of 

equation (1) directly yields both size and composition. 

The solution (1) is 

f
x l/T+B(t,p(x ,t)) J 

I(xo,tJ dt 
XO 

(2) 

where T is the mean residence time of the CSTR. 

In the case of a polydisperse feed, the feed distribution can be approxi­

mated as a linear combination of monodisperse feeds, and (1) solved for each. 

Then by linearity of (1), the solution is a linear combination of solutions 

for each feed size. Hence we need only consider the case of a monodisperse 

feed, for which (1) and (2) hold. 

It follows from Equation (2) that to compute the distribution requires 

only that we know I(x
0

,x) given x
0

,x, and a kinetic rate expression for for­

mation of sulfuric acid. The wall loss coefficient S requires, in addition, 

the particle density. In the next section we describe the procedure for 

obtaining these quantities. 
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CALCULATION OF THE GROWTH RATE I(x
0

,x) 

Let us define x as 

(3) 

where d1 and d2 are lower and upper particle diameter limits, and dp is par­

ticle diameter. We shall take d1 = 0.1 µm and d2 = 1.0 µmin subsequent 

analysis. From (3) and our choice of d1 and d2 we obtain 

d 1 ~ 
I(xo,x) = dxt = 31 10 dt n vp 

(4) 

where vp is particle volume, which is to be calculated from the role of pro­

duction of sulfuric acid and the requirement of thermodynamic equilibrium. 

This latter requirement can be shown to be a very good approximation due to 

the small size of the particles of interest (See Appendix). In general the 

particles in the CSTR will consist of aqueous solutions of manganese sulfate, 

sulfuric acid, and sulfur dioxide along with the various ions in equilibrium 

with it. The concentration of sulfur dioxide and other reduced sulfur ions 

is governed by equilibrium between the gas and liquid phase, and in the pres­

ence of sulfuric acid is so small that its effect on the water activity of 

the mixture is negligible. Thus, the water activity can be expressed in terms 

of the concentrations of the manganese sulfate and sulfuric acid alone. Let 

ca and cm denote the acid and manganese salt concentrations, respectively. 

Equilibrium between the particles and the gas can be expressed in terms of 

that for water alone. The condition is 

a (c ,c ) = RH w a m (5) 



131 

where aw is the water activity of the mixture as a function of the concentra­

tions, and RH denotes the ambient relative humidity. Given x
0 

and x, Equa-

tion (3) gives the corresponding volumes v and v , and since feed particles p,o P 
contain only manganese sulfate the feed concentration c 

0 
is obtained by m, 

solving (5) with ca = 0. Then mass conservation of the manganese gives 

c = v c /v m p,o m,o p (6) 

Then solution of (5) yields ca. 

Letting R(ca,cm) be the rate of acid formation as a function of the acid 

and manganese concentrations, we have, by definition of R 

Differentiation of (5) with respect to t gives 

But we also have 

c v m,o p,o 

v~ 
~ 
dt 

Substituting {9) into (8), and using (7) gives 

~ P :~p = R(ca ,cm){cm ( :::/ ::: ) + ca] 

And then I(x
0

,x) is obtained from (4). 

(7) 

(8) 

(9) 

(10) 

Hence, the problem is essentially reduced to one of determining the water 

activity aw as a function of the concentrations of sulfuric acid and manganese 

sulfates ca and cm. The solution of this problem is discussed in the following 

section. 
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EVALUATION OF WATER ACTIVITY OF H2so4-MnS04 MIXTURES 

Since water activity data on mixtures of H2so4 and Mnso4 in water are 

not available, the mixing rules devised by Kusik and Meissner (1978) have 

been used here to obtain aw. Kusik and Meissner present a formula for the 

activity coefficients of ionic mixtures as functions of the activity coeffi-

cients of all pure ionic salts which enter into the mixture. For a solution 

of Mnso4 and H2so4 , these are the only two pure ionic compounds needed. The 

Kusik and Meissner formula for the water activity of mixtures is, however, 

incorrect. Thus, the Gibbs-Duhem equation was used to obtain the following 

formula, consistent with the mixing rules of Kusik and Meissner, 

where 

·log aw = 

91 +I = 
H so4 

2I 2 
T 

log(a ) + w a 

4I ++I = 
Mn so4 

12 
T 

+ r 

( 

9I I I I ) H+ so~ so~ Mn++ 
0.0156 4IT + IT r = 

- 0.0156 (I + + 0.25 I = + 0.251 ++) 
H S04 Mn 

(11) 

(12) 

where I+' I ++' I =' and IT are the ionic strengths of H+, Mn++, so4, and 
H Mn S04 

the total ionic strength, respectively, assuming complete dissociation. In 

Equation (11) (a ) and (a ) are the water activities of pure sulfuric acid w a w m 

solution and manganese sulfate solution, respectively, evaluated at the total 

ionic strength of the mixture. In the evaluation of (11), data on water 

activity from Robinson and Stokes (1965) were used. As a result, the mixture 
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water activity is determined as a function of the acid and manganese molali-

ties. Since the solutions in the aerosol are fairly concentrated, the molar 

concentrations differ appreciably from the molal concentrations, and the den-

sity must be known as a function of concentration to convert from one measure 

to another. 

Figures 1 and 2 show density-concentration data for pure sulfuric acid 

* and pure manganese sulfate solutions. The partial mass volume is seen to be 

fairly constant over the entire region covered by the graphs, and the values 

taken from these were assumed to hold in mixed solutions as well. If V. is 
l 

the partial mass volume of the ith species (cm3/g), M. its molecular weight 
- 1 

(g/mole), and c. its molar concentration (mole/liter), then we obtain the 
1 

relation 

1 000 = L ij . M . c . . , , 1 
1 

(13) 

For the case of sulfuric acid, manganese sulfate, and water, (13) becomes 

1000 = ij M c + ij M c + ij M c a a a m m m w w w (14) 

we also have the relation that density in g/cm3 is related to molar con-

centrations by 

1 
p = lOOO (M c + M c + M c ) a a m m w w (15) 

Using (14) to eliminate cw from (15) and the values of Va and ijm obtained 

from Figures 1 and 2, we obtain 

(16) 

*CRC Handbook and International Critical Tables. 
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Figure 1. Density of aqueous sulfuric acid as function 
of weight fraction acid, together with linear 
approximation. 
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Figure 2. Density of aqueous manganese sulfate as function 
of weight fraction Mnso4 , together with linear 
approximation. 
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- 3 - 3 where Va= 0.401 cm /g and Vm = 0.106 cm /g. Knowing p, then concentrations 

and molalities are related by 

CHANGE OF SIZE DISTRIBUTION CAUSED BY CHANGE 

IN RELATIVE HUMIDITY 

(17) 

The size distributions in the CSTR are not necessarily the same as those 

seen by measuring instruments. This is due to the fact that relative humidity 

is a strong function of temperature, so that instruments operating above or 

below ambient temperature will measure at different relative humidities. 

Thus, to compare predicted size distributions with data one must be able 

to convert to the conditions under which the measurement was made. 

To do this one needs the size and composition distribution. Given a 

dimensioness size x, and acid and manganese concentrations, ca and cm, 

respectively, the factor A by which drop volume will change at a new relative 

humidity is given by 

where RH is the new relative humidity. This equation holds provided no man-

ganese sulfate precipitates. The absence of a solid phase can be checked 

by comparing the activity product to the solubility product. That is, it 

must be true that 

(19) 
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The activities are evaluated from Kusik and Meissner 1 s activity coefficient 

for the mixture 

( 
IM +I SO ) ( 9 I + ) ± n 4 H 

log y = I log YMnSO + ~ log YH SO 
T 4 T 2 4 

(20) 

where YMnSO and yH SO are the pure solution manganese sulfate and sulfuric 
4 2 4 

acid activity coefficients, respectively, and are evaluated at the total ionic 

strength of the mixture. 

The water activity is included in (19) based on the assumption that the 

solid phase in equilibrium would be the monohydrate, which is the case in 

aqueous solutions of pure manganese sulfate above 27°C. 

The solubility product, defined by 

SP = a a a 
w Mn++ so4 

(21) 

for saturated solutions of pure manganese sulfate was calculated from solu-

bility data given in the International Critical Tables. Figure 3 shows a 

plot of lnSP versus l/T and from it one obtains the approximation 

lnSP = l~OO - 8.155 (22) 

This equation was used subsequently. 

In case (19) fails, the value of A obtained is incorrect due to precipi­

tation of Mnso4, and the new concentrations in the drop are determined by 

a (c' c') =RH w a' m 
{23) 

{24) 
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These equations are solved for c' and c'. Then mass conservation of mangan-
a m 

ese and acid gives 

vc = v c' + v /M m £ m sPm m (25) 

vc = v c' a x a (26) 

In these equations v is the original drop volume, pm the density of the solid 

phase (which is supposed to be MnS04·H20), and Mm the molecular weight of 

the solid phase. vx is the volume of the liquid phase after the change in 

humidity, and vs is the corresponding solid phase volume. Finally the total 

volume v' of the drop after the change in humidity is the sum of liquid and 

solid phase volumes 

(27) 

Now A is obtained by the relation 

A = v/v' (28) 

Having obtained A by either solving (18) or from (28), the size distri-

bution n' is obtained from the original distribution by the transformation 

1 1 d )) n1 (x
0

,x - 3 log ~-(x)) = n(x
0

,x)/(l - 3 dx log A(x (29) 

This result holds for a monodisperse feed. If the feed is polydisperse, the 

separate size distributions corresponding to each size in the feed are trans-

formed according to (29) and the resulting distributions are summed to give 

the final transformed distribution. 
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APPENDIX 

EQUILIBRATION TIME FOR AEROSOL PARTICLES 

We make an estimate for the time to reach thermodynamic equilibrium of 

aerosol particles of diameter less than 1 µm. 

We assume the particles are large enough for continuum analysis to hold. 

Then the flux of water vapor to the particle surface is (Friedlander, 1977) 

(Al) 

where 

D = Diffusivity of water vapor in air = 0.24(cm2/sec) 

dp = drop diamter (cm) 

p = water partial pressure (atm.) 

pd = drop water vapor pressure (a tm.) 

T = absolute temperature (oK) 

R = gas constant = 82.05 atm. cm3/mol OK 

The above flux must equal the quantity 

d pV 
_'.___Q (A2) dt M 

where VP = particle volume (cm3) 

p = density of water (l.O g/cm3) 

M = molecular weight of water = 18 g/mol 

where we have assumed no volume change on mixing. This assumption is adequate 

for the purpose of estimation. Setting vp = nd~/6, and equating the flux 

expression (Al) to the growth expression (A2) yields the equation 
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p~ =vapor pressure of water (atm.)(=0.0313 atm. at 25°C) 

RH = relative humidity 

aw = water activity of drop 

(A3) 

(A4) 

We now consider the longest possible time for equilibrium to be established 

withinonepercentfora drop of diameter less than 1 µm. Before equilibrium 

is reached within one percent, we have 

(AS) 

So, from (A5) and substitution of appropriate values into Equation (A4), we 

obtain 

(A6) 

Typically drop diameters will not change by more than a factor of two when 

relative humidity changes, so using (A6), this gives, upon integration 

ln2 > 22t (A7) 

or 

t < 0.03 sec (AS) 
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CHAPTER 11 

OXIDATION OF SULFUR DIOXIDE IN AQUEOUS 

MANGANESE SULFATE AEROSOLS 
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OXIDATION OF SULFUR DIOXIDE IN AQUEOUS MANGANESE SULFATE AEROSOLS 

INTRODUCTION 

The phenomenon of aerosol growth due to oxidation of sulfur dioxide 

has received considerable attention in recent years (Bassett et al., 1981; 

Freiberg, 1978; Cains and Carabine, 1978; Wadden et al., 1974), particu­

larly in reference to plumes from coal-fired boilers. A central question 

in such studies concerns the role of heterogeneous liquid phase oxidation 

of sulfur dioxide, catalyzed by dissolved ash from the coal combustion 

aerosol, and its consequent effect on evolution of the aerosol size dis­

tribution. 

To begin to understand these processes, simpler systems, containing a 

single metal salt, have been employed, notably manganese salts, which are 

known to be active catalysts for so2 oxidation (Bassett and Parker, 1951) 

and to occur in fly ash from coal combustion facilities (Haury, et al. 

1978). 

Much of the research on oxidation of so2 in Mn-catalyzed systems has 

been done in bulk solutions with the object of determining the kinetics 

of the reaction. In such experiments manganese concentrations are typi­

cally less than 10-3 M. Some work has also been done on aerosol systems, 

but in such systems one must distinguish between two very different situa­

tions. One is that of fog or rain droplets, which typically contain only 

traces of heavy metal contaminants (Hoffmann and Jacob, 1982), and the 

other is that of deliquesced metal salt particles in humid air, which fre­

quently contain metal salts in concentrations of 1 Mor higher. This latter 

situation appears more representative of plume aerosol, and in one study 

(Haury, et al., 1978) manganese sulfate aerosols were even shown to give 
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oxidation rates similar to those observed on fly ash aerosols. Perhaps 

the most important reason for studying oxidation of so2 in aerosol sys­

tems to assess our understanding of the interaction of physical and chemi­

cal processes fundamental to the design of plume models by comparing re­

sults of theoretical calculations with experimental observations made under 

controlled conditions. 

A promising technique for studying aerosol growth is the continuous 

stirred tank reactor (CSTR). In a CSTR long residence times necessary to 

observe significant growth of aerosol are more easily achieved than in 

tubular reactors due to the excessive lengths required of the latter. In 

addition the CSTR operates at steady state, making possible the use of 

measurement techniques requiring long times, such as, perhaps, inertial 

impactors. This type of measurement would be necessary for composition 

distribution determination. In addition, a batch reactor for aerosol stud­

ies must be quite large in order to use conventional measurement techniques 

for particle size analysis, and the large size makes careful temperature 

control, and hence good control of relative humidity, difficult. Perhaps 

the most serious drawback of the CSTR is the distribution of residence 

times which results in polydisperse effluents even when the feed is mono­

disperse. However, the simplicity of modeling the CSTR compensates for 

this disadvantage to some extent since there is, in principle, no real 

difficulty in accounting for this polydispersity. 

In the next section we discuss some of the more salient studies of 

the kinetics of oxidation of so 2 in aqueous Mnso4 solutions, and, based 

on the available data suggest a rate expression appropriate for aerosol 

systems. In the following section we discuss experiments using a CSTR 
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to measure particle growth rates and deduce a kinetic coefficient for the 

so 2 oxidation based on the data. 

PREVIOUS WORK ON OXIDATION OF so2 IN AQUEOUS MnS04 SOLUTIONS 

The kinetics of oxidation of sulfur dioxide in aqueous solutions of 

manganese sulfate have been studied by numerous techniques, both in bulk 

liquid and in aerosol systems. Table I summarizes some of the work done 

to date. 

Generally speaking catalyst concentrations in the previous studies are 

typically less than 10-3 M in bulk solution studies, and range upwards of 

1 M in studies of aerosols, in which concentration is determined by thermo-

dynamic equilibrium of water. This large difference no doubt accounts for 

considerable variance in the reported rates of reaction. 

The most accurate kinetic data appear to have been obtained from bulk 

solutions, where variables can be accurately measured and controlled. Aero-

sol studies, on the other hand, have tended to be less fruitful in terms 

of yielding rate expressions. Several of the studies cited in Table I merit 

further comment. 

The most complete and reliable kinetic data appear to be those of Mar­

tin (1982) and Coughanowr and Krause (1965), both of which indicate a 

second order dependence of the rate of so2 consumption on the manganese 

concentration and a zero order dependence on so2 concentration. Moreover, 

if the pH of the experiments of Coughanowr and Krause is taken as three, 

a reasonable estimate given the reported liquid phase so2 concentration of 

1.9xl0-3 M, their results agree with the rate expression of Martin. 

Coughanowr and Krause also report a weak dependence of the so2 consumption 
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rate on manganese concentration when the latter exceeds 3xlo- 3 M up to the 

-2 maximum concentration used in their experiments of 7xl0 M. 

In an aerosol, the concentrations of manganese sulfate are much higher 

than this value. Based on osmotic coefficient data from Robinson and 

Stokes (1965) and solubility data from the International Critical Tables 

(1928), the Mnso4 concentration of a drop suspended in an atmosphere at 

98 percent relative humidity is 1.13 M. There does not appear to be any 

quantitative data on the rate of so2 oxidation in aqueous solutions at such 

high concentrations of Mnso4, but the data of Coughanowr and Krause suggest 

a zero order rate dependence on Mnso4 concentration at high concentrations. 

Kaplan and Himmelblau (1981) present results from a flow reactor study 

in which aerosols, largely of deliquesced ammonium sulfate doped with smaller 

amounts of manganese sulfate were passed through a laminar flow reactor with 

a humidified atmosphere containing so 2. The results are difficult to inter­

pret in terms of the rate of so2 oxidation both because of scatter in the 

data and the complicating presence of ammonium sulfate. 

One of the more widely cited contributions is that of Matteson, et al. 

(1969), which has become the basis of more recent work (Wadden et al. (1974), 

Cains and Carabine (1978)). However, the rate expression of Matteson et al. 

does not predict the second-order dependence of the so2 oxidation rate on 
2+ [Mn ] at low manganese concentration, contrary to claims of its authors. 

(See Appendix.) 

In addition, based on data obtained in this work, the Matteson et al. 

expression substantailly underpredicts particle growth rates. 

The work of Wadden et al. (1974) is included in Table I despite the 

fact that it does not represent primary experimental data, because it gives 
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a rate expression for oxidation of sulfur dioxide in manganese sulfate 

solutions which was specifically chosen for aerosol systems of the type 

considered in this work. This rate expression is based on the Matteson 

et al. mechanism, but uses data from Coughanowr (1956). Wadden et al. do 

not state how the rate coefficients were chosen, but the resulting expres­

sion is nearly identical to that of Cains and Carabine (1978), which, as 

is stated below, is incorrect on theoretical grounds. As a result, con­

siderable doubt is thrown on the correctness of the rate expression of 

Wadden, et al. Moreover, comparison of predictions based on this rate 

law with data from the present work shows that the rate of Wadden, et al. 

predicts much larger growth rates than are observed. 

Cains and Carabine (1978) performed experiments in which a polydis­

perse submicron aerosol was passed through a tubular reactor together 

with so 2 and humidfied air, for residence times of up to twenty minutes. 

Particle sizes were then measured by a light scattering technique. Due 

to high particle concentrations (~ 105 cm- 3) coagulation also occurred, 

precluding any more than a qualitative comparison of the data with calcu­

lations based on a theoretical rate expression. Again, the rate expres­

sion used was based on the mechanism of Matteson et al., but the rate con­

stants were evaluated from other data. In fact, the data of Johnstone and 

Coughanowr (1958), in which the rate of oxidation of so2 showed a second 

order dependence on manganese concentration, was used to evaluate one con­

stant, two were taken from Wadden et al., and the last was from Matteson 

et al. The use of the results of Johnstone and Coughanowr depends on the 

assertion of Matteson, et al. that the second order rate dependence is 

predicted by their mechanism. Since this assertion is incorrect, it is 
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unlikely that the expression of Cains and Carabine is correct. The expres-

sion, as was stated previously, is similar to that of Wadden, et al. and 

hence can be expected to predict much more rapid growth than was observed 

in the present work. Nevertheless, Cains and Carabine assert that calcu-

lations based on their rate expression are roughly in agreement with their 

experimental observations of the growth rate. This seems unlikely since 

the experimental growth rates obtained by them appear comparable to those 

obtained here. The calculations carried out by Cains and Carabine may be 

in error, as they state that the relative humidity of deliquescence of Mnso4 

is 94.3 percent, whereas, the correct value, according to osmotic coeffi-

cient (Robinson and Stokes, 1965) and solubility data (International Critical 

Tables, 1928) is near 84 percent. 

Based on the foregoing discussion several conclusions on the rate of 

oxidation of so2 in aqueous solutions of Mnso4 may tentatively be drawn: 

(1) For [Mn++] ..::::_ 10-3 M, 10-4 M ..::::_ [S(IV)] ..::::_ l0-3 M, the rate dependence 

on [Mn++] is second order. 

(2) The presence of acid inhibits the reaction (Coughanowr and Krause 

(1965), Matteson, et al. (1969), Martin (1982)). The dependence on 

[H+] may be inverse as Martin has shown. 

(3) For 10-4 M ..::::_ [S(IV)] ..::::_lo-3 M, the rate is zero order in [S(IV)]. 

This corresponds to about 80-800 ppm so2 in the gas phase for an acid 

solution, or 5-50 ppm over a solution of pH 3. 

(4) For [S(IV)] ..::::_ 10-6 M, the rate is first order in both [S(IV)] and 

[Mn++]. This corresponds to less than 1 ppm so2 in the gas phase 

over an acid solution and 0.05 ppm over a solution of pH 3. 
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(5) For [Mn++] > ~ 3xl0- 3 M, the rate is probably zero order in [Mn++], 

based on extrapolation of data of Coughanowr and Krause (1965). 

From these conclusions a reasonable rate expression for an aerosol sys­

tem containing in excess of 10 ppm so2 in the gas phase and [Mn2+] > ~ 

3xlo- 3 M might be 

although at the lower so2 concentrations there may be a weak dependence 

on [so2J as well. Using conclusion (5), we can estimate by means of 

Martin's kinetic expression that 

This value can only be considered an order of magnitude estimate, however, 

due to the uncertainties involved in pinpointing a concentration of Mnso4 

at which the reaction becomes zero order in [MnS04J. 
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AEROSOL GROWTH EXPERIMENTS 

Experimental Procedure 

Before beginning an experimental run 1000 ppm so2 in air from a cyl­

inder was bubbled through the water to be used in the humidifier until its 

so2 concentration reached a level in equilibrium with the desired gas phase 

concentration. The so2 concentration in solution was determined by oxidiz­

ing an aliquot with hydrogen peroxide and titrating the sulfuric acid with 

0.01 N sodium hydroxide. 

During the experiments at 97 percent relative humidity it was discov­

ered that the so2 concentration to the feed was diminished by absorption 

in the humidifier, due apparently to reaction with the copper heat exchange 

coils. Nevertheless, the so2 concentration remained constant through most 

of the experiment. To control so2 concentration in subsequent runs, the 

aerosol was humidified before being mixed with the so2. This procedure 

resulted in lower humidities, but better control over the so2 concentration. 

Before introducing aerosol into the system the sulfur dioxide-air mix­

ture at the proper relative humidity was passed through the reactor for 

approximately three hours. After this time the aerosol flow was initiated 

by starting the atomizer syringe pump and the classifier was started, and 

after allowing time for the flows to stabilize, the reactor valve was 

opened and aerosol began flowing through the reactor. The system was 

allowed approximately five hours to reach steady state. In all experiments 

the mean reactor residence time was about an hour. 

During this time measurements of the sulfur dioxide concentration were 

made periodically by drawing reactor effluent through an absorber contain­

ing a dilute solution (approximately 10 percent) of hydrogen peroxide at 
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a known flow rate for 20 minutes. The absorbing solution was then titra­

ted for sulfuric acid using 0.01 N sodium hydroxide and neutralized 

bromthymol blue as an indicator, and the so 2 concentration was then deter­

mined from the known gas volume and sulfur content, making corrections 

for the relative humidity of the gas. 

Dewpoint measurements of the reactor effluent were made periodically 

by opening a valve to the dewpoint meter. No filter was used in the line 

to the meter since it was found that filters interfered with the dewpoint 

measurement by absorbing water. Because of the absence of the filter, the 

mirrored dew collecting surface of the meter was cleaned periodically by 

wiping with acetone. These cleanings did not appear to affect the results. 

Two hours before measurements were to be made, the optical particle 

counter (OPC) was turned on to allow the sample chamber to reach a steady 

temperature. This temperature was somewhat higher than the reactor tempera­

ture, and the resulting change in relative humidity had a strong influence 

on measured particle sizes. Consequently, it was important for this temp­

erature to remain constant during measurements. 

Approximately one-half hour before measurements were made the OPC was 

connected to the reactor effluent stream to allow equilibration of the 

instrument sheath air. During this time the measured particle sizes ap­

peared to increase as the relative humidity of the sheath air increased. 

After 15 to 20 minutes, the size distribution appeared constant. 

Several measurements were then made of the reactor effluent aerosol, 

and simultaneous measurements of dewpoint and so2 concentration were carried 

out. Then the reactor bypass valve was opened and size measurements of 

the feed aerosol were made together with a dewpoint measurement. 
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It was not possible to measure directly the relative humidity within 

the sample chamber of the particle counter, but a temperature measurement 

was made by attaching a thermocouple junction to a brass fitting carrying 

the sheath air to the sample chamber. These measurements gave a tempera­

ture of 26.7°C, or roughly three degrees higher than the reactor temperature. 

Assuming no moisture is lost within the instrument, due to hygroscopicity 

of filters, for example, this temperature change corresponds to a drop in 

relative humidity of approximately 15 percent. Thus, the importance of 

correcting for changes in relative humidity occurring in the optical par­

ticle counter is evident. 

The conditions for each of the experiments are tabulated in Table II, 

and actual averaged data are shown in Table III. 

Data Inversion 

The size distribution data for the experiments listed in Table II were 

determined using the constrained inversion algorithm of Crump and Seinfeld 

(1982). In carrying out this inversion it was found that the data from 

the first channel did not agree with the previous calibration data obtained 

using polystyrene latex spheres. The latter data indicated a peak response 

of the first channel to particles near 0.2 µm diameter, and although the 

experimental feed and effluent aerosol peaked near this size, only negligible 

response in the first channel was seen. This may have been due to a differ­

ence in refractive index of the manganese sulfate particles as compared to 

polystyrene latex, or it may have been due a sensitivity of the first chan­

nel response to changes in laser power output of the instrument, which had 

been noted during the course of calibration. To avoid interference by first 

channel data, a large standard deviation was used in inverting these data. 
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Table II. Summary of Experimental Conditions and Best Fit Rate 
Constants for Aerosol Growth Experiments 

Weighted RMS 
Rate constant dev. of OPC 

so~ cone. Residence 2 k 1 and Simulated 
Experiment ( pm) RH(%) Time (min) (M sec- ) Data 

1 50 97 61 7.6xlo- 5 0.228 

2 22 97 59 5.lxlo-5 0.194 

3 14 95 60 8.4xlo- 5 0.248 

4 38 95 58 1 .2lxl0-4 0.222 

5 0 94 58 

6 92 91 58 
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Table III. Experimental Data 

Experiment 1 CSTR(cm- 3) 0 Feed (cm- 3) 0 

Res. time 61 min. Ch. 1 9.86 0.64 20.3 0.7 
CSTR temp. 24.2°C 2 17.5 5.3 24.9 2.9 
CSTR dewpt. 23.7°C 3 61.6 5.3 24.3 2.4 
Feed dewpt. 23.8°C 4 5.3 0.34 4.3 0.16 
so2 cone. 50 ppm 5 2.9 0 .1 3 .1 0.2 

6 0.75 0.06 0.65 0.08 

Experiment 2 

Res. time 59 min. Ch. 1 9.05 0.62 14.9 1.0 
CSTR temp. 24.0°C 2 177 3.4 230 4.9 
CSTR dewpt. 23.5°C 3 76.9 3. l 62.5 4.3 
Feed dewpt. 23.5°C 4 6.0 0.24 6.3 0.16 
so2 cone. 22 ppm 5 3. 1 0. l 3.9 0.21 

6 0.66 0.05 0.68 0.08 

Experiment 3 

Res. time 60 min. Ch. 1 i 0. 2 0.44 14.5 1 . 1 
CSTR temp. 24.2°C 2 172 4.6 216 5.0 
CSTR dewpt. 23.4°C 3 65.l 3.9 61.0 6.0 
Feed dewpt. 23.5°C 4 4.9 0.41 6.0 0.29 
so2 cone. 14 ppm 5 2.9 0.11 3.3 0.22 

6 0.65 0.13 0.55 0.06 

Experiment 4 

Res. time 58 min. Ch. 1 4.38 0.26 7.9 0.27 
CSTR temp. 24.l°C 2 125 2. 51 178 2.25 
CSTR dewpt. 23.3°C 3 98.2 2.27 89.9 1. 74 
Feed dewpt. 23.3°C 4 7.7 0.33 7.5 0.13 
so2 cone. 38 ppm 5 3.4 0.06 4. 1 0.11 

6 0.76 0.04 0. 91 0.06 

Experiment 5 

Res. time 58 min. Ch. 1 7.02 0.28 10 .1 0.26 
CSTR temp. 23.9°C 2 171 2.3 205 1.6 
CSTR dewpt. 22.8°C 3 93.9 2.0 94.7 0.9 
Feed dewpt. 4 7.2 0.23 7.4 0.17 
so2 cone. O ppm 5 3.8 0. 1 4.2 0.13 

6 0. 91 0.05 0.93 0.06 
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Table I I I. Experimental Data (Continued 

Experiment 6 CSTR(cm- 3) 0 
( -3 Feed cm ) 0 

Res. time 58 min. Ch. 1 5.48 0. 71 7.9 0.43 
CSTR temp. 24.0°C 2 136 7.5 167 4.0 
CSTR dewpt. 22.4°C 3 65.8 6.8 60.9 3.6 
Feed dewpt. 22.6°C 4 5.0 0.5 4.42 0. 16 
so2 cone. 92 ppm 5 2.0 0.22 2.32 0.15 

6 0.24 0.04 0.26 0.04 
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Discussion of Results 

The inverted feed and CSTR effluent number distributions correspond­

ing to experiments 1-6 of Table II are shown in Figures 1-6, respectively. 

The distributions of Figures 1-6 were measured at a relative humidity 

which could not be directly determined, as has been previously stated. 

However, temperature measurements on the sheath air inlet to the sample 

cell indicate, and the assumption that filters in the instrument do not 

affect the humidity lead to relative humidity estimates within the sample 

cell of between 82 percent and 84 percent. Osmotic coefficient data for 

manganese sulfate (Robinson and Stokes, 1965) along with solubility data 

(International Critical Tables, 1928) indicate that the relative humidity 

of deliquescence of manganese sulfate is between 83 percent and 84 percent 

at room temperature. The electrical mobility classifier was operated so 

as to produce dry particles of approximately 0.2 µm diameter. Since the 

measured feed and effluent distributions peak near this size, it was at 

first assumed that the particles in the OPC sample chamber were dry. To 

test this assumption a calculation was carried out. 

Based on the assumption that relative humidity is 83 percent, corre­

sponding to dry feed particles, data from experiment one were used to 

attempt to determine a constant k in the rate expression for so2 oxidation, 

( 1) 

To do this, the feed distribution, assumed to be composed of dry particles, 

was converted to 97 percent RH, and this feed distribution was used in 

the steady state general dynamic equation for the aerosol size distribution 

in the CSTR to predict effluent size distributions. The latter were then 
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reduced to 83 percent RH using the second algorithm discussed in the pre­

vious chapter. The resulting distribution for k = 10-7 M2 sec-l is given 

in Figure 7 together with the measured inverted effluent distribution. 

The rate used in this simulation corresponds to a manganese sulfate con­

centration of approximately l.5xlo-4 M according to the result of Martin, 

and this value is well within the range of experimental values used by 

Martin. However, the Mnso4 concentration of experiment one was close to 

1.5 M, or some 104 times larger than concentration which gives the same 

rate in Martin's kinetic expression. This observation throws doubt on the 

validity of the rate used in this simulation, especially when one considers 

that when the relative humidity is assumed to be 84 percent, a value of k 

f 1 1 -5 2 -1 . b . . o c ose to 8x 0 M sec is o ta1ned. This rate corresponds to a con-

centration of 4.2xl0- 3 M in Martin's expression, which is well above the 

range of concentrations he studied. This latter result suggests that the 

particles observed are actually wet. In order to investigate this further, 

measurements of dry aerosol were made under the same conditions as those 

used in experiments 1-6. The Royea Optical Particle Counter and an Environ-

ment One Condensation Nuclei Counter were used to analyze the particles. 

The optical particle counter indicated a smaller size than when the 

aerosol was humidified, most of the particles falling in channel 1 of the 

instrument. The total number concentration indicated by the optical par­

ticle counter was approximately 100 cm- 3, and the condensation nuclei 

counter gave a reading between 80 and 100 cm- 3 

This result tends to confirm the assumption that the humidified par­

ticles are wet during measurement in the OPC. The explanation of the 
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extremely small rate constant obtained under the assumption of a dry aero­

sol can be seen from Fig. 8, which shows a plot of the logarithm of the 

factor by which particles shrink when the relative humidity is changed 

from 97 percent to either 83 percent or 84 percent as a function of the 

logarithm of the ratio of particle diameter to feed particle diameter to 

the CSTR. The two curves are extremely similar except at the smallest 

sizes, corresponding to the smallest acid concentrations. In this region 

the 83 percent curve rises rapidly with decreasing particle size because 

even minute amounts of acid are enough to prevent the particles from com­

pletely drying out. This phenomenon is further illustrated in Figure 9, 

which shows a lognormal distribution at both 83 percent and 84 percent 

relative humidity together with the output of the CSTR corresponding to 

the same feed distributions at 97 percent RH, one hour residence time, 

50 ppm so2, and a rate of 

-4 [ +] -1 R = 10 I H M sec (2) 

Note the similarity of the two output distributions at 83 percent and 

84 percent RH contrasted with the large difference between the input 

distributions at the two relative humidities. 

From the foregoing discussion it can be concluded that the aerosol 

observed in the OPC was wet. Its relative humidity was probably in the 

range 82-84 percent. There is a possibility that supersaturation occurred, 

but it could not have occurred to a great degree given the above range of 

relative humidities possible and it appears that, provided the aerosol 

is not dry, small identical changes in the relative humidity of both feed 

and output should have a negligible effect on growth rate estimates. 



Z
(x

) 

0
.2

0
 

0.
10

 

o
.
o
o
-
-
~
~
~
~
~
~
~
~
~
~
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
~
-
-
-
-
-
-
-
-
'
 

0
.0

 
lo

g 
(d

 /
d

0
) 

F
ig

ur
e 

8.
 

P
lo

ts
 o

f 
lo
g(
dq

7/
d~
H)
 

ve
rs

us
 

lo
g(

dg
7/

d
f)

' 
fo

r 
R

H
= 

83
 

pe
rc

en
t 

an
d 

RH
 

=
 8

4 
p

ef
te

n
t 

re
la

ti
v

e 
hu

m
id

1t
y,

 
w

he
re

 
d 97

 
is

 p
ar

ti
cl

e 
di

am
et

er
 a

t 
97

 
pe

rc
en

t 
re

la
ti

v
e 

hu
m

id
it

y,
 

dR
H 

is
 p

ar
ti

cl
e 

di
am

et
er

 a
t 

re
la

ti
v

e 
hu

m
id

ity
 R

H,
 

an
d 

dv
 

is
 

th
e 

fe
ed

 
p

ar
ti

cl
e 

di
am

et
er

 a
t 

97
 

pe
rc

en
t 

re
la

ti
v

e 
hu

m
id

it
y.

 

1.
0 

.__
. 

O
"\

 '° 



-
I'd

) I E
 

u - I Q
. 

"C
 

c 
I "

' 
"C

 
0 - "C

 

2
.0

 

1.
0 

I 

I I 

·""'
 

I I I . I 

\ . \ \ \ \ 

-
-

IN
P

U
T

 A
T

 8
3°

10
 

R
H

 
··

--
--

-O
U

T
P

U
T

 A
T 

83
°1

0 
R

H
 

-·
-·

-I
N

P
U

T
 A

T 
84

°1
0 

R
H

 

-
-
-

O
U

TP
U

T 
A

T 
8

4
°/

o
 R

H
 

. 
/
~
~
 

,,;/
 \

 '~
 

//
 

\ 
'~
\ 

I
I
 

, 
\ 

I
I
 

\ 
\ 

//
 

. 
'~

 
//

 
\ 

\~
 

//
 

. 
'\

 
'I

 
\ 

,,
 

I 
• 

\
\
 

I . I . I 

'I
 

\ 
''
 

I 
• 

\
\
 

I 
/I

 
\ 

'~
 

. 
. 

'~
 

/ 
/; 

\ 
\~

 
I 

//
 

\ 
\~
 

j 
,l

l 
\ 

'<
~ 

. 
1

/ 
. 

~
 

.
/
/
/
' 

' 
' 

0
.0

 
;:::

'-~~
 

·,
. 

....
.. ..

....
 

'
L

 
......

.., 
0.

1 
. 

I 
J
: 

I 
! 

I 
I 

--
0

.2
 

0
.3

 
0

.4
 

0
.5

 
0.

6 
0.

7 
0.

8 
0.

9 
1.

0 
d

p
(µ

.m
) 

F
ig

ur
e 

9.
 

Lo
gn

or
m

al
 

fe
ed

 
d

is
tr

ib
u

ti
o

n
 o

f 
pu

re
 M

ns
o 4 

at
 8

3 
pe

rc
en

t 
an

d 
84

 
pe

rc
en

t 
re

la
ti

v
e 

hu
m

id
it

y 
an

d 
co

rr
es

po
nd

in
g 

CS
TR

 e
ff

lu
en

t 
d

is
tr

ib
u

ti
o

n
s 

at
 t

he
 

sa
m

e 
re

la
ti

v
e 

hu
mi

d~
ti

es
. 

CS
~R

 
co

nd
i~

io
ns

 
as

su
m

ed
 
~e

re
 

50
 

pp
m

 
so

2~
4 

+
 

97
 

pe
rc

en
t 

RH
, 

60
 m

in
ut

es
 

re
si

de
nc

e 
ti

m
e,

 
an

d 
re

ac
ti

on
 r

at
e 

R
 =

 10
 

/[H
 

] 

.....
.. 

-...
..J

 
0 



171 

Consequently, in estimating reaction rates from the data, it was as-

sumed that the aerosol in the OPC sample chamber had a relative humidity 

of 84 percent. The procedure used was then to convert the input distri­

butions from 84 percent to the appropriate relative humidity for the 

experiment being modelled, and calculated output distributions for condi­

tions of the experiment using the rate expression (1) for several values 

of the parameter k. These distributions were then reduced to 84 percent RH, 

and simulated values of the counts of channels 2, 3, and 4 of the OPC were 

computed using the kernel functions obtained by calibration. Finally, the 

value of k was chosen by a weighted least squares fit of the simulated OPC 

data to the measured data, where the weights were chosen to be proportional 

to the values of the measured data. This fitting was done for experiments 

1-4. Experiment 5 exhibited negligible growth, since no so2 was present, 

and the growth in experiment 6 was very small due to the low relative 

humidity, so the results of these two experiments were not used in the evalu-

ation of the rate constant. The results of the rate coefficient determina­

tion are shown in Table II. The mean value of k is 8.3xlo-5 M2 sec-l with 

-5 2 -1 a standard deviation of 2.5xl0 M sec . There does not appear to be any 

dependence of k on the so2 concentration, although scatter in the data, 

precludes making any stronger assertions. Figures 10-14 show simulated 

distributions corresponding to feed data of experiments 1-4, and 6, respec-

tively using the mean value of k given above. Note that the location at 

the peak in the distribution is fairly accurately given by these distribu­

tions. In contrast, Figures 15 and 16 show distributions resulting from 

other kinetic expressions. Figure 15 shows the result of using the 
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expression of Wadden et al. (1974) on the data of experiment 1. Note 

that the peak is much larger than either the experimental value, also shown, 

or the simulated value of Figure 10. Figure 16 shows the result of a simi­

lar calculation using the expression of Matteson et al. The input in this 

example is a lognormal distribution at 97 percent RH and an so2 concentra­

tion of 50 ppm. Note that practically no growth occurs. This is because 

at 50 ppm so2 the Matteson expression predicts a maximum H2so4 concentration 

of 0.062 M, corresponding to a diameter increase of about two percent in 

Figure 17. 

One important feature predicted by the rate expression of Equation (1) 

is the dependence of growth on relative humidity. Since higher relative 

humidities lead to more dilute particles and hence lower [H+] predicts 

more rapid growth at higher humidities. This is, in fact, observed in 

these experiments, as can be seen from Figures 1-6. 

The range of concentrations for which the rate expression (1) holds 

is difficult to assess based on these experiments. Based on the assertion 

of Coughanowr and Krause (1965) that the manganese dependence of the rate 

is very weak above a concentration of approximately 3xlo- 3 M, a conserva-

tive estimate for validity of (1) might be at concentrations of manganese 
-2 sulfate greater than 10 M. The range of gaseous so2 concentrations over 

which (1) holds is probably for so2 greater than 10 ppm as concluded 

previously. 
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CONCLUSIONS 

Experiments in a continuous stirred tank reactor to measure growth 

rates of aqueous aerosols containing manganese sulfate in a humid atmo­

sphere containing sulfur dioxide have been described. The results are con­

sistent with the rate expression for oxidation of so2 in solutions of man­

ganese sulfate 

This expression is estimated to hold for 0.01 .::_[Mn++] and 10 ppm.::_ [S02J. 
Because of the small amount of growth relative to the resolution of 

the optical particle counter used in measuring particle size distributions, 

these results must be considered somewhat tentative. In addition, the 

necessity to transform the size distribution due to differences in relative 

humidity in the measuring instrument and the reaction vessel introduces yet 

another element of uncertainty into the analysis. 

In spite of these difficulties, however, the results were reasonably 

consistent and encourage further investigation. 



182 

REFERENCES 

Bassett, H. and Parker, W. G. J. Chem. Soc., 1540 (1951). 

Bassett, M., ·Gel bard, F., and Seinfeld, J. H. Atm. Env. ]2, 2395 (1951). 

Cains, P. W. and Carabine, M. D. J. Chem. Soc. Faraday Trans. l _ll, 2689 
(1978). 

Cheng, R. T., Corn, M., and Frohliger, J. 0. Atm. Env. ~. 987 (1971). 

Coughanowr, D. R. Oxidation of so 2 in Drops, Ph.D. Thesis. University 
of Illinois (1956). 

Coughanowr, D. R. and Krause, F. E. Ind. Eng. Chem. Fund. i· 61 (1965). 

Crump, J. G. and Seinfeld, J. H. Aerosol Sci. and Tech. XX, XXX (1982). 

Freiberg, J. Atm. Env . ..!1. 339 (1978). 

Haury, G., Jordan, S., and Hofmann, C. Atm. Env . ..!1. 281 (1978). 

Hoffmann, M. R. and Jacob, 0. J. "Kinetics and Mechanism of the Catalytic 
Oxidation of Dissolved Sulfur Dioxide in Aqueous Solution: an Application 
to Nighttime Fogwater Chemistry" in Acid Precipitation: so 2, NO, N0 2 Oxi­
dation Mechanisms: Atmos heric Considerations. J. G. Calvert, ed. Ann 
Arbor Science Publishers, Ann Arbor 1982 . 

International Critical Tables, E. L. Washburn, ed., McGraw-Hill, New 
York (1928). 

Johstone, H. F. and Coughanowr, D. R. Ind. Eng. Chem. iQ_, 1169 (1958). 

Kaplan, D. J. and Himmelblau, D. M. Atm. Env. _}2, 763 (1981). 

Martin, L. R. manuscript (1982). 

Matteson, M. J., Stober, W., and Luther, H. Ind. Eng. Chem. Fund.~. 
677 (1969). 

Robinson, R. A. and Stokes, R. H. Electrolyte Solutions, Butterworths, 
London (1965). 

Wadden, R. A., Quon, J. E., and Hulburt, H. M. Atm. Env. ~. 1009 (1974). 



183 

APPENDIX 

The mechanism of Matteson, et al. for the manganese catalyzed liquid 

phase oxidation of 502 is given in the following reaction sequence: 
k 

++ -1 ++ 50 2 +Mn -- Mn·502 (Al) 
k2 

k ++ _] [(Mn ++ 2Mn·502 + 02 502 ) 2 ·02] -
k5 

k4 

2Mn·50~+ --
(A2) 

(A3) 

k' 5 
++ k6 ++ - + H+ Mn·503 + H20 - Mn + H504 -k7 

(A4) 

The following variables are defined: 

Bo = [Mn++] 
0 

R = [502] 

J = [H504J = [H+J 

D = [Mn·50++] 
2 

++ 
E = 2[(Mn·502 )2·02] (Matteson, et al. incorrectly give i[(Mn·50~+) 2 ·o 2 J) 

++ 
F = [ (Mn·503) ] 

x = D + E + F 

++ B = [Mn ] = B - X 
0 

Using the above reaction sequence and the steady state approximation for 

the complexes gives the equations: 

(A5) 

(A6) 



1S4 

(A7) 

Adding Equations (A5), (A6), and (A?) gives 

(AS) 

We make the further assumptions, following Matteson, et al. that the 

ratios D/X, E/X, and F/X are constant and write 

k D = k'X 2 2 

Introducing these into Equation (AS) yields: 

0 = k R(B -X) - k'X - k'X + 2k (B -X)J 2 
1 0 2 6 7 0 

By stoichiometry, at constant total sulfur we have 

R = R - X - J 
0 

Substitution of this into (All) gives 

(A9) 

(AlO) 

(All) 

(Al2) 

Finally, we consider the initial stages at reaction where J ~ 0, and have 

the equation 

0 = k (R -X)(B - X) - k'X - k'X 
l 0 0 2 6 

(Al4) 

Solving for X, ignoring the x2 term gives 
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where ks= (k2 + k6)/k1 . The loss rate of so 2 is given by 

k'R B 2 0 0 
R +B +k 

0 0 s 

(A15) 

(A16) 

If we assume that B
0

<<R
0

, and that R
0 

is large enough so that ks<<R
0

, 

Equation (A16) assumes the form 

(k' + k')B + k'B 2 6 0 2 0 

= - k B2 - k'B 1 0 6 0 
(A 17) 

Then, empirically k6 << k1 , so provided B
0 

is not too small, we have 

(Al8) 

This is the derivation of Matteson, et al. and based on this, Cains 

and Carabine determined k1 by fitting (A18) to data of Johnstone and 

Coughanowr. However, when the assumption that B <<R is made, the solution 
0 0 

of Equation (A14) is no longer valid, for the x2 term is not small rela-

tive to the other terms. This can be seen by solving (A14) exactly, and 

noting that the solution is 

R +B +k --./(R +B tks) 2-4R B x = 0 0 s 0 0 0 0 
2 

(A19) 
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Ignoring ks relative to R
0 

gives 

(R +B ) / R +B 4R B 
x 0 0 0 0 = 2 

0 0 1 
(R +B )2 2 

0 0 

R +B R +B 
( 2R B ) = 0 0 0 0 1 0 0 

2 2 - (Ro+Bo)2 

R B 
= 0 0 = Bo (A21) R +B 

0 0 

Hence X = B
0

, so the x2 term is of the same magnitude as the B
0
X term, so 

cannot be ignored. Now, using (Al4), and the loss rate expression for 

(A22) 

we see that 

dR = - k1 X = - k1 B dt 6 6 0 
(A23) 

This expression also follows directly from the solution of Equation (All) 

by ignoring the J 2 term. This then gives 

(A24) 

and 
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dR k1R(B
0

-X) + k'X dt - - 2 

klksRB 0 
k'RB 

+ 2 0 - - R+k R+k s s 
k'RB 6 0 - - R+k s 

(A25) 

And if ks << R, we have 

dR = - k I B 
dt 6 0 

(A26) 

Hence, no second-order dependence follows from the mechanism of Matteson, 

et al. and because of this fact, one must doubt the validity of the kinetic 

expression, and certainly the rederivation of rate coefficients by Cara-

bine and Cains. 
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CHAPTER 12 

RECOMMENDATIONS FOR FUTURE RESEARCH 
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RECOMMENDATIONS FOR FUTURE RESEARCH 

The results obtained from the aerosol growth studies offer encourage­

ment for the use of the CSTR in studying aerosol dynamics. It still 

appears that the best chemical kinetic data can be obtained by bulk stud­

ies, but the CSTR provides a useful technique by which these data can be 

evaluated in aerosol systems. 

There are two principal difficulties in carrying out aerosol experi­

ments, however; one is the control of temperature and relative humidity. 

The reaction vessel used in these experiments is insulated, and an attempt 

was made to control the temperature by placing heat exchange coils in the 

enclosure housing the vessel. This was successful in minimizing tempera­

ture variations during the very long experiments. Temperature variations 

seldom exceeded 0.2°C during a run. However, humidities above 97 percent 

are difficult to produce. Such humidities would have increased the rate 

of growth enabling more accurate measurement of the growth rate. 

The second difficulty is in size distribution measurement. Although 

several techniques for size measurement are available, most are not suit­

able for aerosols which are sensitive to changes in relative humidity. The 

optical particle counter appeared to be the best suited, although it, too, 

was not entirely satisfactory, due to changes in relative humidity caused 

by its operating temperature. Although this problem can be corrected in 

principle, as was done in this work, it would be preferable to make direct 

measurements of the size distribution. This suggests the development of 

in situ optical measurement techniques. Although such techniques generally 

have larger lower size limits and poorer resolution, it seems that this 
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might be compensated by use of more sophisticated data inversion algorithms, 

such as those described in this work, together with larger data sets. 

With regard to experimental systems worth investigating, an interest­

ing one might be the manganese-iron (III) catalyzed oxidation of so2, since 

this is known to exhibit synergism (Martin, 1982) with higher rates of 

oxidation than either manganese or iron data alone account for. Hence, 

even with the optical particle counter available now, better resolution 

could be expected as a result of larger growth. Such a system is naturally 

more complicated, but should be amenable to the same kind of thermodynamic 

analysis employed here. 



191 

REFERENCES 

Martin, L. R. manuscript (1982). 



192 

APPENDIX 

MANUAL FOR AEROSOL SIZE DISTRIBUTION 

DATA INVERSION PROGRAMS INVERSE AND CINVERSE 
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INTRODUCTION 

The programs INVERSE and CINVERSE are designed to implement the size 

distribution data inversion algorithms presented by Crump and Seinfeld (1982a, 

1982b) on an interactive computer system. In this manual we discuss the 

structure of the programs to familiarize the user with their features. The 

use of the programs will be illustrated by some sample calculations. 

DESCRIPTION OF ALGORITHMS 

Both INVERSE and CINVERSE are based on regularization algorithms (Tik­

honov and Arsenin, 1977). The general data inversion problem has the follow­

ing equivalent forms (Crump and Seinfeld, 1982a) 

(i=l,. .. ,n) (la) 

1 
.f k;(x)f(x)dx = Y; (i = 1,. .. , n) (lb) 
u 

where the A. are linear functionals determined by instrument calibration, f 
1 

is the unknown size distribution, and the yi are measured data. The kernel 

functions ki are determined by the functionals Ai. The above system of 

equations comprises an ill-posed mathematical problem, and consequently 

special methods are needed to solve it. INVERSE utilizes the regularization 

algorithm discussed by Crump and Seinfeld (1982a) to find the distribution f 

minimizing 

n 
L (A.f-y.) 2 /o~ + ;\llfll 2 (2) 

n n=l i i i 

where the o. are measured standard deviations in the data, and 11·11 is a 
1 

seminorm of the form 
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1 
llf\1 2 = f f'(x) 2 dx or 

0 

1 
\lfll 2 = J f"(x) 2 dx 

0 
(3) 

The positive parameter A, called the smoothing or regularization parameter, 

is chosen by minimizing the cross-validation function V(A) (Crump and Sein-

fe 1 d, 1 982a) . 

CINVERSE uses the same minimization functional of (2), but with the addi-

tional constraint on the distribution f that it be positive. Because of the 

constraint, the algorithm used is different, and the value of the regulariza-

tion parameter A must be chosen in a different way. CINVERSE uses the method 

of the discrepancy (Tikhonov and Arsenin, 1977) by which A is chosen so that 

- L (A.f-y.) 2 /o~ = 1 [
l n 11/2 
n i =l i i i J (4) 

The values of o~ used in CINVERSE are defined to include errors in calibra-1 

tion data, and the latter are assumed accurate to within 10 percent. Thus 

o? is given as 
1 

o~ = o~ 2 + O.Oly~ 
1 1 1 

(5) 

where oi is the actual measurement standard deviation and the second term 

accounts for calibration error. 

Both INVERSE and CINVERSE allow the regularization parameter to be cho-

sen arbitrarily if desired, and if standard deviations are not known, all 

data are weighted equally (o. = 1 for all i). 
1 

LIMITATIONS 

Because they are ill-posed, aerosol size distribution data inversion 

problems suffer from inherent limitations of the accuracy within which 
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solutions can be determined. Contrary to frequently expressed opinion, more 

powerful algorithms cannot overcome this difficulty. Consequently, some 

problems may be difficult to solve regardless of the algorithm. 

Having made this caveat, we mention several sources of error which can 

interfere with the solution of ill-posed problems. Quadrature errors are im­

portant if aerosol size distributions show very sharp peaks. INVERSE and 

CINVERSE use Simpson's rule on a grid of up to 100 and 50 points, respectively. 

This is adequate in most cases, but can occasionally be a significant source 

of error. Calibration error is likely to be the most important source of 

error. Aerosol sizing instruments are difficult to calibrate accurately, and 

influences of particle shape, surface irregularities, etc. are almost always 

neglected. Consequently, calibration accuracy probably seldom exceeds 10 per­

cent. Finally, the data themselves are imperfect, and this reduces somewhat 

the degree to which the solution can be determined. 

PROGRAM INPUTS 

The main inputs required by INVERSE and CINVERSE are calibration data 

for size measuring instruments. Data for the Low Pressure Impactor (Hering, 

et al., 1979) and the Electrical Aerosol Analyzer (Kapadia, 1980) are sup­

plied in the form of subroutines CALl and CAL2. Dummy subroutines CAL3, 

CAL4, and CAL5 are provided and referenced in the main program. These are 

intended to be replaced by procedures to calculate the values of the kernel 

functions at discrete points of a size range selected by the user when the 

program is run. 

To illustrate the use of these subroutines we consider a hypothetical 

six-channel optical particle counter. We suppose that measurements of instru­

ment response have been made for 25 particle diameters. The diameters at 
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which the measurements have been made will be stored as the vector DIAM, 

and the responses in the six channels will be stored as the 6X25 array OPC. 

We will incorporate these data into the subroutine CAL3. The first three 

statements of the subroutine will be 

SUBROUTINE CAL3(NS,L,FK,Dl ,D2) 
DOUBLE PRECISION FK,Dl ,D2 
DIMENSION FK(25,100),DIAM(25),0PC(6,25) 

In CINVERSE the dimensions for the array FK should be 50 X 50 instead of 

25 X 100. The subroutine CAL3 is to evaluate the kernel functions ki at L 

equally logarithmically spaced diameters, beginning at Dl and ending at D2. 

The value of the ith kernel function at the Jth diameter is to be assigned 

the name FK(NS+I,J). Finally, the value of NS is to be incremented by 6, 

the number of channels of the instrument. Therefore, following the above 

statements we have 

DATA DIAM/ ........................................... I 
DATA OPC/ ............................................ I 
DO 40 J=l,L 
X=(J-1. )/(L-1.) 
D=D2**X/Dl**(X-l .) 
DO 40 I=l ,6 
IF(D.LT.DIAM(l)) GO TO 10 
GO TO 20 

10 Z=OPC(I,l) 
GO TO 40 

20 CONTINUE 
IF(D.GT.DIAM(25)) GO TO 30 
GO TO 35 

30 Z=OPC(I,25) 
35 CALL INTPLT(D,OPC,DIA,Z,I) 
40 FK (I+NS,J)=Z 

NS=NS+6 
RETURN 
END 
SUBROUTINE INTPLT(D,OPC,DIA,Z,I) 
DIMENSION OPC(6,25),DIA(25) 
DO 20 K=l ,50 
IF(D-DIAM(K))l0,20,20 

10 KP=K-1 
20 CONTINUE 
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30 Z=OPC(I,KP)+(ALOG(D/DIAM(KP)))*(OPC(I,KP+l)-OPC(I,KP))/ 
C ALOG(DIAM(KP+l)/DIAM(KP)) 

RETURN 
END 

The DATA statements could, of course, be replaced by statements to read 

the data from a file. The subroutine INTPLT is a linear interpolation 

procedure. 

In addition to the above, some minor changes in the main program are 

necessary. The DATA statement following the DIMENSION statement at the begin-

ning of the program must be changed to include the number of channels in the 

new instrument. In this case it would now read 

DATA ND/9,8,6,0,0,0,0,0,0,0/ 

Also the FORMAT statement 10 should be augmented to include the new instru-

ment name. 

Other inputs required include the number of intervals for quadrature, 

upper and lower diameter limits, and several convergence criteria, all of 

which are entered during execution following prompts. 

USER INSTRUCTIONS FOR RUNNING PROGRAMS AND PROGRAM DESCRIPTIONS 

INVERSE 

Table I lists the important variables in this program, and Table II 

summarizes the subroutines used. 

To illustrate the use of the program we go through an example. We 

suppose we have low pressure impactor data for the 8 stages of the impactor. 

The following is what would be seen on a terminal during execution of the 

program INVERSE. Lines marked# indicate user responses to prompts, and 

an asterisk indicates a comment. 



Variable Name Type 

APHI 25x25 DBLE 
PREC ARRAY 

APHIS 25x25 DBLE 
PREC ARRY 

Dl DBLE PREC 
02 DBLE PREC 
E 25xl DBLE 

PREC ARRAY 
F 25xl DBLE 

PREC ARRAY 
FK 25xl00 DBLE 

PREC ARRAY 
FKS 25xl00 DBLE 

PREC ARRAY 
L INTEGER 

M INTEGER 

Ml INTEGER 

NOP INTEGER 
PHI 25x50 DBLE 

PREC ARRAY 
SIGMA 25xl DBLE 

PREC ARRAY 
u 25x25 DBLE 

PREC ARRAY 
v 25xl DBLE 

PREC ARRAY 
vs 25xl DBLE 

PREC ARRAY 
y 25xl DBLE 

PREC ARRAY 
YS 25xl DBLE 

PREC ARRAY 
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TABLE I 

Meaning 

Gram matrix 

APHIS(I,J)=APHI(I,J)/SIGMA(l)/SIGM(J) 

Lower diameter limit in microns 
Upper diameter limit in microns 
Eigenvalues of Gram matrix 

Solution distribution 

Kernel functions at equally logarithmically 
spaced points from 01 to 02 
Normalized kernel functions 
FKS(l,J)=FK(I,J)/SIGMA(I) 
Number of points at which kernel functions 
are evaluated L = 2*M+l 
Number of interval for quadrature of 
representing functions 
Number of points at which representing 
functions are evaluated Ml=M+l 
Number of data values 
Representing functions at equally logarith­
mically spaced points from 01 to 02 
Standard deviations of data 

Rows of U are eigenvectors of 
Gram matrix 
V(I) = 

0
J1tki(t)dt 

Normalized V 
VS(I)=V(I)/SIGMA(I) 
Data 

Normalized data 
YS(I)=Y(I)/SIGMA(I) 
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# 
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$RUN INVERSE 
THE FOLLOWING INSTRUMENTS MAY BE USED FOR DATA INVERSION 
ENTER DESIRED NUMBERS 
l EAA 
2 LPI 
ENTER NUMBER OF INSTRUMENT 
2 
ENTER NUMBER OF INSTRUMENT 

Note that nothing was entered here, since only the LPI is 
being used. A carriage return was executed, the blank being 
interpreted as a 0. 

ENTER NUMBER OF INTERVALS FOR QUADRATURE 
(MUST BE EVEN AND LESS THAN 50) 
40 
ENTER LOWER DIAMETER IN MICRONS IN F FORMAT 
0.5 
ENTER UPPER DIAMETER IN MICRONS IN F FORMAT 
5.0 
THIS SUBROUTINE CALCULATES KERNEL FUNCTIONS 
FOR THE LOW PRESSURE IMPACTOR 
ENTER PARTICLE DENSITY IN G/CC 
1.0 
ENTER 1 TO INVERT IN FIRST ORDER SOBOLEV SPACE 
ENTER 2 TO INVERT IN SECOND ORDER SPACE 
2 
The choice of Sobolev space is discussed by Crump and 
Seinfeld (1982b). The results are generally not very different 
in the two spaces. 

ENTER 1 IF YOU INTEND TO ENTER RELATIVE 
STANDARD DEVIATIONS OF DATA; OTHERWISE Hir RETURN 

* If no standard deviations are entered, as is the case here, 
they are all set equal to 1. In either case, the data and 
kernel functions are all normalized by dividing by the 
standard deviations. 

ENTER ERROR TOLERANCE FOR DIAGONALIZATION 
OF GRAM MATRIX IN D FORMAT 

# 0.10-16 
* The prompt is requesting a convergence criterion for the 

matrix diagonalization, done by a subroutine called SPECTR. 
Generally io-17 is a good choice, but occasionally it causes 
underflow, in which case a larger value is needed. 

THE EIGENVALUES OF THE GRAM MATRIX 
E(l)=0.37749463822696330-06 
E(2)=0.1021145290821161D-Ol 
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# 
* 
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E(3)=0.2257521983729988D-04 
E(4)=0.8265088024713232D-06 
E(5)=0.2341875256301490D-03 
E(6)=0.4259721967781903D-05 
E(7)=0.1046034223045154D-06 
E(8)=0.2371007196315154D-08 
IF YOU WISH TO ALTER AN EIGENVALUE, ENTER 
CORRESPONDING NUMBER: OTHERWISE HIT RETURN 

The purpose of the last message is to prevent problems later, 
since occasionally one of the smallest eigenvalues is nega­
tive. This is due to rounding error, and in such a case 
the negative value should be replaced by a small positive 
number. This has practically no effect on the data inversion, 
since the highest frequencies, corresponding to the smallest 
eigenvalues, are excluded from the solution. 

ENTER DATUM Y ( 1) 
0.026DOO 
ENTER OATUM Y(2) 
0.506DOO 
ENTER DATUM Y ( 3) 
0. 3D01 
ENTER DATUM Y ( 4) 
0.606D01 
ENTER DATUM Y(5) 
0.685D01 
ENTER DATUM Y ( 6) 
0.391001 
ENTER DATUM Y(7) 
0. 104D01 
ENTER DATUM Y(8) 
0.216000 

The data here are simulated from a lognormal distribution. 
They are, therefore, extremely accurate, having only quad­
rature errors. 

IF YOU WISH TO SPECIFY CROSS VALIDATION PARAMETER 
ENTER O; OTHERWISE ENTER 1. 
l 
We can either let the cross-validation algorithm choose the 
regularization parameter, or we can choose it arbitrarily. In 
this case we allow the algorithm to choose it. 

ENTER TOLERANCE FOR SMOOTHING PARAMETER IN D FORMAT 
# O.lD-07 

* This is a tolerance for accuracy of determination of the 
smoothing parameter. The appropriate value depends on the 
magnitude of the parameter, and hence on the problem being 
solved. 
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ENTER VALUE OF STEP SIZE IN D FORMAT 

0.10-01 

This parameter gives the initial step size for the search 
routine used to find the minimum in the cross-validation 
function 

X=O.OOOOOOOD+OO V(X)=0.1705829D-02 
INPUT DATA CALCULATED DATA 
0.260D-Ol 0.260D-Ol 
0.506D+OO 0.506D+OO 
0.300D+Ol 0.300D+Ol 
0.606D+Ol 0.606D+Ol 
0.685D+Ol 0.685D+Ol 
0.391D+Ol 0.391D+Ol 
0. 1 040+01 0. 104D+Ol 
0.2160+00 0.216D+OO 
TO ENTER NEW DATA FOR INVERSION USING SAME 
STANDARD DEVIATIONS HIT RETURN; 
TO ENTER NEW STANDARD DEVIATIONS AS WELL, ENTER l; 
TO TERMINATE ENTER 2 

# 2 
FORTRAN STOP 
$ 

The output shown here is, first, the value of the cross-validation 

parameter, which in this case is 0. Also given is the minimum value of the 

cross-validation function V. In addition, the input data are reproduced 

along with corresponding data calculated from the recovered distribution. 

The program then prompts the user for more data, either using the same 

standard deviations, or with new ones, as the user wishes. Otherwise the 

run terminates. 

The final size distribution in this case has been written into a file, 

and is reproduced in Table III. The values of the distribution are values 

of dM/dlogdp, where M is mass, and dp is particle diameter in microns. Note 

that the first value of the distribution is negative, although negligibly so. 

This frequently occurs near the ends of distributions, and is more severe 

in the case of a sharply peaked distribution. Figure 1 shows a plot of the 



SIZE DIST. 

-0.2110-01 
0.1950+00 
0.4170+00 
0.6590+00 
0.9510+00 
0.1340+01 
0. 1890+01 
0.2670+01 
0. 3770+01 
0.5240+01 
0.7120+01 
0. 9390+01 
0.1200+02 
0.1480+02 
0.1770+02 
0.2060+02 
0.2320+02 
0.2540+02 
0.2710+02 
0.2810+02 
0.2850+02 
0.2810+02 
0. 2710+02 
0.2540+02 
0.2320+02 
0.2060+02 
0. 1770+02 
0.1480+02 
0.1200+02 
0. 9380+01 
0.7140+01 
0. 5280+01 
0.3820+01 
0. 2710+01 
0.1900+01 
0. 1320+01 
0.9090+00 
0.6130+00 
0.3860+00 
0.1920+00 
0.8060-02 
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TABLE I II 

DIAM(MICRONS) 

0.050 
0.056 
0.063 
0. 071 
0.079 
0.089 
0.100 
0.112 
0.126 
0. 141 
0.158 
0.177 
0. 199 
0.223 
0. 251 
0.281 
0.315 
0.354 
0.397 
0.446 
0.500 
0.561 
0.629 
0.706 
0.792 
0.889 
0.998 
1.119 
l. 256 
1 .409 
1. 581 
1. 774 
1. 991 
2.233 
2.506 
2.812 
3. 155 
3.540 
3. 972 
4.456 
5.00 
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output distribution along with the histogram obtained by assuming ideal size 

cuts at the 50 percent cutoff particle diameter for each state. 

CINVERSE 

This program is structured in a similar way to INVERSE. Table IV lists 

the main variables and Table V gives the subroutines used in this program. 

The use of the program is illustrated by means of an example. Here 

we use some actual data for ambient sulfur obtained with the Low Pressure 

Impactor. We assume the data are accurate within 10 percent. 

$RUN CINVERSE 
THE FOLLOWING INSTRUMENTS MAY BE USED FOR DATA INVERSION 
ENTER DESIRED NUMBERS 
1 EAA 
2 LIP 
ENTER NUMBER OF INSTRUMENT 

# 2 

# 
ENTER NUMBER OF INSTRUMENT 

ENTER NUMBER OF INTERVALS FOR QUADRATURE 
(MUST BE EVEN AND LESS THAN 50) 

# 40 
ENTER LOWER DIAMETER IN MICRONS IN F FORMAT 

# 0.05 
ENTER UPPER DIAMETER IN MICRONS IN F FORMAT 

# 5.0 
THIS SUBROUTINE CALCULATES KERNEL FUNCTIONS 
FOR THE LOW PRESSURE IMPACTOR 
ENTER PARTICLE DENSITY IN G/CC 

# 1.0 

* In this case the actual density of the aerosol is unknown. 
However, for the impactor, the calibration is in terms of the 
aerodynamic diameter, and a conversion is done to Stokes 
diameter. Since these two are the same for unit density, 
the effect of entering unity for the density is to give the 
output distribution in terms of aerodynamic rather than 
Stokes diameter. 

ENTER l to INVERT IN FIRST ORDER SOBOLEV SPACE 
ENTER 2 to INVERT IN SECOND ORDER SPACE 

# 2 
ENTER 1 IF YOU INTEND TO ENTER STANDARD 
DEVIATIONS OF DATA; OTHERWISE HIT RETURN. 

# 1 



Variable name Type 

D 50x50 DBLE 
PREC ARRAY 

DP 50x50 DBLE 
PREC ARRAY 

Dl DBLE PREC 
02 DBLE PREC 
F 50xl DBLE 

PREC ARRAY 
FK 50x50 DBLE 

PREC ARRAY 

FKS 50x50 DBLE 
PREC ARRAY 

FM 50x50 DBLE 
PREC ARRAY 

M INTEGER 
Ml INTEGER 

NOP INTEGER 
s 50xl DBLE 

PREC ARRAY 
SIGMA 50xl DBLE 

PREC ARRAY 
v 50xl DBLE 

PREC ARRAY 
y 50xl DBLE 

PREC ARRAY 
YS 50xl DBLE 

PREC ARRAY 

206 

TABLE IV 

Meaning 

Difference operator approximation to 
first or second order differential 
operator 
Weighted product of difference operator 
with itself. DP(I,J)= ~ D(K,I)*V(K)*D(K,J) 
Lower diameter limit in microns 
Upper diameter limit in microns 
Solution distribution 

Kernel functions at equally spaced 
logarithmic intervals from Dl to 02. 
Also weighted version of same, with 
weights of vector V. FK(I,J) = FK(I,J)* 
V(J) 
Normalized weighted kernel functions 
FKS(I,J)=FK(I,J)/S(I) 
FM(I,J)= I FKS(K,I)*FKS(K,J) 

K 

Number of intervals for quadrature 
Number of points at which kernel func­
tions are evaluated. Ml=M+l 
Number of data values 1 

S(I)=(SIGMA(I)**2+0.0l*Y(I)**2) 2 

Standard deviations of data 

Weights for quadrature by Simpson's 
rule 
Data 

Normalized data. 
YS (I) =Y (I) /S (I) 
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ENTER SIGMA(l) 
# 1.000 

ENTER SIGMA(2) 
# 1 .000 

ENTER SIGMA(3) 
# 1 .7000 

ENTER SIGMA(4) 
# 6.30 

ENTER SIGMA(5) 
# 1 . 2D01 

ENTER SIGMA(6) 
# l .ODOl 

ENTER SIGMA(?) 
# 4.4DOO 

ENTER SIGMA(8) 
# l.7DOO 

ENTER DATUM Y ( 1) 
# O.ODOO 

ENTER DATUM Y ( 2) 
# 1 . 1 DOl 

ENTER DATUM Y(3) 
# 1 . 7001 

ENTER DATUM Y(4) 
# 6.3D01 

ENTER DATUM Y(5) 
# 1.21002 

ENTER DATUM Y ( 6) 
# 1.01002 

ENTER DATUM Y ( 7) 
# 4.4D01 

ENTER DATUM Y(8) 
# 1 .7D01 

ENTER SMOOTHING PARAMETER IN 0 FORMAT 
# O. lD-03 

# 

COMPLEMENTARY SOLUTION 
ITERATION No. 48 
XLO=O.lOOOOOOD-03 Y0=0.21197900+01 
TO CONTINUE FINDING SMOOTHING PARAMETER HIT RETURN; 
OTHERWISE ENTER 1 

ENTER SMOOTHING PARAMETER IN D FORMAT 
# O.lD-04 

# 

COMPLEMENTARY SOLUTION 
ITERATION No. 60 
XL0=0.10000000-04 Y0=0.2040625D+Ol 
TO CONTINUE FINDING SMOOTHING PARAMETER HIT RETURN; 
OTHERWISE ENTER 1 

THE NEW VALUE OF THE SMOOTHING PARAMETER IS 
0.1669745D-30 
IF THIS IS SATISFACTORY, HIT RETURN; OTHERWISE TO 
ENTER ANOTHER VALUE HIT 1. 
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# 1 
ENTER VALUE OF SMOOTHING PARAMETER IN D FORMAT 

# O.lD-07 

# 

# 

# 

# 

COMPLEMENTARY SOLUTION 
ITERATION NO. 41 
XLO=O.lOOOOOOD-07 Y0=-0.508077D+OO 
TO CONTINUE FINDING SMOOTHING PARAMETER HIT RETURN; 
OTHERWISE ENTER 1. 

THE NEW VALUE OF THE SMOOTHING PARAMETER IS 
0.1608610D-07 
IF THIS rs SATISFACTORY, HIT RETURN; OTHERWISE TO 
ENTER ANOTHER VALUE HIT 1. 

COMPLEMENTARY SOLUTION 
ITERATION No. 41 
XL0=0.1608610D-07 Y0=0.1800260D-01 
TO CONTINUE FINDING SMOOTHING PARAMETER HIT RETURN; 
OTHERWISE ENTER 1 . 

THE NEW VALUE OF THE SMOOTHING PARAMETER rs 
0.1529093D-07 
IF THIS IS SATISFACTORY HIT RETURN; OTHERWISE 
TO ENTER ANOTHER VALUE HIT 1. 

COMPLEMENTARY SOLUTION 
ITERATION No. 41 
XL0=0.1529093D-07 Y0=0.1760074D-02 
TO CONTINUE FINDING SMOOTHING PARAMETER HIT RETURN; 
OTHERWISE ENTER 1. 

# 1 
INPUT DATA CALCULATED DATA 
O.OOOD+OO 0.109D+Ol 
0.110D+02 0.993D+Ol 
0.170D+02 0.195D+02 
0.630D+02 0.530D+02 
0.121D+03 0.905D+02 
0.101D+03 0.919D+02 
0.440D+02 0.473D+02 
0.170D+02 0.171D+02 
TO ENTER NEW DATA FOR INVERSION USING SAME 
STANDARD DEVIATIONS HIT RETURN; 
TO ENTER NEW STANDARD DEVIATIONS AS WELL, ENTER l; 
TO TERMINATE ENTER 2 

# 2 
FORTRAN STOP 

$ 
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After the last data value has been entered control transfers to the 

subroutine LEMKE, which contains a quadratic programming routine (Ravindran, 

1972) as well as a user-interactive iterative routine for choosing the 

smoothing parameter so as to satisfy Equation (4). In this case the initial 

guess was chosen to be 0.1 X lo-3. LEMKE then indicates a solution has been 

found after 48 iterations. It then repeats the value of the smoothing param­

eter used in find the solution, as XLO, along with the value of YO, which is 

the difference between the left and right sides of Equation (4). The value 

of YO, therefore, is 0 when the smoothing parameter is chosen correctly. 

In this case it is not, so we proceed by entering another guess. Since the 

difference YO was positive, we need to use a smaller value of the smoothing 

parameter, so 0.1 X 10-4 is entered. This gives a value of YO which is only 

slightly smaller than the previous one, so we suspect that a much smaller 

value of the parameter is needed. After a carriage return LEMKE gives us a 

corrected guess for the smoothing parameter, found by a secant method from 

the previous two values. Because our first two guesses were poor, the cor­

rected value is very small, so we choose to attempt a better guess and enter 

0.1 X 10-7. This gives a negative value of YO, but it is close to 0, so we 

now simply hit carriage returns until the value of YO becomes negligible. 

As in INVERSE the final solution is used to compute values of the data, 

and these are displayed together with the actual data. The resulting output 

is shown in Table VI. Figure 2 shows a plot of this distribution together 

with the histogram from the 50 percent stage cutoffs. 



SIZE DIST 

0.7130+01 
0.3840+02 
0.6960+02 
0.1010+03 
0.1320+03 
0.1620+03 
0.1920+03 
0.2200+03 
0.2470+03 
0.2720+03 
0.2950+03 
0.3130+03 
0.3300+03 
0.3410+03 
0.3490+03 
0.3500+03 
0.3480+03 
0.3400+03 
0.3280+03 
0.3100+03 
0.2890+03 
0.2630+03 
0.2360+03 
0.2050+03 
0.1740+03 
0.1430+03 
0.1140+03 
0.8960+02 
0.6850+02 
0.5480+02 
0.4490+02 
0.4130+02 
0.3980+02 
0.4010+02 
0.4010+02 
0.3730+02 
0.3280+02 
0.2520+02 
0.1670+02 
0. 8110+01 
0.0000+00 
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TABLE VI 

DIAM(MICRONS) 

0.050 
0.056 
0.063 
0.071 
0.079 
0.089 
0.100 
0.112 
0.126 
0 .141 
0.158 
0.177 
0.199 
0.223 
0.251 
0.281 
0.315 
0.354 
0.397 
0.446 
0.500 
0. 561 
0.629 
0.706 
0.792 
0.889 
0.998 
1.119 
1.256 
1 .409 
1. 581 
1. 774 
l. 991 
2.233 
2.506 
2 .812 
3. 155 
3.540 
3.972 
4.456 
5.00 



4
0

0
 

,._
 3

0
0

 
ff

) E
 

.,
 

O
" 

5
2

0
0

 
C

J)
 

IO
O

r=
 

, 
I 

0
.0

5
 

0
.5

 

dp
 (

µ
.m

) 
F

ig
ur

e 
2.

 
In

ve
rt

ed
 s

u
lf

u
r 

d
is

tr
ib

u
ti

o
n

 f
ro

m
 

lo
w

 
pr

es
su

re
 i

m
pa

ct
or

 d
at

a 
us

in
g 

pr
og

ra
m

 
CI

N
V

ER
SE

. 
H

is
to

gr
am

 
is

 d
is

tr
ib

u
ti

o
n

 b
as

ed
 

on
 

50
 

pe
rc

en
t 

cu
to

ff
s.

 

5
.0

 

N
 

I
-
' 

N
 



213 

REFERENCES 

Crump, J. G. and Seinfeld, J: H. Aerosol Sci. and Tech., _l, 1 (l982a). 

Crump, J. G. and Seinfeld, J. H. Submitted Aerosol Sci. and Tech. (1982b). 

Hering, S. V., Friedlander, S. K. Collins, J. J. and Richards, L. W., 
Env. Sci. Tech. _l1, 184 (1979). 

Kapadia, A., Ph.D. Thesis, University of Minn. (1980). 

Lemke, C. E. Management Sci. l!_, 681 (1965). 

Ravindran, A. Comm. ACM _!2, 818 (1972). 

Schwarz, H. R., Rutishauser, H. and Stiefel, E., Numerical Analysis of 
Symmetric Matrice~ Prentice-Hall, Englewood Cliffs, N.J. (1973). 

Tikhonov, A. N. and Arsenin, V. Y., Solutions of Ill-Posed Problems, 
Halsted Press, Washington (1977 . 


