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Abstract

The use of massively parallel computers provides an avenue to overcome the compu-
tational requirements in the study of atmospheric chemical dynamics. General con-
siderations on parallel implementation of air quality models are outlined including
domain decomposition strategies, algorithm evaluation and design, portability, mod-
ularity, and buffering techniques used in I/O operations. Results are given for the
implementation of the CIT urban air pollution model on distributed memory multiple
instruction / multiple data (MIMD) machines ranging from a cluster of workstations
to a 512 node Intel Paragon.

The central challenge in developing a parallel air pollution model is the imple-
mentation of the chemistry and transport operators used in the solution of the at-
mospheric reaction-diffusion equation. The chemistry operator is generally the most
computationally intensive step in atmospheric air quality models. A new method
based on Richardson extrapolation to solve the chemical kinetics is presented. The
transport operator is the most challenging to solve numerically. Because of its hy-
perbolic nature non-physical oscillations and/or negative concentrations appear near
steep gradient regions of the solution. Six algorithms for solving the advection equa-
tion are compared to determine their suitability for use in parallel photochemical
air quality models. Four algorithms for filtering the numerical noise produced when
solving the advection equation are also compared.

A speed-up factor of 94.9 has been measured when the I/O, transport, and chem-
istry portions of the model are performed in parallel. This work provides the compu-
tational infrastructure required to incorporate new physico-chemical phenomena in
the next generation of urban- or regional-scale air quality models.

Finally, the SARMAP model is used to model the San Joaquin Valley of California.
SARMAP is the updated version of RADM. It can be considered a state-of-the-art
regional air pollution model. Like the CIT model, SARMAP incorporates the fol-



vi
lowing atmospheric phenomena: gas-phase chemistry, advection and diffusion. In
addition, SARMAP incorporates aqueous-phase chemistry and transport through cu-

mulus clouds. Sensitivity studies performed show a significant dependence of ozone

model predictions on boundary conditions.
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Chapter 1

Air Quality Modeling on Massively Parallel Computers

Donald Dabdub and John H. Seinfeld.
Atmospheric Environment, 28, (1994) 1679-1687.

The use of massively parallel computers provides an avenue to overcome the
computational requirements of air quality modeling. General considerations
on parallel implementation of air quality models are outlined including domain
decomposition. The implementation of the CIT urban photochemical model
on the Intel Touchstone Delta, a distributed memory multiple instruction /
multiple data (MIMD) machine is described. When both the transport and
chemistry portions of the model are parallelized, a speed-up of about 30 is

achieved using 256 processors.



1.1 Introduction

Air quality models are essential tools in the understanding of pollutant dynamics in
the atmosphere. In recent years, our understanding of the scientific foundations of
the chemical and physical phenomena occurring in the atmosphere has continued to
expand. We are able to construct comprehensive models that describe the dynamics
of air pollution. The inherent complexity and nonlinearity of the governing equations
has made air quality modeling a computational “Grand Challenge” (Levin, 1989).
Currently, air quality modeling is most often performed on sequential computers.

Computational constraints have always been a limiting factor in the amount of
physics and chemistry one can include in air quality models (AQMs). For example,
particulate formation processes are not currently incorporated in most models due
to the significant time demands of the aerosol phase computations (see, for example,
Pilinis and Seinfeld, 1988). Phenomena occurring in the sub-grid scale are also ignored
or crudely represented by current AQMs. The use of parallel computers provides an
avenue to overcome the computational requirements of air quality modeling.

The work reported here has as a major goal to lay the foundation to implement
air quality models on parallel computers. To accomplish this goal it is necessary to
study and compare different approaches to distribute the computational work among
the available nodes. It is necessary to test, compare, and evaluate current numerical
schemes employed in the solution of AQMs. Implications of parallel computation on

restructuring of the input and output data must also be examined.

1.2 Computational Breakdown of Current AQMs

The governing equation of three-dimensional Eulerian AQMs is the atmospheric dif-

fusion equation:

dc;
a—ct+u-Vci =V (K Ve)+ Ri(e,T) + Si(x, ) (1.1)
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where ¢; are the elements of the concentration vector c, ¢ is time, x = (z,v, 2),
u = (u,v,w) is the advective flow field, K is the eddy diffusivity tensor, R; is the
chemical production of species i, T  is the temperature, and S; is the source rate of 4.

The different chemical and physical processes that contain inherently wide varia-
tions in their time scales pose the major challenge in constructing numerical methods
to solve equation (1.1). Operator splitting methods have been developed and re-
fined for the solution of AQMs (McRae et al., 1982a). Splitting methods provide a
numerical approach that is both accurate and economical.

The basic idea of the splitting process is the sequential use of operators, £, that

govern the different phenomena. Horizontal transport is described by:

EHCi = %—ctl = —VH-uci+VH-KVHci, (12)

where H represents the (x,y) plane. Vertical transport is described by

aci 0 aci

0
Finally, chemistry and emissions are described by:
aCi
EcCi = E = Ri(C, T) + Si(X, t) (14)

In some AQMs Ly, the horizontal transport operator, is decomposed into two separate
operators, £, and L,, describing the transport in the 2 and y directions, respectively.
In addition, current AQMs often combine £, and £, into a single operator £, that
performs the chemistry and vertical transport computations simultaneously.

Table 1.1 summarizes several existing AQMs from the point of view of their com-
putational characteristics. UAM and CIT are urban scale air quality models. Urban
models typically have a vertical domain extending up to about 2 km, as opposed to
regional models that extend up to about 10 kmin order to treat vertical redistribu-
tion of species above the planetary boundary layer. RADM, ADOM and STEM-II are

regional acid deposition and oxidant models that treat gas- and aqueous-phase chem-
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istry. They have been applied primarily to simulations of acid deposition in Eastern
North America and central Japan. ROM is a regional oxidant model designed to
simulate ozone formation and transport over the eastern United States.
"The solution of the atmospheric diffusion equation in the operator splitting frame-

work is obtained from the following sequence:
A = LR LML L e (1.5)

The amounts of time spent computing the solutions of the different operators of the
CIT model, for example, are: chemistry 85.2%, horizontal transport 5.4%, “other”
9.4%. The chemistry loop of the code contains the vertical transport computations
since they are coupled in the L., operator. In addition, the chemistry loop also con-
tains the deposition computations for all the species within all air columns, as well as
the vertical transport routines. All these computations make up approximately 90%
of the code. “Other” represents the reading and writing of data, the initialization of
the model, and other minor computations. It is expected that other three-dimensional
AQMs have approximately the same computational breakdown.

Most of the computer time involved in solving the core equations of urban and
regional scale photochemical models is consumed by the L., operator. The “chem-
istry” part of the operator consists of solving a coupled system of stiff, nonlinear
ordinary differential equations as described by equation (1.4). Classical methods for
solving systems of stiff ordinary differential equations, such as Gear’s method, are not
of practical use in AQMs. The reason is due not to their accuracy, but to the small
time steps required, the inversion of large matrices, and/or the repeated solution of
large sets of nonlinear equations. A comparison of different numerical schemes to
perform the integration of the chemistry in AQMs can be found in Hov et al. (1991)
and Odman et al. (1992).

The solution of the advection-diffusion equation (1.2) requires 5.4% of the com-
putational time in the CIT model. When solving this equation numerically, depend-

ing on the scheme used, both the amplitudes and the phases of different Fourier
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components of the solution will be altered. This produces so-called numerical diffu-
sion and dispersion. This is a classic problem in computational fluid dynamics, for
which a large number of specialized numerical techniques have been developed (Rood,
1987). Many have been tested and compared to determine their applicability to AQMs
(Chock et al., 1983, 1985, 1991). The numerical method currently implemented in
the CIT model, for example, employs a fourth order (space) Chapeau-function based
finite element scheme as part of an implicit procedure to solve the advection part of
Lpy. Following the advection step, a nonlinear noise filter is used to remove most of
the computational noise generated by the scheme (Forester, 1977). Finally, the diffu-
sion step is computed with an explicit second-order finite difference scheme (McRae
et al., 1982a). In brief, the challenges of solving equation (1.2) relate largely to
computational accuracy.

The analysis of where computational effort is expended shows that a parallel
implementation of an AQM should start by focusing on performing the chemistry

integrations simultaneously on different processors.

1.3 Parallel Architectures

Traditionally, parallel architectures can be classified into two broad categories: SIMD
and MIMD. Each has different programming approaches.

SIMD architectures, denoting single instruction/multiple data, execute the exact
same instruction on different sets of data simultaneously. SIMD machines are well
suited for problems that primarily require the manipulating of large matrices.

MIMD architectures, for multiple instruction/multiple data, can execute different
instructions on different sets of data simultaneously. The way that the different pro-
cessors communicate determines the different flavors of MIMD. In a shared-memory
MIMD computer all the processors have access to a common memory. Shared-memory
MIMD machines are relatively easy to program, but they are limited by scalability and
they might present cache-coherency problems. On the other hand, in a distributed-

memory MIMD machine every processor contains its own local memory. Distributed-
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memory MIMD machines are also known as multicomputers. Intel’s Touchstone Delta
is one of the newest and fastest multicomputers. A network of workstations optically
interconnected qualifies also as a parallel multicomputer.

It is not currently known with full certainty which architecture provides the best
environment for air quality models. The issue of exploiting the different advantages of
a given parallel architecture still remains to be studied. Carmichael et al. (1989) have
studied the solution of transport/chemistry calculations on SIMD machines. They
have observed that simple (4 species) chemical mechanisms are well suited for SIMD
machines. However, the implementation of transport algorithms efficiently on SIMD
machines leaves much to be desired.

Pai and Tsang (1992) have used different shared-memory MIMD machines to
study common time-splitting finite difference or finite element schemes used in air
pollution modeling. Specifically, they simulated turbulent diffusion in convective
boundary layers. The highest speed-up reported is 13.11 using a Sequent Symmetry
S81 machine.

Shin and Carmichael (1992) have parallelized the STEM-II air pollution model.
They used a shared-memory ALLIANT FX/8. Their work focused on parallelizing
the chemistry portions of the model. The speed up reported reached to 2.5. Further-
more, they mention that the efficient use of vectorization would require alternative
algorithms.

We report here on the use of distributed-memory MIMD machine architectures for
air quality modeling. We have implemented the CIT model on the Intel Touchstone
Delta (Intel, 1991). The Delta contains 570 nodes: 528 numeric nodes, 34 mass
storage nodes, 2 gateway nodes, and 6 service nodes. The nodes are interconnected
as a two-dimensional mesh. A maximum configuration would provide 10 Gigabytes
of distributed main memory and 200 Gigabytes of online storage'. The 528 numeric

nodes are based on the 64-bit Intel i860 microprocessor. The i860 has a peak speed of

! Currently, three-dimensional air quality models considering only gas-phase phenomena do not
impose extreme memory requirements, nor extreme storage space requirements. However, with the
implementation of aqueous phase and/or aerosol phase, the memory and storage requirements would
increase drastically.
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60 double-precision MFLOPS and 80 single-precision MFLOPS. Each numeric node
includes 16M bytes of parity-check DRAM, a 4K byte instruction cache, and an 8K
byte data cache.

The programming was done in FORTRAN 77 using NX version 1.4 as the extended
communication library used for message passing. The issue of software portability
requires special attention to different aspects of the programming. First, only the sim-
ple synchronous send and synchronous receive routines should be used. By avoiding
the use of more sophisticated message passing routines, a degree of freedom is gained
on code portability. That is, porting of the parallel code to other message passing
routines such as EXPRESS, LINDA, or PVM can be achieved by replacing the low
level synchronous sends and receives with the appropriate library call. Furthermore,
the use of NX as the underlying message passing library makes the code executable
on other parallel computers commercially available with no changes. Specifically, the
code has been run successfully on the Intel GAMMA, the IPSC and IPSC2. Second,
one should write general purpose send/receive routines. By doing so, these general
send/receive routines can call any appropriate communication protocol dependent
send/receives. Third, the code should be independent of the number of nodes avail-
able. The number of nodes available should be determined at execution time or given
as a parameter so that no further code modifications are needed. Finally, the use
of parallel file systems should be avoided from the point of view of portability (not
performance) since they are highly architecture dependent.

The use of MIMD machines provides a promising approach to AQM calculations.
MIMD provides a friendly environment for SPMD (single process multiple data) and
for MPMD (multiple process multiple data) programming methodologies. The chem-
istry computations in AQMs follow a SPMD approach, while the transport computa-
tions, as described below, inherently follow a MPMD approach. By definition, SIMD
architectures are not suitable to MPMD programming. Furthermore, the usage of
distributed-memory MIMD opens the possibility of porting the code to a network of
workstations, which might be more readily available than a parallel supercomputer.

In short, MIMD seems to be the most promising architecture to perform AQM com-



putations.

1.4 Key Issues in the Parallel Implementation of
AQMs

The first step towards parallelizing a code such as an AQM is to perform a detailed
profile of the code. A code profile, as discussed earlier, shows the computational
breakdown of the code, that is, the computational time spent in each routine for an
entire run. In principle, the computationally intensive parts are the desired subrou-
tines to be performed in parallel. For the case of comprehensive AQMs, as noted
above, the most computationally intensive routine is the chemistry integration. The
amount of time spent here ranges from 75% to 95% of the total computing time.

The next issue of concern is that of data dependency. The AQM chemistry portion
does not present any difficulty on data dependency. All the data needed to compute
the vector of species concentrations after the chemical changes of the corresponding
time step are local. The results of the chemistry integration at a particular grid
point do not depend on the concentrations at other grid points. On the other hand,
transport computations, regardless of the numerical scheme used, are, in principle,
dependent on data located at neighboring grid points. Communications among the
nodes is therefore imperative. The implementation of node communication is depen-
dent on the transport numerical scheme used, as well as on the decomposition of the
domain implemented.

Speed-up is a common measure of performance gain from a parallel environment.
It is the factor denoting how many times faster the parallel version of the code runs
in comparison to the sequential version. Indeed, it is defined as the ratio of the
time required to complete a job using one processor to the time required to complete
the same job with N processors. The maximum speed-up is limited by the fraction

of that job that is performed in parallel, p. An ideal speed-up, S, achieved with



10

parallelization is described by Amdahl’s law:

1
ST Eig (9

The speed-up is ideal in the sense that it does not account for the time taken to
send /receive messages. Increasing p by a small amount at a point where a significant
amount of the code is already parallelized, say for p > 0.96, produces substantial

additional speed-up.

1.4.1 Domain Decomposition

The objective of domain decomposition is to distribute the computational load as
evenly as possible among the available nodes. The different ways to decompose the
three-dimensional spatial domain present several questions to be addressed for an ef-
fective parallel AQM implementation. There are two main approaches to this matter.

The first approach to decompose the domain is called dynamical domain decom-
position. One starts with a number of tasks to be performed. A so called “master”
node is in charge of sending one of those tasks to a node that is idle at the moment.
The idle node receives the message and some appropriate data needed to perform
the task. The appropriate data might come from the master node and/or from other
nodes that should be notified of such requests. After the task is completed, the node
sends the results to the master node, or to other nodes, and/or keeps it stored in its
own memory. The node also signals the master that it has finished the task. The
process is continued in this way until all the desired tasks are performed.

The other approach to distribute the computational load is to set a predetermined
decomposition. In this case, the master sends a specific number of tasks to each
node. The tasks are distributed at once among the available nodes. The nodes,
when having completed their collection of tasks, signal the master that they have
done so. The advantage of this technique arises when the programmer is able to
set an approximately evenly distributed set of tasks. The technique also facilitates

debugging of the code, since the programmer knows what task is in what node.
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Furthermore, there is a decrease in overhead work since the communication between
the nodes and the master node is minimized.

Another issue to be considered while determining the domain decomposition to
be used is the dimensionality of the decomposition. One has to decide on performing
either a one-dimensional or a two-dimensional decomposition. Fox et al. (1988)
discuss the implications of the dimensionality of the decomposition. In the case
of AQMs the chemistry computations are independent of the dimensionality of the
decomposition. However, the dimensionality of the the decomposition will likely affect
the transport computations.

Figure 1.1 shows the different domain decompositions used as a function of the
number of slave nodes available for the simulation of the South Coast Air Basin
using the CIT model. The rectangle represents the z-y projection of the master
data storage grid of the model. The grid is currently subdivided into 80 cells in
the z-direction, 30 cells in the y-direction, and 5 layers. An individual cell in the
figure represents a 5x5 km? area. The shaded section in the I-node case of Figure
1.1 represents the computational region within the overall region. In the 3-node
and 7-node decompositions of Figure 1.1 the alternations of gray shades indicate
the boundaries of the data as they are distributed among the available slave nodes.
As can be seen, we have implemented a domain decomposition as close to a purely
one-dimensional decomposition as possible. The reason to stay close to the one-
dimensional case is discussed subsequently in the Horizontal Transport sub-section.

The rule followed to determine the domain decomposition is to have an approxi-
mately equal number of vertical columns sent to each node. In this manner, the load
is well balanced. For chemistry implementation purposes only, the efficiency of the

implementation is not dependent on the dimensionality of the decomposition.

1.4.2 Chemistry

As mentioned before, chemistry computations are the major computational load of

typical AQMs. Their parallel implementation is rather simple since it does not in-
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Domain Decomposition

1 Node

7 Nodes

Figure 1.1: Domain decomposition of the South Coast Air Basin region for different
numbers of slave nodes. The dark rectangle represents the overall domain. The gray
shaded area represent the computational domain. Different shades of gray represent
sub-sections of the computational domain to be distributed to a specific node.
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volve communication among the “slave” nodes. The chemistry integrator used in
the CIT model is an implicit, hybrid, asymptotic, exponential scheme developed by
Young and Boris (1977). Parallel implementations of the chemistry integrator are a
function neither of the numerical scheme used for the integration nor of the particular
photochemical mechanism. Thus, parallel implementation of the chemistry does not
interfere with the modularity of the code to any degree.

An effective approach is to send a collection of vertical columns to a node, using
a predetermined domain decomposition. The programmer can set a predetermined
decomposition rather easily in an AQM. Assuming that the time it takes to integrate
any vertical column of cells is approximately the same, then one tries to send the
same number of vertical columns to each slave node available, so that all the nodes
finish their tasks at approximately the same time. The number of columns to be sent
to each node should be computed dynamically. It is approximately equal, of course,
to the total number of columns divided by the number of slaves nodes available.

Figure 1.2 shows the time to perform a 24-hour standard simulation of the South
Coast Air Basin of California using the CIT model. The points plotted correspond
to 2, 4, 8, 16, 32, 64, 128 and 256 nodes of the Intel Delta. The distance between
the ideal and measured curves in Figure 1.2 represents the time spent in the commu-
nication between the master node and the slave nodes, as well as idle time among
the slave nodes. Figure 1.2 shows that the time continues to decrease as more and
more nodes are used. This is the expected behavior in the small number of processors
regime. Sometimes, however, an increase in time actually occurs when the number of
processors is increased beyond a certain point. This phenomenon, if present, occurs
at the high number of processors regime (i.e., the massively parallel regime). The
reason is that the master node has so many slaves to manage that the overall pro-
ductivity of the group as a whole decreases. Using 256 nodes, the speed-up obtained
by parallelizing the L., operator is 13.9. That is, a 24-hour simulation takes 46 min

to complete.
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Figure 1.2: Execution time as a function of number of nodes when parallelizing the
chemistry loop of the model. Ideal time presented is calculated from Amdahl’s law.
Time reported corresponds to a 24-hour standard simulation of the South Coast Air
Basin.
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1.4.3 Vertical Transport

In the CIT model vertical transport is part of the L., operator. In the chemistry
implementations in parallel the entire air column was sent to the nodes to be inte-
grated. Therefore, by sending the rest of the data needed, such as the z component
of the advective flow, one can perform the vertical transport computations with no
further complications. In the same way, deposition velocity calculations and other
computations included inside the “chemistry” loop of the code should be performed
in parallel.

If the chemistry operator is not coupled with the vertical transport, parallel perfor-
mance is not greatly affected . Usually the percentage of the time spent in computing
vertical transport is quite small. Particularly, in the CIT model it is less than 3%
and is included in the “other” category. According to Amdahl’s law, that 3% of code
would, however, be crucial if most of the rest of the code could be implemented in

parallel.

1.4.4 Horizontal Transport

When the chemistry integration has been implemented successfully, as well as other
computations such as the vertical transport and deposition, significant speed-ups are
obtained. At this point, any implementation of other sections of the code will have
a great impact on increasing speed-ups in accordance with Amdahl’s law. The effect
of implementing in parallel a constant small percentage of the code is proportional
to the percentage of the code already parallelized. In particular, the CIT model
spends 5.4% of its time performing the horizontal transport computations. This 5.4%
would increase the speed-up of the code if implemented in parallel, and, the value of
the increased speed-up would be proportional to the percentage of the code already
parallelized as reflected in Amdahl’s law.

The implementation of transport computations requires communication among
the slave nodes. The communication needed for optimal performance is dependent

on the numerical scheme used. The scheme determines the number of neighboring
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grids used to compute the values of the species concentration to advance the next
transport step. An optimal performance implementation of horizontal transport can
use the standard technique known as extended arrays. Extended array techniques
consist of having the nodes send the values of species concentrations contained in
the boundaries of their domains. The nodes would also receive the values of the
concentration boundaries of their neighboring nodes.

The horizontal transport operator in the CIT model is decomposed into two sep-
arate operators £, and £,. Our implementation of the transport computations did
not make use of extended arrays. Thus, optimal performance was sacrificed for the
sake of maintaining modularity.

We can illustrate the implementation of the transport computations with the
approach we have used. For the £, operator, the node containing the leftmost row of
the computational grid is the one dedicated to perform the transport computations
for that particular row. The assigned node requests data from the other nodes that
contain data of that particular row. Note that data might be needed from more than
one node. The other nodes send the data to the assigned node. All the data required
to perform transport computations are now in the assigned node. At this point, any
algorithm can be used to compute the concentrations at the next transport step. All
the communications within rows, as well as the transport computations, are carried
out simultaneously at all the assigned nodes. Finally, all the assigned nodes must
send the computed concentrations to the appropriate neighboring nodes.

The choice of the node as the place where computations are to be performed is
arbitrary. For this idea to be implemented successfully, a unique message identifier
must be set for each message going back and forth to the assigned node. This method,
however, can be taken a step further. For instance, instead of having only one assigned
node to compute the next transport step of the all the species in all 5 vertical layers,
one can assign 5 nodes to compute simultaneously all the species on each layer.

It is now clear that a one-dimensional domain decomposition helps to reduce the
message passing when performing transport computations in the z-direction and using

a small number of nodes. The y-direction transport is not affected. In comparison,
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the use of a two-dimensional decomposition results in a greater number of messages
passed in the z-and y-directions. This is the case even when computing with a small
number of slave nodes.

The transport in the y-direction was implemented using the same basic idea. All
the y-column transport computations are to be performed at an arbitrarily assigned
node. After receiving data from other columns, and performing the y-transport com-
putations, the assigned node sends back the vector of species concentrations to the
corresponding nodes. Even though this approach is not the optimal implementation
to perform the horizontal transport computations, it is independent of the numerical
scheme used.

The implementation of the horizontal transport in parallel increases the percentage
of parallelized code by 5.4%. Since a significant percentage of the code has been
already implemented in parallel, the speed-up increase is quite noticeable. Figure 1.3
shows that computing time continues to decrease as the number of nodes increases
up to 256. Furthermore, it shows that the distance between the measured time and
the ideal time is quite dependent on the number of nodes. Figure 1.3 shows a greater
discrepancy between the measured times and ideal times when the chemistry and
transport are both performed in parallel than Figure 1.2 when only chemistry is
parallelized. The reason is that the current implementation of horizontal transport
sacrifices optimal transport implementation to gain modularity in the code. However,
Figure 1.4 shows that the parallel implementation of the transport makes the code
run faster as long as 8 or more nodes are used. The time saved is proportional to the
number of nodes used, as expected. When using only 4 nodes, the parallel transport
implementation actually runs slower than when only the chemistry is implemented
in parallel, a direct consequence of the overhead of intensive message passing that
occurs to perform the transport calculations. As more nodes become available, the
increase in performance overshadows such overhead.

When implementing the transport in parallel a greater speed-up is obtained than
when only the chemistry part of the code is parallelized. The best speed-up measured

is 28.47 using 256 nodes. That is, a 24-hour run takes less than 23 minutes to compute.
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Figure 1.3: Execution time as a function of number of nodes when parallelizing the
chemistry loop and the transport equation solver of the model. Ideal time presented

is calculated from Amdahl’s law. Time reported corresponds to a 24-hour standard
simulation of the South Coast Air Basin.
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Figure 1.4: Execution time as a function of number of nodes. One set of data cor-
responds to the parallelization of the chemistry loop only. The other data set cor-
responds to the model having the chemistry loop and the transport equation solver

implemented in parallel. Time reported corresponds to a 24-hour standard simulation
of the South Coast Air Basin.
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Figure 1.5 shows the computational time of the CIT model on different systems. The
times reported correspond to simulating a 3-day air pollution episode in the South

Coast Air Basin.

1.5 Conclusions

This work presents the implementation of the CIT photochemical air quality model
on the Intel Touchstone Delta. It has been found that the use of MIMD computer
architectures provides an excellent environment for air quality models.

The implementation of the chemistry section of the code involves a simple host
to node communication pattern. The parallel implementation of the chemistry is
independent of the numerical scheme and the photochemical mechanism used. When
the chemistry portion of the CIT model is parallelized, a speed-up factor of 13.9 is
achieved using 256 nodes.

Implementation of the horizontal transport section of the code requires more care-
ful programming than for the chemistry since it inherently contains communication
among nodes. The parallel implementation of the horizontal transport is dependent
on the order of the numerical scheme, if extended array techniques are used. To ob-
tain independence and keep the model modular with respect to the transport solver,
a small performance price must be paid. When the horizontal transport portion of
the CIT model is parallelized in addition to the chemistry, a speed-up factor of 28.47
is achieved using 256 nodes.

Parallel computing is a powerful tool for air pollution modeling. By significantly
reducing the computing time, it allows more detailed treatment of the dynamics of
the atmosphere and it provides the numerical power necessary to meet the needs of

future generation AQMs.
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Figure 1.5: Execution time for different computing platforms. Time reported corre-
sponds to a 3-day simulation of the South Coast Air Basin. Delta result corresponds to
the model having the chemistry loop and the transport equation solver implemented
in parallel on the Intel Touchstone Delta using 256 processors.
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Chapter 2

Numerical Advective Schemes Used in Air Quality Models—
Sequential and Parallel Implementation

Donald Dabdub and John H. Seinfeld.
Atmospheric Environment, 28, (1994) 3369-3385.

Six algorithms for solving the advection equation are compared to determine
their suitability for use in photochemical air quality models. The algorithms
tested are the Smolarkiewicz method, the Galerkin finite-element method, the
numerical method of lines, the accurate space derivative method (ASD), Bott
method, and Emde method. Four algorithms for filtering the numerical noise
produced when solving the advection equation are also compared. The algo-
rithms are evaluated both on two test problems and in the CIT model. The
Galerkin finite-element and the ASD methods are implemented in the CIT in
parallel computation. Results indicate that the ASD method, coupled with the
Forester filter, produces the most accurate results. When the ASD transport
solver is implemented in parallel, a speed-up of about 88 is achieved using 256
processors. Furthermore, a new set of optimized Forester filter parameters for

grid-based air quality models is determined.
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2.1 Introduction

Eulerian air quality models are based on the numerical solution of the atmospheric
diffusion equation. Splitting methods provide an accurate and economical approach
to solve the atmospheric diffusion equation (McRae et al., 1982). The advection
equation, one of the component operators in the splitting scheme, accounts for the
transport of pollutants under a given wind field.

The two-dimensional advection equation is

oC  8(uC) dwC)

St T 5 =0, (2.1)

where C' is the concentration, ¢ is time, and u,v are the z,y components of the
wind velocity field. When solving Equation (2.1) numerically, it is well known that
numerical diffusion and dispersion degrade the computed solution (Oran and Boris,
1987) as both the amplitude and phase of different Fourier components of the solution
tend to be altered by numerical schemes. To overcome these errors, a large number
of numerical advection schemes have been developed. Rood (1987) summarizes the
development and improvements of many of the methods.

A variety of numerical advection schemes have been tested and compared to de-
termine their suitability for use within air quality models (Chock and Dunker, 1983;
Chock, 1985, 1991; Schere, 1983; Sheih and Ludwig, 1985; Tran and Mirabella 1991).
Hov et al. (1989) show that, in AQMs, errors in the solution of the transport step
are amplified during the chemistry step due to the highly nonlinear nature of the
chemistry. Low order numerical schemes used to solve the advection equation pro-
vide non-oscillatory solutions with poor accuracy. High order numerical schemes,
on the other hand, are characterized by computational noise near regions of steep
gradients. The oscillatory noise increases in amplitude and propagates into neighbor-
ing grid points as the solution time increases, often producing negative values in the
distribution being advected. Negative concentrations correspond to physically unre-

alistic “negative” mass. To overcome this problem different algorithms that “filter”
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the oscillations have been proposed. A filter is a computational technique, used after
each advection solver step, that removes computational noise. A filtered solution is
expected to maintain the accuracy of high order numerical schemes, and present a
distribution that is acceptable on physical terms.

This study has the following objectives: (1) To build on the work of Chock and
others to test advection routines in both idealized tests and in a three-dimensional
grid-based air quality model, the CIT model, (2) To evaluate nonlinear filters that
have been proposed both on a test problem and in the three-dimensional CIT model,
(3) To evaluate advection routines/filters in a parallel implementation of the CIT
model, (4) To provide recommendations on the advection routines/filters of choice for

three-dimensional air quality models, for both sequential and parallel environments.

2.2 Numerical Advection Algorithms

Equation (2.1) is frequently solved in air quality models using splitting methods

(Yanenko, 1971), where (1) is approximated by the successive solution of

9C  BuC)

E —+ 9y 0 (2.2)
oC  o0(wC)

a0 (2.3)

The character of Equation (2.1) and Equations (2.2) and (2.3) is that material is
transported intact, without depletion or diffusion. Numerical methods solving Equa-
tions (2.1)-(2.3) must preserve this property as closely as possible.

A traditional way to evaluate the accuracy of numerical methods of solving Equa-
tions (2.2) and (2.3) is to advect an initial cosine hill distribution described by the
following equations (Pepper and Long, 1978):

50[1 4 cos Zf] if R < 4

Ci;(0) = (2.4)
0 for R > 4
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R? = (z; — o) + (vi — w0)?, (2.5)

where 29 = 7,yo = 17. The center of the hill is at grid point (7,17) with a concentra-
tion value of 100. Both z; and y; vary from 1 to 33. The hill rotates counter-clockwise
about the z—axis at grid point (17,17) which is the center of the grid. The angular
velocity is set so that it takes 72007 time units to complete one revolution. Time
steps of 307 units were used in all the computations performed here.

Ideally after an integer number of revolutions the peak of the distribution should
be 100 and its center should be located at (7,17). To evaluate the accuracy of different
schemes, the following measures have been traditionally used (Chock and Dunker

1983; Chock 1985, 1991; Tran and Mirabella 1991):

Mass Conservation Ratio =Y C;;(¢)/ Y C; ;(0) (2.6)
i, 1,J

Mass Distribution Ratio = C’f,j(t) /> C’iz,j(O) (2.7)
2] ]

Maximum Absolute Error = max(|C; ;(t) — Cf;(t)]) (2.8)

where Cj; represents the computed concentration at grid point 4, j, and Cy; is the
exact concentration at grid point 4,j. The mass conservation ratio and the mass
distribution ratio measure the amount of numerical diffusion. Note that a method
might present a good mass conservation ratio while maintaining a poor mass distri-
bution. The average absolute error measures an average discrepancy of the mass field
from the exact solution. Finally, the maximum absolute error is most sensitive to the
displacement and height of the distribution’s peak.

Table 2.1 lists the methods examined in this study. SMOL and GLRK were se-
lected since they are currently implemented in air quality models—the Urban Airshed
Model (UAM) (Morris and Myers, 1990) and the CIT model (Harley et al., 1993),

respectively. The numerical method of lines (NMOL) is selected since it has not been
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compared previously with other methods in a systematic manner and has several po-
tentially desirable attributes. For instance, NMOL converts the PDE into a system
of ODEs in a simple systematic manner. NMOL can then take advantage of recent
progress in the numerical solution of ODEs. The accurate space derivative method
(ASD) is selected as an alternative method to those currently used in existing AQMs
that provides greater accuracy (Chock, 1991). Other alternative methods included in
this study are the Bott solver and then Emde solver. The use of parallel computers
opens up the practical uses of the ASD method, since it requires significantly greater
computational time on a sequential machine than the other methods in Table 2.1.
Some of the methods have been previously compared by Chock and Dunker (1983)
and Chock (1985, 1991) The present study builds on Chock’s results and evaluates
several of the methods in a full three-dimensional air quality model, under both se-
quential and parallel implementation.

Most of the methods listed in Table 2.1 are well described in the literature. There-
fore, only the particular implementation of NMOL used in this study will be discussed.
The numerical method of lines approximates the spatial derivatives of a partial differ-
ential equation with an appropriate finite-difference algebraic expression (Schiesser,
1991). The time derivative of the PDE is left unmodified, leading to a system of or-
dinary differential equations in time. The NMOL implementation used in this study
consists of a fourth-order directional finite-difference approximation to discretize the

spatial derivatives. Namely, for positive wind velocity

0C;  —C;i 3 +6Ci_ —18Ci_, + 10C; +3Cs,,

or 12Azx (2.9)
Similarly, for negative wind velocity
601 . —302‘_1 - 1002 + 180,'+1 — 60,'4_2 + Ci+3 (2 10)

oz 12Azx

where C; represents the concentration at grid point 7 in the one-dimensional sense

when solving Equations (2.2) and (2.3). It is well known that Equations (2.9) and
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(2.10) are superior to central finite-differences from the accuracy point of view (Carver

and Hinds, 1978). The resulting system of ordinary differential equations is solved

using the SDRIV2 integrator described by Kahaner et al. (1991).

2.3 Nonlinear Filters Used in the Solution of the
Advection Equation

As mentioned earlier, the numerical solution of the advection equation presents several
difficulties. High-order algorithms produce spurious waves near sharp gradient regions
that produce physically unrealistic negative concentrations. To design a filter, one is
faced with the question: What is to be done with the “negative” mass that appears
in the numerical solution? The simple idea of setting the negative values to zero is
not the proper approach, because it is not mass conservative; rather “negative” mass
must be redistributed over positive concentrations in the solution. However, there is
no specific mathematical or physical guideline on how to perform such a redistribution.
To address this problem, various “filtering” techniques have been proposed to remove
the negative concentrations and to smooth the positive oscillatory intervals of the
distribution.

There are two main approaches to achieve such goals. The first approach consists
of selectively introducing nonlinear diffusion to the distribution. The second approach
consists of scanning local maxima and local minima on the distribution and adjusting
selected distribution values iteratively. The filter step is an important part of the
advection computations since the numerical results can be strongly affected by the
presence of a filter. Various available filters that can be used in the advection routines
in AQMs have not been compared previously. This section compares different filtering
techniques that have been proposed in the literature with the goal of determining an
optimal filter for use in AQMs.

Let A be an algorithm (finite-difference, finite element, spectral, etc.) to solve



32

Equation (2.2), expressed in the form,
CiHa = A(C,u), (2.11)

where the subscript 7 refers to grid block 5. The redistribution process consists of

coupling A with a filter F in the following way:
=Ct

B4 = A(BY, u) (2.12)
CiHat = F(B™ ¢

J must satisfy several conditions that arise naturally in air pollution models:

(1) Mass conservation. The filter should not add or remove mass from the system,

> CHAl = Z o (2.13)

7

(2) Positiveness. The filter should remove all negative values completely,
CIAt >0 for all . (2.14)

(3) Total Variation Diminishing. The filter should guarantee that there are no
spurious oscillations near the regions of sharp gradients. The criterion commonly

used is the TVD inequality:
V(CTAY) < TV(CY (2.15)

where
Z (Gt = CY).

(4) Shape Preservation. The filter should modify the minimum number of grid

points to enforce conditions (1) through (3).
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Table 2.2: Filters for numerical advection methods.

Filter Characteristics Reference
Bartinicki | Scans negative distribution | Bartinicki (1989)
values. Guarantees absence
of negative values. Not TVD
Chapman | Introduces local diffusion. Chapman (1981)
Mass conservative
Engquist | Scans local extrema. TVD Engquist et al. (1988)
Mass conservative
Forester | Introduces local diffusion. Forester (1977)
Mass conservative. Requires
four problem dependent
filter parameters.

An appropriate test case used to study the performance of different filters is a sim-
ple one-dimensional advection problem with constant wind velocity. Three different
initial conditions, square, triangle, and cosine hill were selected here. For each initial
condition Courant numbers of 1, 0.5, 0.1, and 0.01 were used. The Courant number
is defined as (uAt)/Ax.

Table 2.2 summarizes the filters studied. A more detailed description of the filters

is given in the Appendix.

2.4 Evaluation of the Performance of Advection
Algorithms and Filters on Test Problems

This section evaluates the different advection schemes and nonlinear filters described
previously. The evaluation of advection schemes on test problems is kept brief here
as this aspect has been presented in detail by Chock and Dunker (1983) and Chock
(1985, 1991). As noted above, the evaluation of nonlinear filters for AQMSs, on the
other hand, has not been studied previously. Finally, the selection of optimal filter

parameters is discussed.
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2.4.1 Advection Schemes

When solving the advection equation some algorithms exhibit non-physical oscilla-
tions and/or negative concentrations near steep gradient regions of the solution. To
overcome this difficulty the comparison of advection schemes that we will present will
utilize the Forester filtering (Forester, 1977) with filter parameters, K = 1, u = 0.1,
m =1, and n = 2. As we will show shortly, this set of Forester filter parameters
achieves the best overall accuracy. K is the number of filtering iterations, and u is
a dimensionless diffusion coefficient. The value of m represents half the wavelength
of the lowest frequency noise. The value of n does not represent any physical aspect
of the filter. It is simply a numerical parameter that must be large enough to permit
continuity of nonzero C' values. The emphasis of the comparison in this section is
on the advection solver performance. The choice of the Forester filter or a particular
set of filter parameters does not give an undue advantage to any one method. If an-
other filter is selected, the relative accuracy of the advection algorithms will remain
unmodified.

Figures 2.1 and 2.2 show the mass conservation ratio as a function of number
of revolutions of the test cosine hill for the different advection solvers studied. The
Forester filter slightly improves the mass conservation properties of the schemes; with-
out Forester filtering, most of the schemes still present an acceptable performance from
the point of view of conserving mass. However, the SMOL method, after one revo-
lution, is quite mass dissipative. At the other extreme, the NMOL solver is slightly
biased to a higher mass conservation ratio. Figures 2.1 and 2.2 do show undesirable
properties of SMOL. However, the mass conservation ratio does not present sufficient
information to discern the methods’ relative accuracies.

Figures 2.3 and 2.4 show the mass distribution ratio as a function of number of
revolutions of the test cosine hill. A low mass distribution ratio indicates a high
amount of artificial diffusion present in the numerical scheme. It can be observed
that the use of Forester smoothing tends to decrease the mass distribution ratio in

all the schemes. ASD seems to be the scheme least affected when filtering is added.
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Figure 2.1: Mass conservation ratio for unfiltered advection solvers for the rotating

cosine hill problem using a time step of 30 7.
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Figure 2.3: Mass distribution ratio for unfiltered advection solvers for the rotating
cosine hill problem using a time step of 30 7.

SMOL presents the poorest mass distribution ratio of all the schemes studied. Fur-
thermore, Figure 2.4 shows that regardless of its acceptable mass conservation ratio,
the NMOL scheme has a lower mass distribution ratio than the ASD or Galerkin
schemes. Furthermore, it shows that regardless of their almost perfect mass conser-
vation ration, EMDE and BOTT solvers have a mass distribution ration worse than
ASD and GLRK methods. The mass distribution ratio of the solvers parallels their
preservation of peak values as reported in Table 2.1.

Table 2.1 presents the resulting distribution of peak magnitude and location after
two revolutions for all the schemes studied. The ASD method presents the best
peak preservation properties. The computation time used by the GLRK filtered is
comparable to that of the SMOL algorithm. The computation time used by NMOL
filtered and ASD filtered is about an order of magnitude greater. Results presented
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in Table 2.1 agree with those presented by Chock (1983) and Chock (1985, 1991).
A more challenging test problem, as suggested by Odman and Russell (1993), was

performed. It consists of using the following velocity field:
U, =0

ug = wR[1 — (R/Rpaz)?] (2.16)

where u, and uy represent the radial and angular components of the wind field; w is the
angular velocity at the peak, adjusted so that the peak completes one full rotation in
240 time steps; R4z is the maximum of R as defined in Equation (2.5). This advective
field is characterized by a parabolic angular velocity profile. A parabolic profile is
more challenging than the rigid body rotation counter-clockwise rotation since it does
not yield constant velocity components along straight lines. Results obtained using
the parabolic angular velocity profile present the same relative accuracy for all solvers
as that described in Table 2.1. However, all the solvers present a decrease in accuracy

as expected.

2.4.2 Nonlinear Filters

Figures 2.5 and 2.6 show the performance of the different filters for Courant numbers
of 1 and 0.1, respectively as a function of number of integration steps. The error

presented equals that of the unfiltered solution. The error norms are defined as

lerror|L, = > (Ci(t) — CE(t)) (2.17)

i

lerror|;,. = max(|C;(t) — C£(1))). (2.18)

The error in the L; norm is an indication of the average accuracy of the solution. The
error in the Lo, norm is an indication of the peak conservation of the solution for the

initial conditions used in this problem. From the computational point of view, the
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Courant number determines the upper bound of the number of neighboring points
that contain information needed to advance the local solution. Results presented
in Figures 2.5 and 2.6 correspond to the Galerkin algorithm using a square wave
pulse as initial condition. The pulse width is 20 grid points. For reasons of space,
and since other initial conditions and other advection solvers yield similar results,
Galerkin results are the only ones reported. It was observed that all the filters except
for Bartnicki maintain an excellent mass conservation ratio for all Courant numbers
studied. Forester filters present the lowest error in the {; and [, norm sense for
a Courant number of 1 as shown in Figures 2.5a and 2.5b. Note that for Courant
number of 1 the Chapman filter has no effect on the distribution. For a Courant
number of 0.1, the Forester filter can still be considered the best filter to be used
based on its error as shown in Figures 2.6a and 2.6b. However, it was observed that
for a Courant number of 0.01 the Chapman filter performs somewhat better than the
rest of the filters. This Courant number is not a typical condition found in AQMs.

One of the disadvantages of the Forester filter is that it requires four parameters
that are dependent on the problem to be solved. These parameters can have a strong
effect on the accuracy of the advection scheme being filtered as shown in Table 2.1 in
the FGLRK and FGLRK2 entries. It is observed that using different values of such
parameters can reduce the peak height by more than 40%. Therefore, filter param-
eters should be carefully selected for a given problem. Forester (1977) attempted to
determine by analysis the proper parameter values for the adequate control of com-
putational noise. However, the problem becomes too complex and he concluded that
empirical tests should be used. The parameters must be chosen such that each is as
small as possible without producing negative concentration values. The values of K
and p should be small so that artificial diffusion introduced by the filter is minimized.
The values of m and n should be the smallest values that permit continuity of nonzero
values of the distribution. We have performed an extensive trial-and-error evaluation
to determine the optimal set of Forester filter parameters using this test problem.
The optimal set of parametersis: K =1, u=0.1, m =1, and n = 2.

Each of the filters described can be applied to any advection solver. Indeed, the
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advection solver and the filter are treated as two independent modular computational
routines in this study. Nevertheless, Odman and Russell (1993) present a taylor-made
filter for multi-dimensional finite element methods. It has been observed in our test
runs that a given filter has the same relative effects on all the advection solvers
evaluated. In summary, the combination of ASD with the Forester filter shows the
best performance for most of the cases studied. At a low Courant number (0.01),
which is not as relevant for air quality modeling applications as the other values of
the Courant number studied here, the Chapman filter combined with ASD presents

the best overall performance.

2.5 Evaluation of the Performance of Advection
Algorithms and Filters in the CIT Model

As shown in Table 2.1 and Figures 2.1-2.4, the test problems indicate that ASD is the
most accurate of the methods tested. This section discusses the implementation of
the ASD method in the CIT model and comparison of the ASD and GLRK methods.
This comparison shows the impact of the advection solver, interacting with chemistry,
on peak pollutant concentrations. On the basis of the cosine hill tests, SMOL and
NMOL methods have been eliminated from further consideration.

Initial test problems also show that the use of somewhat different Forester filter
parameters with the Galerkin solver has dramatic effects on the accuracy of the
solution. The ozone concentration predictions of the CIT model with the Galerkin
solver using two sets of Forester filters parameters will also be compared. One set
corresponds to the filter parameters implemented in the CIT model while the other
set corresponds to optimized parameters determined on the test examples. This
comparison shows the impact of the filter parameters when transport and chemistry
interact within an AQM. As a result of the comparison, a new set of Forester filter

parameters is recommended to be used with the CIT model.
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2.5.1 Implementing the ASD Method in a Three-Dimensional

AQM

The horizontal boundary conditions used to solve the advection equations within an

air quality model are

(uC) - 7= (up(t)Cy(2)) - 1 u -

X
IN
e}

(2.19)

—VC-h=0 w-f >0 (2.20)

where 7 is the normal to the boundary, and u,(t) and Cy(t) are the specified wind
speed and concentration at the boundary. If a function is smooth and periodic its
Fourier series does not exhibit the Gibbs phenomenon. Since ASD involves Fourier
transforms, it requires periodicity to avoid such Gibbs phenomenon. Therefore, to im-
plement ASD into a three-dimensional AQM, first one must use some computational
“artifices” while performing FFTs to meet the periodicity requirement.

There have been different approaches developed to meet the need for periodicity.
Roach (1978) describes a technique termed “reduction to periodicity.” It consists of
splitting the value of the concentrations, C(z) into a periodic function, F(z) and a
polynomial of a given degree, P(z), C(z) = P(z) + F(z). The coefficients of the
polynomial P(z) are chosen so that the residual F'(z) has periodic derivatives at the
boundaries. To compute the spatial derivatives of C (x) the fast Fourier transform
(FFT) is applied to F(z) only. The derivatives of P(z) are obtained analytically.
Chock (1991) describes an alternative technique called “periodicity recovery.” It con-
sists of extending the domain of the solution and using a polynomial or spline function
fitted to assure periodicity. Wengle and Seinfeld (1978) proposed to expand C (x) into
Chebyshev polynomials. Finally, Gazdag (1973) used mirror techniques that consist
of doubling the domain with the mirror image of the data to be transformed. The
ASD transport solver was implemented into the CIT photochemical model using pe-
riodicity recovery.

Currently, the chemistry solver for AQMs is the most computationally intensive
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part of the numerical solution. For instance, the CIT model with the Galerkin ad-
vection routine spends about 90% of its CPU time on the chemistry solver and ap-
proximately 5% on the horizontal transport solver. Implementing ASD into the CIT
model, as executed on a sequential computer, causes the full model to run four times
slower than when using the Galerkin advection solver. The reason that ASD requires
greater CPU time than Galerkin is that ASD performs 3 FFTs and 3 inverse FFTs
computations per time step. On the other hand, the Galerkin method only solves a
tridiagonal system per time step. Table 2.3 presents detailed timing data for a 24-
hour run of the CIT model on an IBM RISC 580 (sequential architecture) for different

modeling cases.

2.5.2 Evaluation of the Galerkin and ASD Methods in the
CIT Model—Sequential Implementation

The simulations reported here are for the same conditions as those reported in Harley
et al. (1993) for August 27, 1987 in the South Coast Air Basin. The reader is referred
to Harley et al. (1993) for all details of the simulation.

Figure 2.7 shows the predicted ground-level ozone concentrations in the South
Coast Air Basin at 14:00 hours on August 27, 1987. The computations were performed
using the Galerkin solver and Forester filter with the parameters originally used in
the model, K = 3, p = 0.2, m = 2, and n = 4. Previous tests (FGLRK and
FGLRK2 entries in Table 2.1) indicate that these parameters introduce excessive
artificial diffusion in by the filtering step. Figure 2.8 shows the predicted ground-
level ozone concentrations for the same conditions as in Figure 2.7 with the only
change being that the filter parameters are selected as K = 1, py = 0.1, m = 1,
and n = 2, those found in the test example described above to produce the best
concentration peak results. It is observed that with the new filter parameters an
ozone peak appears in the north west region of the modeled area, the ozone peak
in the eastern part of the region expands in size, and there is a small decrease in

the ozone peak of the south central region of the domain. Figure 2.9 shows CIT
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model predictions using the ASD method as the advection solver with the new filter
parameters. Ozone maxima are predicted in the same location as with the Galerkin
method with the corrected filter parameters. However, when the ASD method is used
the ozone maxima in the eastern portion of the South Coast Air Basin are enhanced
by about 20 ppb, attributable entirely to the better properties of the ASD method
relative to the Galerkin method. These results indicate that the choice of advection
routine in a photochemical air quality model can have a measurable effect of predicted

levels of ozone and other species.

2.6 Parallel Implementation of Advection Schemes

The use of the ASD method requires a significantly greater amount of computer
time than the Galerkin or Smolarkiewicz methods currently implemented in AQMs.
This is a major practical disadvantage if sequential computers are to be used. To
overcome this problem ASD can be implemented on a parallel computer. The basic
idea behind the parallel implementation of the advection solver is to perform the
transport computations of all rows or columns simultaneously. This section discusses
three approaches to implement the transport computations in parallel: Extended
Arrays (EA), Designated Transport Nodes (DTN) and Dynamically Balanced (DYB).

The solution of the advection equation in parallel is more challenging than the
integration of the chemistry portion of an AQM. Transport calculations inherently
require non-local data (i.e., concentration values, wind, etc.) to be able to predict
the grid concentration values after each transport step. Furthermore, AQMs typically
spend less than 10% of their CPU time solving the advection operator. Due to the
challenges presented by parallelizing transport and to the relatively small computa-
tional time required by most advection solvers, one might conclude at first thought
that perhaps it is not effective to perform transport computations in parallel. This is
not the case. The speed-up predicted by Amdahl’s Law becomes increasingly sensitive
to the fraction of the code that is already parallelized. In the case of air quality mod-

els, in which about 90% of the computations are parallelized, the speed-up gained by
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Figure 2.7: Ozone concentrations at 14:00 hour (August 27 ,1987) predicted by the
CIT model using the Galerkin advection solver and filter parameters: K = 3, 4 =0.2,
m=2,and n =4
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Figure 2.8: Ozone concentrations at 14:00 hour (August 27,1987) predicted by the
CIT model using the Galerkin advection solver and filter parameters: K = 1, p=0.1,
m =1, and n = 2.
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Figure 2.9: Ozone concentrations at 14:00 hour (August 27,1987) predicted by the

CIT model using the ASD advection solver and filter parameters: K =1, y = 0.1,
m=1,and n = 2.
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implementing transport computations in parallel is predicted to become significant.

The numerical solution of the advection equation requires neighbor grid cell data
that are not always available in local nodes. The number of neighboring grid cells
required is dependent on the underlying transport algorithm used. For instance, a
second-order finite element method needs two neighboring grid cells in each direction
to predict the local grid cell concentration. A spectrally accurate method, like ASD,
needs all the data of the entire row or column to be able to predict any local grid
cell concentration. The reason for such data dependency is that spectral methods
involve global operations like the transformation of data to the Fourier domain. Finite
element algorithms and spectral methods are perfect examples to show the wide
differences in data flow structures imposed by two transport solvers. The optimum
technique to implement is dependent on the numerical method used to carry the
transport step, the degree of modularity and portability desired, and the number of
nodes available.

The following are desirable characteristics for the ideal implementation of trans-
port solvers in a parallel environment:

(1) Minimum Communication. The message passing time spent on interprocessor
communications is expensive relative to computational time. It is desirable to pass a
single long message rather than an equivalent message size using various send/receive
operations, the reason being that every time a message is passed there is initialization
overhead involved in the process. The ideal implementation would minimize the data
flow among nodes.

(2) Portability. The parallel implementation should contain only simple syn-
chronous or asynchronous sends and receives. It should avoid global message op-
erations such as broadcast, global sums, etc. The reason for such constraints is that
all the message passing protocols (e.g. PVM, P4, NX, EXPRESS) support such
operations allowing the code to be easily ported among different parallel compilers.

(3) Modularity. The code should be modular in the sense that the transport solver
of the model is a single routine that can be easily replaced by a different algorithm.

In addition, the parallel code should be written in such a way that the data flow
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between nodes, for any number of nodes, remains unmodified for any advection solver.
Modularity should be maintained while keeping the internode communication to a
minimum as described in (1).

(4) Load Balance. To perform a horizontal transport step it is necessary for a
particular node to receive non-local data from one or more other neighboring nodes.
At times, some of the neighbor nodes are still performing other computations and
cannot send the data at the exact time of request. As a result, the node requesting
the data stays idle until the neighbor node is able to perform the send operation. The
ideal parallel implementation would minimize such idle time spent between sends and
receives of data among all nodes.

Extended Arrays, EA (Fox et al., 1988), is an implementation that minimizes
internode communication while optimally maintaining the CPU load balance. The
name implies that local concentration arrays are extended at the boundaries to make
room for the data needed. Each node sends the boundary concentration data to
all its neighbors. The number of grid cells sent as boundaries is the minimum one
imposed by the advection solver used. Each node will, of course, receive data from its
neighbors. After the data are received all the nodes perform the transport step locally
in small domains. The use of EA in AQMs is recommended when the algorithm used
requires a few grid cells located in neighbor nodes and speed is the primary concern.
The EA approach to implementing the transport is not modular. When using EA
techniques, changing the algorithm requires extensive modifications to the parallel
implementation.

To overcome modularity problems presented by the EA approach one can desig-
nate a particular node that receives not only the boundary of grid cells located in the
neighbor nodes, but all the grid cells of a particular row or column. After receiving the
data, the designated transport node performs the transport computations and then
sends back the new grid cell concentrations to the appropriate nodes. All columns or
rows are being processed simultaneously at a given horizontal transport step. This ap-
proach is named Designated Transport Node, DTN. The results presented by Dabdub
and Seinfeld (1994) were based on a DTN approach to implementing the transport
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in parallel. The advantages of DTN are that it is easy to code and is fully modular.
DTN is easy to code since the programmer is not concerned about nodes with special
cases. When implementing EA for a variable number of processors the programmer
must be careful about corner nodes that have no neighbors. DTN is fully modular,
like the sequential case, because the node performing the transport step has all the
grid cell concentrations in case they are needed by a specific transport solver. On the
other hand, DTN has two main disadvantages: it is slower than EA and it is not well
balanced. To gain modularity DTN requires a greater number of internode communi-
cation than EA. The increase in communication traffic decreases performance results.
In addition, if the number of rows or columns is smaller than the number of nodes
available, DTN presents load imbalancing that affects performance further. Typical
urban AQMs have less than 100 rows or columns. If there are 512 nodes available
DTN will leave most of the nodes idle when performing the transport computations.

The Dynamical Balance, DYB, approach is an attempt to maintain the modularity
of DTN while increasing its performance by decreasing the idle node time. Instead of
having a predetermined node to perform the transport computations for all the species
and layers of a particular row or column, DYB assigns the first N ground rows or
columns to be performed in the first N nodes, where N is the number of available
nodes. The next N rows or columns continue to be evenly distributed among the
available N nodes. This distribution continues until all rows or columns have been
assigned a transport node. Figure 2.10 illustrates the X-transport distribution of
a computational domain with three layers containing five rows each among three
nodes. The number assigned to each row corresponds to the node number in which
the transport computations will be performed for the row. Note that, to maintain
the load as balanced as possible, the distribution of rows or columns in layer m starts
with the node number having fewer rows or columns assigned in layer (m — 1). As it
can be seen, the DYB approach provides a well balanced load while maintaining the
modularity of the code. Nevertheless, the programming required to implement DYB
for the general case (any number of rows, columns, layers and nodes) requires more

effort than EA or DTN. The main advantage of DYB is that it reduces the overall
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Figure 2.10: Example of row distribution to perform X-transport computations using
a DYB approach to implement transport. The example is based on a three-layer
domain containing five rows. The numbers shown in each row denote the processor
number where the transport computations for such row are to be performed.

idle time of the nodes, especially in the massively parallel regime.

Figure 2.11 shows the CPU time versus the number of processors for a DTN and
DYB approach to the parallel implementation of the CIT model using the Galerkin
solver. The model was run on the Intel Touchstone Delta using NX as the message
passing protocol. Figure 2.11 shows that similar times are required using the two
different approaches to implement the algorithm in parallel. It is observed that the
CPU time starts to flatten in the high number of processors regime. The reason for
such behavior is that the workload required by the Galerkin solver is so light that
it does not benefit from having extra nodes to perform it. Indeed, it is observed
that the case for 256 nodes is slightly slower than the 128 nodes since at that point

the nodes start to interfere with each other to efficiently carry out the computations.
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Figure 2.11: CPU time for a 24-hour simulation of the South Coast Air Basin versus
number of nodes for the Galerkin transport implementation of the CIT model using
DTN and DYB implementation strategies.

When using the Galerkin algorithm, the nodes spend a small fraction of their time
performing the transport step. Therefore, the potential idle times induced by DTN
are not significant. In general, when using any transport solver that it is not compu-
tationally intensive, the simple and easier to code DTN approach should be followed.
The best speed-up observed for the Galerkin algorithm is 30.01 when using the DYB
approach and 128 nodes.

Figure 2.12 shows the CPU time versus the number of processors for a DTN and
DYB approach to the parallel implementation of the CIT model using the ASD solver.
It is observed that the CPU also flattens in the high number of processors regime for
the DTN approach. In this case, the flat region does not occur because the workload

is light, but because the number of processors at that point exceeds the number of
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Figure 2.12: CPU time for a 24-hour simulation of the South Coast Air Basin versus
number of nodes for the ASD transport implementation of the CIT model using DTN
and DYN implementation strategies.

rows or columns in the computational grid. As a result, increasing the number of
nodes for the DTN approach only increases their idle time. For the ASD method
the DYB approach is clearly superior, especially in the massively parallel regime.
The best speed-up factor observed for the ASD algorithm is 87.71 when using the
DYB approach and 256 nodes. In general, when using a computationally intensive

transport solver and performing the computations using a high number of nodes the

DYB approach should be followed.
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2.7 Conclusions

Our results confirm those of Chock that the ASD method stands as the best advection
scheme tested based on its mass distribution ratio, mass conservation ratio, average
absolute error, and peak preserving properties. Its high accuracy, however, is achieved
at the price of a greater computation time that might be unacceptable on a sequential
machine. However, with the use of parallel computers the computational time is
substantially reduced. Indeed, it is well known that using a more CPU intensive
algorithm for a given amount of interprocess communication results in greater speed-
ups on a parallel environment. A typical 24-hour simulation using a Galerkin solver
on the CIT model takes about 25 minutes using 256 nodes on the Touchstone Delta.
The same run, using the more accurate ASD solver takes about 30 minutes using 256
nodes on the Touchstone Delta.

The second best algorithm tested was the finite element Galerkin scheme. If
computation time is a constraint, as when running AQMs on sequential machines,
the Galerkin algorithm is recommended. The Smolarkiewicz advection solver was
found to produce poor results for the tests performed. Therefore, the use of this
method in the UAM model should be reconsidered.

For Courant numbers relevant for air pollution modeling (greater than 0.1) the
Forester filter performs the best for all the cases studied. The Forester filter param-
eters are found to have a significant impact on the results of the advection solver. In
particular, we have been able to optimize the choice of the filter parameters used in
the CIT model as: K =1, 4 = 0.1, m = 1, and n = 2. Implementing these filter
parameters into the CIT model leads to ozone peaks that are not present with the
previous filter parameters. The ASD method confirms the validity of such peaks, and
produces a greater concentration at the peaks as expected.

When implementing the advection solver in a parallel environment the EA ap-
proach should be used if speed is the greatest concern. DTN offers a fully modular
approach that is easy to code, but it sacrifices some performance. DTN is recom-

mended when the number of nodes available is smaller than the number of rows or
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columns in the computational region of the AQM and a fast transport solver is being
used such as Galerkin. Finally, the DYB approach is recommended when computing

in the massively parallel regime while using intensive transport solvers such as ASD.
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Appendix
Description of filters

Bartnicki Filter The Bartnicki filter (Bartnicki, 1989) uses the simplest redistri-
bution strategy. It consists of adding all the negative mass and subtracting equal
amounts from all positive values present in the distribution. The total amount of the
mass subtracted from the positive values equals the total initial negative mass. The
filter does not modify zero values of the distribution. Note that if all distribution
values are non-negative the filter does not alter the distribution. It has been found
that two iterations are sufficient to remove all the negative mass in the cases stud-
ied. While, this strategy guarantees the absence of negative values present after the

filtering step, the filter does not sufficiently smooth the solution’s positive oscillations.

Chapman Filter FRAM (Filtering Remedy and Methodology) was presented by
Chapman (1981). The idea behind the filter is to introduce a strong nonlinear dissipa-
tion to the advection equation to dampen spurious oscillations. The FRAM algorithm
can be outlined as follows:

(1) Calculate a provisional advanced time solution C*! using a higher-order
scheme.

(2) Calculate local bounds on the advanced time solution. In one dimension and
constant wind velocity the bounds are:

Ct = min(cit—la Of? C;+1) (221)

imin

ct

1max

— max(CL_,, CY, CL,). (2.22)

(3) Introduce local diffusion where the provisional solution is not within the

bounds. Conserving C, the local diffusion is introduced as:

Cit+m = @Hm + (045 + C“§+1)(Cit+1 - Cf) + (af + ag—l)(cf—l - C'f), (2.23)
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where o} can be thought of as a diffusion coefficient that is computed using the

provisional concentrations bounds computed in (22) and (23).

Engquist Filter Engquist et al. (1988) have proposed a series of nonlinear filters
of differing complexity. The filters do not introduce any diffusion to the advection
equation. The basic algorithm behind all the filters proposed is:

(1) Scan C/** and correct the i-values that are local maxima or local minima.
Corrections are made by decreasing the maxima and by increasing the minima.

(2) If point i is to be corrected, the same correction must be subtracted from point
i — 1 or i+ 1, whichever has the greatest distance to C/+4¢.

(3) No value may be corrected so that it is a new extremum.

The filter implemented in this study is algorithm 2.4 described by Engquist et al.
(1988). It makes the smallest correction to the distribution while still being TVD.

Forester Filter To dampen the spurious oscillations the Forester filter (Forester,
1977) introduces a local diffusion to ensure that local extrema are separated by 2n
mesh intervals. The filter uses n as a parameter, as well as m, K, and p. K is
the number of filtering iterations and p is a dimensionless diffusion coefficient. The
parameters m and n determine the noise wavelength to be filtered. These free pa-
rameters are problem dependent and they might significantly affect the performance

of the filter. The Forester filter is described by the following iterative scheme:

Citt =Cf + g[(cm = Ci) (i + Yiv1) — (Ci = Cim) (i + hi1)]”, (2.24)
where C’f“ is the value of C;j after £ iterations of the filter. The values of 1; are either
0 or 1 and determine the points at which smoothing occurs. They are computed from

the filter parameters m and n.
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Chapter 3

Extrapolation Techniques Used in the Solution
of Stifft ODEs Associated with Chemical Kinetics
of Air Quality Models

Donald Dabdub and John H. Seinfeld.
Atmospheric Environment, 29, (1995) 403-410.

The solution of chemical kinetics is generally the most computationally inten-
sive step in atmospheric air quality models. The incorporation of ever more
complex chemical mechanisms and physico-chemical phenomena into these mod-
els stimulates the search for more accurate and efficient numerical ODE integra-
tion methods. We report here on a new method based on Richardson extrapo-
lation to solve the chemical kinetics in air quality models. The Extrapolation
method presents high accuracy consistently for wide ranges of ROG/NO, ra-
tios. The method is robust during sunrise and sunset transitions, when the
rate of change of concentrations of a number of photochemically driven species
is the greatest. In addition, the Extrapolation algorithm is one of the most

efficient computationally tested.
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3.1 Introduction

In three-dimensional Eulerian Air Quality Models (AQMs) the computation of the
rate of chemical reaction is the most intensive calculation component, requiring 75-
90% of the total CPU time (Shin and Carmichael, 1992; Saylor and Fernandes, 1993;
Dabdub and Seinfeld, 1994). To compute the rate of chemical reaction one must
essentially solve a system of stiff nonlinear ordinary differential equations (ODEs) of

the form

de;

- = Pi(c,t) — Li(c, t)c;, (3.1)
where P; and L;c; are the production and loss rate of species i, respectively, and
¢ is the vector of concentrations. The chemistry in urban and regional ozone and
acid deposition AQMs is becoming more comprehensive and complex as these models
continue to be refined and developed. The CIT urban photochemical model, for
example, incorporates a modified version of the LCC chemical mechanism (Lurmann
et al., 1987), consisting of 106 reactions involving 36 chemical species (Harley et al.,
1993). The Urban Airshed Model (UAM) employs the Carbon Bond Mechanism
version IV (CB-1V) (Morris and Myers, 1990) containing 87 reactions and 38 species.
The Regional Acid Deposition Model (RADM) chemical mechanism consists of 157
reactions involving 59 chemical species (Stockwell et al., 1990).

The numerical solution of stiff ODEs has been the subject of considerable atten-
tion in the numerical analysis literature (Gear, 1971; Lapidus and Seinfeld, 1971;
Enright et al.,, 1975; Hairer, 1987). There exist a number of general purpose software
packages to obtain accurate solutions to stiff ODE systems. Byrne and Hindmarsh
(1987) compare some of the most popular packages. This study focuses on the Liver-
more Solver for Ordinary Differential Equations (LSODE), The Variable-Coefficient
Ordinary Differential Equation Package (VODPK), the Quasi-Steady State (QSSA)
method, the Hybrid method, and the Extrapolation method which is developed here.
LSODE (Hindmarsh, 1980) is generally regarded as one of the most accurate rou-
tines available and is frequently used as a benchmark to evaluate other methods. In

LSODE the Jacobian matrix of the system must be computed and a set of algebraic
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equations must be solved at each time step, relatively time-consuming operations.
To overcome the time requirements of LSODE other methods have been introduced
that are specifically designed to solve the ODEs resulting from chemical kinetics in
a more rapid manner. VODPK is an alternative that might offer dramatic storage
and CPU time improvements in comparison with elimination solvers. It uses Krylov
subspace projection methods and the Nordisieck formulation of backward differen-
tiation formulas (Brown and Hindmarsh, 1989). The implementation of VODPK
studied here uses Krylov projections with unpreconditioned iterations. Two of the
most widely used integrators, as applied to solving chemical kinetics associated with
atmospheric chemistry, are the the QSSA method (Hesstvedt et al., 1978) and the
Hybrid method (Young and Boris, 1977). Table 3.1 outlines the characteristics of the
methods compared in this study.

The QSSA method as proposed by Hesstvedt et al. (1978) uses the following
formulas for advancing the solution over a time step At:

(a) If Li(c)At < 0.01, where L;(c)c; is the species loss rate as defined in Equation

(3.1), the equations are non-stiff and are advanced in time by a simple Euler step

ci(t + At) = ¢;(¢) + %At. (3.2)

(b) If 10 > L;(c)At > 0.01, the equations are deemed stiff and are advanced in

time using

Ci(t + At) = PZ(C) + (Cz(t) -

_ P9
Li(c) i

Li(c)

which comes from the analytical solution of Equation (3.1) assuming that P, and L;

) exp(—L;(c)At), (3.3)

are constants.

(¢) If Li(c)At > 10, the species i is considered to be in a quasi-steady state and

Fi(c)
Li (C) ’

ci(t + At) = (3.4)

The Hybrid method (Young and Boris, 1977) uses the following predictor-multi-

corrector algorithm. (a) If L;(c)At < 1, the equations are considered non-stiff and
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Table 3.1: ODE integration methods for chemical kinetics of Air Quality Models.

Method Reference

Characteristics

LSODE Hindmarsh (1980)

General stiff and nonstiff solver. Uses Adams
methods (predictor-corrector) in the nonstiff case,
and backward differentiation methods for the stiff
case. Treats Jacobian matrix as a full or banded
matrix. The linear systems that arise are solved
by direct methods (LU factor/solve).

VODPK Brown and
Hindmarsh (1989)

General stiff and nonstiff solver. Uses Adams
methods in the nonstiff case, and backward
differentiation methods for the stiff case.
Uses Krylov subspace iterative methods with
right, left or no preconditioners and scaling.

QSSA Hesstvedt,
et al. (1978)

Stiff solver specifically designed for
chemical kinetics problems. Uses analytical
characteristics of rate equations for
integration. Fixed time step. Some
stability problems in long time simulations.
Equations (3.2)-(3.4) in text.

Hybrid Young and Boris
(1977)

Stiff solver specifically designed for

chemical kinetics problems. Uses asymptotic
approximations to rate equations for integration.
Variable time step. Predictor-multi-corrector
algorithm. Equations (3.5)-(3.8) in text

Extrapolation This work

A general solver that uses Richardson
extrapolation to improve accuracy over

single time step solution. To solve chemical
kinetics problems the algorithm proposed in this
work uses a modified QSSA scheme.

Equations (3.2)-(3.4) and (3.12)-(3.15) in text.
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are integrated with the following predictor (p) - corrector (c) method:

ﬁ@+Aﬂ=m0+%%t (3.5)
doi  de At
ﬁU+Aﬂ=Q@+C£A—ﬁ%?. (3.6)

(b) If Li(c)At > 1, the equations are considered stiff and are integrated with the

following asymptotic predictor and corrector formulas:

2/Li(c) — At) + 2AtP;(c)/L;(c)

_ a(t)(
cilt+Aat) = 2/L;(c) + At

(3.7)

i — At) + At(Fi(c) + Pi(c))yi/2
v + At ’

where ¢; = 1/L;(c) 4+1/L;(c?), and ¢ and ¢ are the predicted and corrected concen-

st + Aty = G

(3.8)

trations, respectively.

The QSSA and Hybrid methods applied to atmospheric chemistry have been com-
pared to LSODE by Odman et al. (1992), who determined that the Hybrid method
is more robust and accurate than the QSSA scheme, even though QSSA is a faster al-
gorithm. Because of stability problems associated with simulating day-to-night tran-
sitions (Odman, 1992), the QSSA is not a viable method to be used as the integrator
in photochemical AQMs.

The critical need for ODE integration algorithms for AQMs is high efficiency while
maintaining accuracy and robustness. Although the Hybrid method has been proved
to be a robust integration method for atmospheric chemistry, its accuracy is not as
good as one might seek. In addition, the incorporation of ever more complex chemical
mechanisms and physical phenomena, such as aerosol processes, into AQMs stimulates
the search for even more accurate and efficient integration methods. This paper
presents a new chemical integrator for AQMs based on extrapolation techniques.
The performance of the Extrapolation method is compared to that of the LSODE,
QSSA, and Hybrid method using a test case of organic/NO, chemistry as well as a
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full implementation of the method in the CIT model.

3.2 Description of the Method

Extrapolation methods, or so called Richardson extrapolation, consist of solving a
system of ODEs repeatedly using the same scheme, but with ever decreasing time
steps, and then combining the results of the solutions to obtain a result that is more
accurate than any of the individual solutions (Lapidus and Seinfeld, 1971; Stoer and
Burlisch, 1980). For example, in a two time step implementation, the ODEs are first

solved with scheme L}, with time step h. This produces
Li{c(t)} = c(t + At; h) = c(t + At) + Ry (c)h™ + O(h™), (3.9)

where ¢(t + At; h) is the approximation of the species concentrations, c(t + At) is
the true solution to the differential equations, m is the order of the scheme, and R,,
and O represent the error inherent in £, of order A™ and A™t!, respectively . The
equations are solved again with the same scheme but with a different time step k.

This produces
Lifc(t)} = c(t + At; k) = c(t + At) + Ry (c)k™ + O(E™H). (3.10)

Then, Equations (3.9) and (3.10) are combined using Richardson extrapolation to

yield the approximation,

k™c(t + At; h) — h™e(t + At; k)
km — hm

c(t+ At by k) = (3.11)

which is accurate to order h™+2 4 fm+2

While any scheme can be selected as the basis for the Extrapolation method, since
L must be called at least twice, its speed is central to the efficiency of the method. We
introduce here a version of the QSSA method that has been modified by including a

corrector step as well as a convergence test as the basic scheme for the Extrapolation
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method described by Equations (3.9)-(3.11).

The modified QSSA first predicts the concentration of species 7, ¢ (t+At; At) using
the QSSA method, Equations (3.2)-(3.4). After the prediction step is completed P, L,
and dc;/dt are re-evaluated using the predicted concentration cf (¢t + At; At). Then,
the predicted concentrations are corrected. The correction step is introduced in QSSA
to increase the robustness of the method since it has been demonstrated that in long
time simulations QSSA presents instability problems (Odman et al., 1992).

The corrector step of the modified QSSA is performed in the following manner:

(a) If L;(cP)At < 0.01, the equations are non-stiff and are corrected using the
trapezoidal rule

cS(t + At At) = ¢(t) + (%% + Z—f)% (3.12)

(b) If 10 > L;(c?)At > 0.01, the equations are corrected using

. 1 1\ At
ci(t + At At) = o + (ci(t) — i) exp [— < e + I (Cp)> 7] : (3.13)
(c) If 10 < L;(cP)At, the following numerical approximation is used

c;(t + At; At) = 1, (3.14)

where

1 N 1

Note that: (1) If the modified QSSA is used by itself (not as part of Extrapolation)
then the convergence of the corrector must be checked by assuring that |cf —c§|/cf < e
for all 7, where € is a small number provided by the user. If convergence is not achieved
the time step is decreased. On the other hand, if the modified QSSA is used as part of
Extrapolation then h and k are kept constant. (2) All the species must be determined
to be stiff or non-stiff for every time step. (3) There is no steady-state assumption
that requires equating first-order time derivatives of steady-state species to zero and

solving the resulting nonlinear algebraic equations.
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Table 3.2: Initial mixing ratios in parts-per-billion (ppb) for the three single cell
cases.

Species Case 1 Case 2 Case 3
a=1 a=10 a =100
NO ax75ha=1,2,...100 7.5 75 750
NO, ax25a=1,2,...100 2.5 25 250
O3 0.01 0.01 0.01 0.01
CO 1000 1000 1000 1000
HCHO 30 30 30 30
ALD?2 10 10 10 10
ALKA 827 82.7 82.7 82.7
ETHE 15 15 15 15
ALKE 29.4 29.4 29.4 29.4
TOLU  22.9 22.9 22.9 22.9
AROM 119 11.9 11.9 11.9
H,O 2 x 107 2 x107 2x107 2x 107

3.3 Numerical Experiments

In this section we compare the speed and accuracy of the Extrapolation method
against the LSODE, VODPK, QSSA, and Hybrid algorithms. The comparison is
based on two test cases: (1) a single cell simulation used by Odman et al. (1992)

based on that of Lurmann et al., (1987); (2) a full implementation in the CIT model.

3.3.1 Single Cell Test

The test case consists of simulating the 8-hr photooxidation of a complex organic /NO,
mixture inside a single cell at a constant temperature, 298 K. Table 3.2 lists the initial
mixing ratios for the cases studied. The cases differ only in the NO and NO, initial
concentration by a factor of o so as to encompass (ROG)/NO, ratios between 0.2
and 20.2. The photolytic reaction rates are calculated at a constant zenith angle of
0°. The modified LCC mechanism was used with the initial conditions described by
Lurmann et al. (1987). Table 3.3 lists all the species in the modified LCC mechanism
used. There are no emissions or deposition.

The integrators used are LSODE, VODPK, QSSA, Hybrid, and Extrapolation
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Table 3.3: Species in chemical kinetic mechanism used in this study.

Species Species Species Species Species Species
Number Name Number Name Number Name

1 NO 13 MEK 25 CRES
2 NO2 14 MGLY 26 NPHE
3 03 15 PAN 27 H202
4 HONO 16 RO2 28 MEOH
5 HNO3 17 MCO3 29 NH3

6 HNO4 18 ALKN 30 NIT

7 N205 19 ALKA 31 ISOP
8 NO3 20 ETHE 32 EOTH
9 HO2 21 ALKE 33 MTBE
10 CO 22 TOLU 34 SO2

11 HCHO 23 AROM 35 SO3

12 ALD2 24 DIAL

method. LSODE is called with the following error control parameters: RTOL=1.0d-6
and ATOL=1.0d-9. QSSA is implemented with a fixed time step of 30 s, the value
suggested by Hesstvedt et al., (1977) as appropriate for most simulations of photo-
chemical air pollution. The Extrapolation method is implemented using the modified
QSSA as the basic scheme with constant time steps of 60 s and 30 s for the extrapo-
lation. All the integrators were called at five minute intervals.

When implementing the Extrapolation method, the following two questions must
be addressed: (1) How to compute the order of accuracy m? (2) How often should
extrapolation be performed? We have used the following approach to address these
questions. First, m is computed numerically. This is done by calling the modified
QSSA scheme with a constant step of 3 s from ¢t = 0 to ¢ = 5 min to obtain an accurate
value for ¢;. The accurate value of ¢; is used as the left-hand-side of Equation (3.11)
to solve for m. The value of m associated with each species is then used through
the simulation for the first 100 min. Since m changes slightly with time due to the
fact that the degree of stiffness of the equations is also changing as the simulation
progresses, at each 100 minutes it is recomputed. The Richardson extrapolation
is performed every five min. This time corresponds to the time interval between

integrator calls. The extrapolated values are then used as the initial conditions for
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Figure 3.1: Ozone mixing ratios from single cell simulation of case 1 using LSODE,
QSSA, VODPK, Hybrid, and Extrapolation algorithms.

the next integrator calls.

Figure 3.1 shows the ozone (O3) mixing ratio in parts-per-billion (ppb) for case 1
using the four integrators mentioned. Odman et al. (1992) presented similar results
using the LSODE, QSSA, and Hybrid methods. While the QSSA results deviate most
from those obtained by LSODE, and the Extrapolation results agree most closely with
those of LSODE, none of the four integrators yields major differences for ozone in
this particular test.

Ozone, however, is not the most sensitive indicator of the performance of an in-
tegration method for atmospheric chemistry. Rather, free radical species such as
the hydroperoxyl (HO;) and nitrate (NO3) radicals should reflect more strongly dif-
ferences in the performance of numerical integration routines. Tables 3.4-3.6 show

the maximum relative error for VODPK, QSSA, Hybrid, and Extrapolation methods
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for each of the three simulations. Tables 3.4-3.6 also show the average normalized
relative error, which is the computed using the maximum relative errors for all the
species during the entire time interval. It can also be noted that the performance
of QSSA varies among all the cases. The accuracy of QSSA could be improved by
taking smaller time steps, which would decrease the efficiency of the method. The
average error of VODPK is the greatest of all the methods compared for all the cases
studied. The reason for this behavior is that to obtain the best results with VODPK,
one would need to implement right and/or left preconditioners. The selection of an
effective preconditioner is problem dependent and there is no method that can be fol-
lowed to obtain the optimum preconditioner for a given problem. The average errors
presented in Tables 3.4-3.6 indicate that Hybrid and Extrapolation are the most ac-
curate methods. Figure 3.2 shows the average error of the Hybrid and Extrapolation
methods for 100 different mixing ratios. Except for the very first point (Case 1) the
average error presented by Extrapolation is smaller than Hybrid algorithm.

As expected, the QSSA algorithm is the fastest of all those tested but with low
accuracy. VODPK is the least accurate integrator tested. LSODE, VODPK, Ex-
trapolation, and Hybrid integrators are 8.09, 5.90, 2.27, and 2.09 times slower than
QSSA, respectively. These timing results for LSODE, Hybrid, and QSSA agree with
those reported by Odman et al., (1992). The Hybrid and Extrapolation integrators
are similar in speed, however the Extrapolation method is superior in accuracy for
the test case studied. If a higher initial mixing ration for ozone is used, the relative

performance of the integrators is not affected.

3.3.2 Three-Dimensional Model Test

This section describes a comparison of the Extrapolation, LSODE, and Hybrid meth-
ods when implemented in the three-dimensional CIT model. The QSSA integrator is
not discussed further since it is unstable under the conditions tested. VODPK is not
discussed further since it presented the lowest accuracy. The integrators were used in

the CIT model to simulate photochemical smog in the South Coast Air Basin during
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Table 3.4: Normalized maximum error relative to LSODE for VODPK, QSSA,
Hybrid, and Extrapolation methods for Case 1 simulation of 480 minutes duration.

VODPK QSSA HYBRID EXTRAPL

Species max max max max
Number Error  Error Error Error
1 0.2326 0.3817 0.0498 0.1123
2 0.4783 0.3244 0.0256 0.0430
3 0.1282 0.1737 0.0319 0.0663
4 0.4282 0.2069 0.0361 0.0310
) 0.2748 0.2801 0.0449 0.1003
6 0.4827 0.4575 0.0735 0.1588
7 0.7790  0.5999 0.1312 0.2812
8 0.5754  0.5357 0.1056 0.2181
9 0.2740 0.3433 0.0525 0.1121
10 0.0068 0.0026 0.0001 0.0003
11 0.2558  0.0420 0.0031 0.0072
12 0.5493 0.0854 0.0127 0.0289
13 0.4278 0.2036 0.0296 0.0683
14 1.3955  0.3255 0.0478 0.1091
15 0.2064 0.3422 0.0633 0.1359
16 0.4096 0.3485 0.0526 0.1136
17 0.8642 0.1391 0.0273 0.0573
18 0.5583 0.2018 0.0291 0.0673
19 0.0035 0.0330 0.0007 0.0025
20 0.1189 0.0766 0.0014 0.0057
21 0.8718 0.3465 0.0069 0.0296
22 0.0774 0.0451 0.0009 0.0034
23 0.4622 0.2770 0.0051 0.0199
24 0.2407 0.3134 0.0450 0.1044
25 0.2760 0.3210 0.0470 0.1074
26 0.1986 0.2634 0.0263 0.0643
27 0.2993 0.0492 0.0256 0.0437
28 0.0000 0.0000 0.0000 0.0000
29 0.0000  0.0000 0.0000 0.0000
30 0.0000  0.0000 0.0000 0.0000
31 0.0000  0.0000 0.0000 0.0000
32 0.0000 0.0000 0.0000 0.0000
33 0.0000 0.0000 0.0000 0.0000
34 0.0000  0.0000 0.0000 0.0000
35 0.0000  0.0000 0.0000 0.0000
Average

Error 0.3107  0.1920 0.0279 0.0598
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Table 3.5: Normalized maximum error relative to LSODE for VODPK, QSSA,
Hybrid, and Extrapolation methods for Case 2 simulation of 480 minutes duration.

VODPK QSSA HYBRID EXTRAPL

Species max max max max
Number Error  Error Error Error
1 0.2813 0.2879 0.0984 0.0094
2 0.3443 0.7481 0.7997 0.0798
3 0.4551 0.1849 0.0639 0.0103
4 0.3041  0.4902 0.1737 0.0512
) 0.1980 0.2122 0.0807 0.0316
6 0.8821 0.6870 0.6699 0.1019
7 1.0593 0.9037 1.6993 0.1916
8 0.6198 0.6340 0.5066 0.0819
9 0.2674 1.2471 0.3563 0.0432
10 0.0090 0.0021 0.0008 0.0007
11 0.2178 0.0765 0.0407 0.0123
12 0.7106 0.1333 0.0518 0.0140
13 0.9215 0.0803 0.0485 0.0330
14 2.3878 0.1240 0.0822 0.0409
15 0.9266 0.1701 0.0822 0.0363
16 0.5682 1.7878 0.4093 0.0577
17 0.7615 2.5013 0.4501 0.0998
18 1.1069 0.1187 0.0473 0.0340
19 0.1519 0.1159 0.0264 0.0088
20 0.1796  0.2320 0.0548 0.0166
21 0.9292 0.0945 0.0908 0.0313
22 0.1380 0.1607 0.0360 0.0120
23 0.7891 0.0774 0.1196 0.0494
24 0.4758 0.2323 0.1650 0.0538
25 0.7206  0.2159 0.1214 0.0403
26 1.1284 0.5599 0.1469 0.0358
27 0.4201 1.9260 0.5426 0.0729
28 0.0000  0.0000 0.0000 0.0000
29 0.0000  0.0000 0.0000 0.0000
30 0.0000  0.0000 0.0000 0.0000
31 0.0000  0.0000 0.0000 0.0000
32 0.0000  0.0000 0.0000 0.0000
33 0.0000 0.0000 0.0000 0.0000
34 0.0000  0.0000 0.0000 0.0000
35 0.0000  0.0000 0.0000 0.0000
Average

Error 0.4844 0.4001 0.1990 0.0357
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Table 3.6: Normalized maximum error relative to LSODE for VODPK, QSSA,
Hybrid, and Extrapolation methods for Case 3 simulation of 480 minutes duration.

VODPK QSSA HYBRID EXTRAPL

Species max max max max
Number Error  Error Error Error
1 0.0707 0.0162 0.0109 0.0074
2 0.0952 0.0324 0.0230 0.0220
3 0.1733  0.0494 0.0334 0.0290
4 0.1690 0.0288 0.0270 0.0219
5 0.2173  0.0291 0.0083 0.0045
6 0.4996 0.0564 0.0202 0.0175
7 0.4844 0.1331 0.0855 0.0767
8 0.4017 0.0971 0.0982 0.0557
9 0.4360 0.0212 0.3161 0.0065
10 0.0044  0.0002 0.0002 0.0001
11 0.0735 0.0070 0.0087 0.0075
12 0.6996 0.0041 0.0019 0.0009
13 2.2658 0.0088 0.0097 0.0081
14 2.6767 0.0142 0.0130 0.0118
15 1.1724  0.0560 0.0229 0.0121
16 0.6988 0.0245 0.1725 0.0099
17 1.0652 0.0179 0.0533 0.0120
18 1.3820 0.0144 0.0135 0.0111
19 0.0596 0.0017 0.0018 0.0015
20 0.0291 0.0026 0.0028 0.0023
21 0.8641 0.0028 0.0014 0.0007
22 0.0195 0.0023 0.0024 0.0020
23 0.6086 0.0128 0.0134 0.0107
24 0.5991 0.0159 0.0163 0.0146
25 0.8453 0.0108 0.0067 0.0049
26 1.0411 0.0134 0.0099 0.0073
27 1.0115 0.0352 0.0090 0.0057
28 0.0000 0.0000 0.0000 0.0000
29 0.0000 0.0000 0.0000 0.0000
30 0.0000 0.0000 0.0000 0.0000
31 0.0000 0.0000 0.0000 0.0000
32 0.0000  0.0000 0.0000 0.0000
33 0.0000  0.0000 0.0000 0.0000
34 0.0000  0.0000 0.0000 0.0000
35 0.0000  0.0000 0.0000 0.0000
Average

Error 0.5047  0.0202 0.0281 0.0104
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Figure 3.2: Average maximum relative errors computed over all species using Hybrid
and Extrapolation algorithms for the 100 different ROG/NO, ratios as described in
Table 3.2.
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the August 27-28, 1987 episode. A simulation that includes daytime and nighttime
conditions tests the robustness of an integration method, since the night-to-day and
day-to-night transitions lead to rapidly varying concentrations of a number of pho-
tochemically driven species. This test comparess the performance of the integrators
interacting with other physical phenomena present in typical air quality models.

The LSODE and Hybrid integrators were implemented as described in the single
cell test. The calculation of m in the Extrapolation method was carried out as
described previously but only for a single vertical column of the model grid. The
computed value of m is then used for all columns during the length of the chemistry
step specified by the model. The Richardson extrapolation is performed every five
minutes as in the single cell test case described previously.

To test the accuracy of the integrators the averaged normalized absolute errors

were computed:
Clay(t)

where ¢, (t) and c;z,(t) are the predicted concentrations of species i at vertical

error; 5., (t) = x 100 (3.16)

column located at ground-level location «,y at time ¢ by LSODE and the integrator
being tested, respectively. The averaged normalized error is reported, instead of the
average maximum error, since some of the mixing ratios predicted are below machine
accuracy.

The error was determined for the Hybrid and Extrapolation integrators for each
hour of a 24-hr simulation averaged over all the species and columns. Both integrators
produce average errors on the order of 0.005% with no noticeably greater accuracy of
one algorithm over the other. Thus a typical South Coast Air Basin episode presents
ROG/NO, ratios that do not affect the performance of the integrator. Extrapolation
and LSODE were 1.13 and 14.33 times slower, respectively, than the Hybrid method.
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3.4 Conclusion

This paper presents a new method based on Richardson extrapolation to solve the
ODEs associated with chemical kinetics of reactive-flow problems, such as the at-
mospheric chemical mechanism of air quality models. The Extrapolation method is
a general technique that can be used to solve any system of ODEs using different
schemes as the basis for the extrapolation procedure. The basis method selected
here is a version of the QSSA method (Hesstvedt et al., 1978) modified by adding a
corrector step and by checking the convergence of the corrector.

Numerical experiments show that the Extrapolation method consistently achieves
high accuracy for wide ranges of ROG/NO, ratios. The speed of the Extrapolation
methods compares to that of the Hybrid method. In addition, there were no stability
problems observed for the different single cell tests as well as the three-dimensional
model tests. Overall the use of Extrapolation methods in air pollution appears to be

a promising alternative to available methods.
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Chapter 4

Parallel Computation of Atmospheric Chemical Modeling

Donald Dabdub and John H. Seinfeld.
Parallel Computing, In Press.

The porting of atmospheric chemical dynamic models to massively parallel
computers presents interesting computational challenges. Strategies for the
parallelization of the transport and chemistry operators of atmospheric models
are outlined. The use of parallel buffers to perform input/output operations is
described. Results are given for implementation of the CIT urban air pollution
model on distributed memory multiple instruction / multiple data (MIMD)
machines ranging from a cluster of workstations to a 512 node Intel Paragon.
A speed-up factor of 94.9 is achieved when the I/0, transp'ort, and chemistry
portions of the model are performed in parallel using 128 nodes of the Intel

Paragon.
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4.1 Introduction

Atmospheric chemical dynamic models are mathematical descriptions of atmospheric
transport and transformation that predict how species concentrations change in re-
sponse to changes in emissions over scales ranging from urban (~ 10* km?) to regional
(~ 10% km?) to global. Such models are, for example, the computational tools used
to determine emission control strategies needed to comply with urban air quality
standards (National Research Council, 1991). At the urban and regional scales, these
models are often referred to as air quality models (AQMs).

The basic approach to air quality modeling is Eulerian, in which atmospheric
dynamics are simulated on a three-dimensional Cartesian grid. Typical horizontal
grid cell dimensions are about 5 km x 5 km for urban applications and 100 km x
100 km for regional applications. Current urban-scale atmospheric models subdivide
the vertical dimension into 4-7 layers (up to an altitude of ~ 1500m), while regional
models use 6-15 layers (up to ~ 10000m). These resolutions are consistent with those
of source emission inventories and the ability to resolve meteorological processes that
drive the flow fields. Increasing the grid resolution increases the computational cost
as well as the data acquisition requirements. Table 4.1 presents some characteristics
of existing and anticipated AQMs.

Historically, the degree of physics and chemistry incorporated in atmospheric mod-
els has been limited to some extent by the computational power available (Seinfeld,
1989). The basic atmospheric chemical dynamic model describes gas-phase species.
Pilinis and Seinfeld (1988) incorporated the particle (aerosol) phase into a three-
dimensional gas-phase AQM, leading to an increase in computing time by a factor
of 3. Other models (Charmichael et al., 1986; Chang et al., 1987; Venkatram et
al., 1988) incorporate aqueous-phase processes in an effort to simulate acid deposi-
tion phenomena. As shown in Table 4.1, the next-generation of AQMs is anticipated
to incorporate both aqueous and aerosol phases. These next-generation models will

require state-of-the-art massively parallel supercomputers to achieve reasonable! wall-

Less than 1-hour of computing time per 24-hours of simulation time.
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time turnaround. Clusters of workstations will provide the entry-level computational
power demanded by models of such complexity.

The goal of this paper is to address the techniques for parallel computation with
atmospheric models by means of implementation of a state-of-the-art urban-scale air
quality model on a massively parallel architecture. Table 4.2 summarizes some of
the current advances towards the efficient parallel implementation of AQMs. Pai and
Tsang (1992; 1993) studied splitting finite element techniques used in the parallel
solution of operators in air pollution modeling. Shin and Carmichael (1992) paral-
lelized the chemistry operator of an AQM using shared MIMD architectures. Saylor
and Fernandes (1993) and Dabdub and Seinfeld (1994a) parallelized the chemistry
and transport operators of AQMs. In the work reported here we: current parallel
implementation techniques of chemistry and transport computations; present tech-
niques to parallelize input/output routines; and develop an AQM code independent
of the number of nodes available, modular, and portable across distributed MIMD
architectures using different message passing libraries.

After the model is described in Section 2, we discuss in Section 3 the techniques
used in the parallelization of the chemistry operator of AQMs. Emphasis is placed on
the paradigms used. Section 4 studies and compares the performance of different par-
allel implementations of the atmospheric transport operator. We describe in Section
5 the implementation of buffering techniques used to minimize data read/write op-
erations and the implementation of the input/output operations in parallel. Finally,
Section 6 comments on portability issues to achieve machine independence within

distributed memory MIMD architectures.

4.2 Model Description

The governing equation of three-dimensional Eulerian gas-phase AQMs is the atmo-

spheric diffusion equation (Seinfeld, 1986):

%‘FU'VQZV- (K-Ve) + Ri(c,T) + Si(x,1) (4.1)
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where c;(x,t) are the elements of the gas-phase species concentration vector c, tis
time, x = (z,9, 2), u = (u, v, w) is the advective flow field, K is the eddy diffusivity
tensor, R; is the chemical production of species i, T is the temperature, and S; is
the volumetric source of ¢ from emissions (Ground-level emissions are included in the
surface-level boundary conditions to Equation (4.1).) The flow field u = (x,t) is
provided as input to Equation (4.1), either from an interpolation and extrapolation
of data or from a solution of the primitive flow equations. We do not address here
the problem of meteorological modeling to generate u = (x, t).

Atmospheric aerosols are ubiquitous and often observable by eye as dust, smoke,
and haze. Particles comprising the atmospheric aerosol range in sizes from nanometers
(nm) to tens of micrometers (um)—that is, from large clusters of molecules to visible
flecks of dust. Most of the smallest particles (less than ~ 1 um) are produced by
condensation, either from reactive gases in the atmosphere (e.g., sulfur dioxide) or
in high temperature processes (e.g., fire). Particles larger than ~ 1 um are usually
from mechanical production (wind blown soil, sea spray, etc.). As a result of myriad
production processes, atmospheric aerosol chemical composition is highly variable,
both with size and spatially/temporally. The aerosol is said to be internally mixed
when all particles of a given size have the same composition. When the composition
is not a unique function of size the aerosol is called externally mixed. The general
dynamic equation that describes the evolution of the composition and size of an

internally mixed aerosol is (Wexler et al., 1994)

dgi(m, x,t) _ (mq;H)
— Q5 (u = Vi(m)k) - Vg; = Hy(m,x,t)q(m, x,t) — B
—I—/mf‘(m' m—m',x,t)g(m',x t)q(m —m,X, t)dm'
0 ) ) Y (2 ) 7 m — m/

oo / t
—q;(m, x, t)/o r'(m',m,x, t)Q(—mm’IX;)dm' + V- (K(x,t)Vgi(m, x,t))
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+Si(m, x,t) + Ri(m,x,t) + N;(m, x, 1), (4.2)

where g(m,x,t) is the total mass distribution such that g;(m,x,t)dm is the mass
concentration of species 4 in the mass range [m, m+dm] and 3, ¢; = q, m; is the mass
of species 7 in a particle of total mass m, H; is the inverse of the characteristic time for
particle growth from condensation or evaporation of species i, I'(m/,m) = I'(m, m/)
is the binary coagulation coefficient, k is the unit vector in the vertical direction, V;
is the particle gravitational settling velocity, and N; the nucleation rate of species i in
the mass range [m, m + dm]. In the present work, while we will confine our attention
to gas-phase models, based on Equation (4.1), the general considerations will apply to
models that couple gas and particle phases. (Coupling of Equation (4.2) to Equation
(4.1) occurs through H;, R;, and N;.)

The direct numerical solution of Equation (4.1) using fully implicit methods leads
to systems of linear equations that are prohibitively expensive to solve on most sequen-
tial machines. Therefore, AQMs use splitting methods, alternating direction implicit
(ADI) techniques, and locally one-dimensional (LOD) methods to solve Equation
(4.1). Splitting, ADI, and LOD methods reduce significantly the computational re-
quirements of the models, however they introduce an inherent sequential dependence
in the solution of Equation (4.1). When using any of techniques mentioned above, the
numerical solution of a particular operator (or dimension) must be solved in sequence.
An AQM tailored for parallel computation entails a restructure of the overall numer-
ical techniques, a redesign of the algorithms, and a reorganization of the database
containing input data.

This work focuses on the parallel implementation of one particular urban-scale
AQM, the CIT model (Harley et al., 1993; McRae et al., 1982a). Other typical urban-
and regional-scale AQMs have a structure similar to that of the CIT model; thus there
is no loss of generality in considering this model as a test case. Performance data
reported here are for the same conditions as those reported in Harley et al. (1993)

for simulating the air pollution episode on August 27, 1987 in the South Coast Air
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Figure 4.1: Schematic data flow of one time step of sequential implementation of the
CIT model.

Basin of California.

The model uses operator splitting techniques to solve Equation (4.1):
ct+2At — 'CzAtEyAtL:ZzAtﬁﬁthAtcta (43)

where £, and L, are the advection-diffusion operators in the z and y coordinates,
and L., is the chemical kinetics and vertical transport operator. Chemical kinetics
and vertical transport are coupled into a single operator since these phenomena occur
on comparable time scales. Horizontal advection-diffusion is solved using a Galerkin
finite-element method (Johnson, 1987; McRae et al., 1982b). The chemistry operator
is solved using a hybrid predictor-multi-corrector algorithm (Young and Boris, 1977).
Tables 4.3 and 4.4 summarize numerical techniques used in current AQMs to solve the
chemistry and advection operators. Figure 4.1 shows the data flow of the sequential
model.

Figure 4.2 shows the computational region used to simulate the South Coast
Air Basin of California. The grid contains 996 columns; each column consists of
5 grid cells in the vertical direction. Each grid cell contains the concentrations of 35
chemical species together with meteorological data (temperature, relative humidity,
solar radiation, and advective flow field). The chemical reaction mechanism includes

106 reactions among the 35 species. These numbers are quite representative of other

urban-scale AQMs.
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Table 4.3: ODE integration methods for chemical kinetics of Air Quality Models.

Method Reference Characteristics
LSODE Hindmarsh General stiff and nonstiff solver. Uses Adams
(1980) methods (predictor-corrector) in the nonstiff case,

and backward differentiation methods for the stiff
case. Treats Jacobian matrix as a full or banded
matrix. The linear systems that arise are solved
by direct methods (LU factor/solve).

VODPK Brown and General stiff and nonstiff solver. Uses Adams
Hindmarsh methods in the nonstiff case, and backward
(1989) differentiation methods for the stiff case.

Uses Krylov subspace iterative methods with
right, left or no preconditioners and scaling.

QSSA Hesstvedst, Stiff solver specifically designed for
et al. chemical kinetics problems. Uses analytical
(1978) characteristics of rate equations for

integration. Fixed time step. Some
stability problems in long time simulations.

Hybrid Young and Boris Stiff solver specifically designed for
(1977) chemical kinetics problems. Uses asymptotic
approximations to rate equations for integration.
Variable time step. Predictor-multi-corrector

algorithm.
Extrapolation Dabdub and Seinfeld A general solver that uses Richardson
(In press) extrapolation to improve accuracy over

single time step solution. To solve chemical
kinetics problems the algorithm proposed in this
work uses a modified QSSA scheme.
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Table 4.4: Numerical advection methods used in Air Quality Models.

Method Characteristics Reference

SMOL Iterative scheme based on upstream Smolarkiewicz (1984)
Smolarkiewicz Method differences. Positive definite.

NMOL Fourth-order directional difference Schiesser (1991)
Numerical Method in space. SDRIV2 integration in Carver and Hinds (1978)
of lines time. Produces negative conc. Kahaner et al. (1989)
BOTT Nonlinear renormalization of advective Bott (1989)

Bott Method fluxes. Positive definite

EMDE Continuous curvature cubic-spline. Emde (1992)

Emde Method Positive definite.

GLRK Chapeau function Galerkin finite McRae et al. (1982b)
Galerkin Method element. Produces negative conc.

ASD Fourier techniques to accurately Gazdag (1973)
Accurate Space compute space derivatives.

Derivative Method Third-order Taylor expansion to

integrate in time. Produces
negative conc.

We will proceed to study the parallelization of the model based on numerical
techniques used in the sequential code. The task of designing an ab initio tailored
numerical scheme to solve the atmospheric diffusion equation on a parallel architecture
is left to further research. The initial challenge is the parallelization of the chemistry
and transport operators, the core of AQMs. Domain decomposition strategy and
coarseness of the parallelization are identified in this step. The second phase of the
design of the parallel code is to optimize parallel I/O operations. This aspect has

been neglected in previous development of parallel AQMs.

4.3 Parallelization of the Chemistry Operator

Approximately 85% of the CPU time in a typical urban or regional air pollution sim-
ulation is spent in the solution of the chemistry operator. Since the data required to
solve the chemistry operator are local for each grid column, this suggests a starting
point towards the parallelization of the model using a single producer/many con-

sumers paradigm. The producer’s (host’s) task is to read and pack the data required
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Figure 4.2: Modeling region used in simulation of the South Coast Air Basin. The
rectangle represents the x-y projection of the master data storage grid of the model.
Area enclosed by the dotted line represents the actual computational domain.
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Figure 4.3: Schematic data flow of one time step of the CIT model implementing a
producer/consumer paradigm to solve the chemistry operator in parallel.

to solve the chemistry operator, and to perform the horizontal transport computa-
tions. The producer also receives the processed data and produces formatted output.
Each consumer’s (slave’s) task is to receive that data, perform the time step integra-
tion, and send them back to the producer. Figure 4.3 shows a data flow of this type
of parallelism. Note that this approach does not require any communication among
consumers.

Parallelization of the chemistry presents the following question: What is the opti-
mal distribution of columns among the nodes? If we assume that the time required to
process each column is constant for each time step, the answer is simple; each node
takes approximately the same number of columns to process. In each time step a
particular consumer node takes the same section of a predetermined domain decom-
position. Under this assumption, the performance of the parallel code is independent
of the geometry of decomposition implemented.

The assumption of constant time per column must be discussed further. The

processing of each column consists of the integration of a system of coupled, stiff,
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nonlinear ordinary differential equations representing the chemistry. Processing time
may differ from column to column depending on the degree of stiffness of the equations
in different areas of the spatial domain. The columns in which a higher degree of
stiffness exists require smaller time steps to advance the solution and thus greater
overall computation time. If the distribution is one column per consumer, then the
load will be slightly off-balanced. In such a situation, the time to solve the chemistry
operator each time step is determined by the processing time of the stiffest column.
Therefore, one expects the speed-up curves to flatten at the high number of processors
regime. When using a low to medium number of processors (compared with the
number of columns), the load balance is significantly improved, because of reduced
differences in processing time among the consumer nodes.

Two types of variables arise naturally when implementing the vertical transport
and chemistry in parallel: constant (those variables that do not change over the
course of the simulation, e.g., surface roughness) and variable data (e.g., temperature
and relative humidity). Constant data are broadcast to all nodes at the end of the
initialization stage. If a predetermined domain decomposition is used, some of the
constant data are decomposed before being broadcast. Variable data are stored in a
buffer so that, to minimize communication overhead, only one message is passed from
producer to consumer.

A predetermined domain decomposition was used by Dabdub and Seinfeld (1994a)
on the CIT model and a speed-up of 13.9 was reported when performing only the
chemistry in parallel. The use of a predetermined decomposition has two main ad-
vantages. First, it simplifies the debugging process; the programmer knows which
columns are being sent to which nodes. Second, it reduces the communication of
sending initial data that can be decomposed. For example, if a determined decompo-
sition is used the entire topographical data need not be sent to all the nodes. Instead,
only the section of the predetermined domain is sent from the host.

Figure 4.9, to be shown later, presents the measured times for a standard 24-
hour simulation of the California South Coast Air Basin using the CIT model after

parallelizing the chemistry operator only. The simulation was performed on the Intel
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Touchstone Delta using NX as the message passing library. The speed-up curve is
monotonically decreasing. However, the rate of change of the curve diminishes (almost
flattens) in the high number of processors regime.

Parallel implementation of the chemistry, as described above, is a straightforward
approach, requiring only introductory parallel programming techniques. Furthermore,
because of its simple data flow structure, a predetermined decomposition avoids the
most common pitfalls of MIMD programming: algorithmic and cyclic deadlocks as
well as process starvation. One of the major problems of the single producer/many
consumers paradigm is that the producer might not be distributing the data suffi-
ciently fast for all the consumers. This effect explains the flattening of the chemistry

curve.

4.4 Parallelization of the Horizontal Advection Op-
erator

The advection equation, one of the component operators in the splitting scheme, ac-
counts for the horizontal transport of pollutants under a given wind field. In the
sequential mode the advection solution requires only about 5% of the CPU time
when a Galerkin method is used. Whereas this is a small percentage of the overall
sequential time, it represents a significant percentage of the CPU time once the chem-
istry has been parallelized. Therefore, parallelizing the transport operator promises
higher speed-up than that obtained by parallelizing chemistry alone. The basic idea
is to perform the computations involved in the solution of the advection equation of
all rows (or columns) simultaneously. Since the data required to advance the solu-
tion are distributed among different nodes, there is an inherent need for extensive
interprocessor communication. Thus, parallelizing the transport operator is more
challenging than the chemistry operator. Furthermore, different advection solvers
require different amounts of data. To maintain the modular design of the code we

send all possible data that might be required to the node performing the transport
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computations. The extra communication costs provide freedom to use any advection
solver and an infrastructure to solve the transport operator that is independent of
the domain decomposition used by the solution of the chemistry operator.

The general approach for implementing the transport is to use the foreman-worker
paradigm (See Figure 4.4). The foreman (host node) divides the computational work
among the workers (slave nodes). The workers are arranged in such an order that
they can communicate with the foreman and with any other worker. Given this con-
figuration, some questions need to be answered: How will the work be distributed?
After each transport process has modified its data set, it must return the new con-
centrations to its node of origin. Then: Which node is the originating one? Is the
originating node ready to receive the modified data? From the originating node per-
spective, after the data have been modified in different places, how does it know which
data are coming from which node? Could there be a situation where two workers are
attempting to send data to each other? Does the communication strategy guarantee
a one-to-one correspondence between the sends and receives? Finally, will the com-
munication strategy still be valid if the numerical solution to the transport operator
is changed?

Different answers to these questions represent different strategies. Dabdub and
Seinfeld (1994b) selected one of the extreme nodes of each row (or column) as the
worker that will process the transport of all species of the column for all layers. A
buffer is created for each species and layer containing the required data to solve the
transport operator. The buffer is appended information describing the origin and
destination worker of each species. To avoid deadlock situations, algorithm synchro-
nization is implemented as the first step of the transport operator. This approach is
known as Designated Transport Node (DTN) (Dabdub and Seinfeld, 1994b). Figure
4.5 shows the data distribution used by DTN when solving the advection-diffusion
operator in the z—direction. Using DTN a speed-up of about 30 with chemistry in
parallel is achieved as will be presented subsequently in Figure 4.9. Results show that
in the low number of processors regime, the overhead in message communication used

in the transport implementation overshadows the reduced amount of work performed
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Figure 4.4: Schematic data flow of one time step of the CIT model implementing a
foreman/worker paradigm to solve the transport operator in parallel.

by the host. The DTN approach has the advantage that the underlying message pass-
ing structure is still valid if the algorithm to solve the advection equation is modified.
On the other hand, one problem with DTN is that when the number of workers is
greater than the number of rows (or columns) the overall efficiency is decreased. In
such a situation the extra workers will be idle while the transport computations are
being carried out.

To overcome the idle time of the extra workers when the number of workers is
greater than the number of rows, a dynamical decomposition approach is imple-
mented. The Dynamical Balanced (DYB) (Dabdub and Seinfeld, 1994b) approach
consists of distributing the first N rows of the lower layer to the first N workers. N
is the number of available workers. That is, instead of processing all the species for
all the layers in a single worker, the different layers are distributed among all other
nodes. The DYB approach uses the same foreman-worker paradigm illustrated in Fig-
ure 4.4, but with a higher number of workers solving the £, and L, operators. Figure

4.6 shows the data distribution used by DYB when solving the advection-diffusion
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where the advection computations for such row are to be performed. The maximum
number of processors used in the solution of the operator is number of rows (NR) of
the domain.
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operator in the x—direction. The DYB approach requires a more elaborate use of
indexing and pointers in the code. In addition, since all the nodes perform transport
computations, the required transport data need to be sent to all the nodes. As long as
the time used by the extra communication is smaller than the time saved by the extra
workers, the DYB approach is worth implementing. As it will be shown subsequently
in Figure 4.9, there is no advantage of using the DYB approach when a fast transport
solver such as the Galerkin method is used. On the other hand, when using the more
computationally intensive Accurate Space Derivative method (ASD), the advantages
of using the DYB strategy are clear, as will be shown in Figure 4.10. The ASD tech-
nique, a highly accurate algorithm to solve the advection operator (Gazdag, 1973),
imposes such a high computational demand that it is almost prohibitively expensive
to use on sequential computers. The fact that ASD has a high computational require-
ment makes its computation to communication ratio greater than other techniques.
As a result, it is more attractive for use in a parallel environment. Parallel computers

not only permit the use of a highly demanding algorithm, but also encourage its use.

4.5 Parallelization of the I/0

Up to this point we have discussed parallelization of the chemistry and the advection
operators of AQMs. Can anything more be done at this point to further increase
the speed-up of the model? It is observed from Figure 4.4 that all nodes must wait
idly while the host is reading and writing data to the file system. The I/O is not
a major fraction of the total time of the code when executed sequentially (about
5%). However, at this point when the two main operators of the model have been
parallelized, the I/O becomes a significant bottleneck that affects all the worker nodes.
There are several approaches to overcome the 1/O bottleneck that are discussed in
this section.

The most alluring strategy seems to eliminate the I/O from the host node. In that
case, the bottleneck would completely disappear. Furthermore, there would not be

any messages that need to be sent. In this strategy all workers perform their own I/0.
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Figure 4.6: Example of row distribution to solve the advection- diffusion operator
in the z—direction using a DYB approach. Each row contains the processor number
where the advection computations for such row are to be performed. All N processors
are involved in the advection-diffusion computations by decoupling the vertical layers
to achieve higher parallelism. The number of rows (NR) of the domain is not a
limiting factor on the number of processors used.
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Despite its promising potential, this idea turns out to be disastrous. When there is a
high number of computational nodes trying to access the file system, the performance
of the I/O operations is hindered by the operating system overhead. Worse yet, when
the number of nodes is sufficiently large, the entire file system collapses. Another
strategy must be considered.

When all the workers are performing chemistry and transport computations the
host is waiting idly for the results to arrive. Once the results arrive they are organized,
formatted, and written to the output files. The use of this idle time is the basis of
the next step to increase the performance of the code. To accomplish that, a first-
in-first-out (FIFO) queue is created. When the host reads the data initially it sends
them to the worker nodes. Instead of waiting for the workers to send the processed
data back, the host proceeds immediately to read the input data for the next time
step. The host decomposes and places the newly read data in the input queue while
the workers are still performing the chemistry and transport computations. The use
of the queue consumes the same amount of message passing time but reduces the
reading time. The overhead of keeping track of the queue is small compared to that
saved during the reading process. The data flow is illustrated in Figure 4.7.

Performance measurements show that in the high number of processors regime
the host is still a bottleneck, even after eliminating its idle time. The workers are
still processing the data faster than the foreman is able to read and distribute them.
The next step taken is to eliminate one of the workers and to create a second host.
That is, the paradigm now used is that of two foremen and many workers, in which
each of the foremen performs approximately half the task of the original foreman.
The new data flow is illustrated in Figure 4.8. The two foremen read different files
simultaneously. Two processes reading data do not present any problems in the file
system performance. Another benefit of using two foremen is that the message passing
time is reduced by almost half. Therefore, the parallelization of the I/O described
here focuses on distributing file access operations between two hosts. In addition,
the Intel Paragon I/O sub-system is automatically distributing or striping the data

across the disks.
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Figure 4.7: Schematic data flow of one time step of the CIT model implementing a
buffering queue for input/output operations.
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Figure 4.8: Schematic data flow of one time step of the CIT model implementing
parallel buffering queue for input/output operations.
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Figure 4.9: CPU time for a 24-hour simulation of the South Coast Air Basin versus
number of nodes for the Galerkin transport implementation of the CIT using different
parallelization strategies.

Figure 4.9 shows that the performance of the model significantly increases after the
I/O has been implemented using the queue and two foremen technique. F igure 4.10
also shows a dramatic improvement when using the more computationally intensive
ASD algorithm to solve the transport operator. The fastest run measured using
the Galerkin solver is on the Intel Paragon with 128 nodes. A 24—h6ur simulation
consumes less than 7 minutes which corresponds to a speed-up of about 45. The
fastest run measured using the ASD solver is also on the Intel Paragon with 128
nodes. A 24-hour simulation requires 11.5 minutes, which corresponds to a speed-up
factor of 94.

When the model is highly parallelized there is a performance decrease when adding

extra processors in the high number of processors regime. This effect occurs because
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Figure 4.10: CPU time for a 24-hour simulation of the South Coast Air Basin versus
number of nodes for the ASD transport implementation of the CIT model using
different parallelization strategies.
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the computation to communication ratio inherent in the model is not sufficiently high.
Stated in a different manner, the task of simulating this Los Angeles Basin gas-phase
air pollution episode is sufficiently large to run optimally on 128 nodes but not on 256
or more processors. Moreover, it can be seen that the speed-up of the model using
the ASD method is higher than that obtained using the Galerkin method since the

former has a higher computation to communication ratio.

4.6 Key Issues on Portability

The use of the NX message passing library provides various parallel computers com-
mercially available as platforms to run the model: the Touchstone Delta, the Intel
Paragon, the Gamma machine, the IPSC and the IPSC2. However, a few worksta-
tions connected in a network are more likely to be accessible than such machines.
Moreover, there is a wide variety of distributed MIMD type architecture that do not
support the NX library. It is crucial for the wide assessibiltity of parallel air quality
models that they be portable across different computing platforms.

With that motivation, we first implemented a parallel version of the model using
P4 as the message passing library (Butler and Lusk, 1994). The cluster of worksta-
tions is considered a MIMD distributed memory concurrent computer. Under that
perspective the porting of the NX model to the P4 environment consists of modifying
the calls and syntax of the communication library. A script that automates such
conversion was designed. Processor efficiencies of 50-80% are obtained when running
the model with the Galerkin advection solver on a cluster of workstations. When the
ASD solver is used processor efficiencies reach 80-90% because of the higher compu-
tation to communication ratio inherent to ASD. The cluster is made up of IBM RISC
390 nodes and a IBM RISC 580 host using a CDDI network. The scalability of the
model with the Galerkin transport solver on the network of workstations is hindered
by several factors. First, the Intel Delta and Paragon machines have significantly
higher network bandwidth as shown in Figure 4.11. In addition, the performance of

CDDI and Ethernet networks degrades linearly with the number of processors. Third,
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Figure 4.11: Message passing performance of various networks used. Bandwidth
measurements correspond to rendez-vous sends.

the performance of the compute nodes of the network of workstations (RS/6000-390
processors) is significantly greater than those of the Delta and Paragon machine (In-
tel 1860 processors). Figure 4.10 shows that increasing the computation per node, by
using ASD, improves the scalability of the network of workstations.

Regardless of the availability of the script, it is still cumbersome to manage soft-
ware development when different codes for different environments are available. This
need has been the driving force of MPI, a proposed standard message passing inter-
face (Walker, 1994). MPI would permit the point-to-point and global routines under
different communication contexts and network topologies. At the time we started
developing the parallel code a full implementation of MPI was not available. To over-
come the portability of the code we designed our own message passing interface and

incorporated it into the parallel model. The routines are designed to run on top of P4
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and NX. Other libraries such as PVM or EXPRESS can be easily incorporated. The
use of such routines produces a “universal” code that runs on different architectures

under different basis communication libraries.

4.7 Conclusions

This paper describes the strategies used to implement a typical urban- or regional-
scale air quality model in a parallel environment. Parallel implementation of the
chemistry operator, transport operator, and I/O routines are required to obtain the
highest speed-ups. Using a Galerkin horizontal transport solver a typical model run
requires less than 7 minutes on the Intel Paragon with 128 nodes. This corresponds to
a speed-up of 45. Using the more computationally intensive ASD transport solver, the
same run requires less than 11.5 minutes, which corresponds to a speed-up of 95. The
speed-up numbers reported here represent the parallel implementation of a model that
was designed to run on a sequential machine. Parallel computing motivates research
to find new solution strategies to the atmospheric diffusion equation (with nonlinear
chemistry) not envisioned when only uniprocessors are used.

Parallel processing gives the computational power necessary to increase the level
of physical and chemical detail in the models. For instance, the incorporation of the
aerosol and aqueous phases are now receiving attention by the research community.
Aerosol particles play a significant role in human health and urban visibility. The
incorporation of the aqueous phase permits the study of acid deposition and acidic
fogs. In either case, the addition of new physics will substantially increase the com-
putational task required by the new models. From the data flow perspective, both of
these phenomena would require a producer/consumers paradigm similar to that used
here to parallelize the chemistry. Therefore, some of the computational “infrastruc-
ture” to incorporate new physico-chemical phenomena in parallel has been laid out
here. Adding new phenomena to the models increases their computation to commu-
nication ratio. Consequently, higher speed-ups are to be expected. A higher degree

of complexity in atmospheric chemical dynamic models than currently exists is well
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suited for the 5004+ number of processors regime.
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Chapter 5

Diagnosis of Air Pollution in
the San Joaquin Valley of California
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5.1 Model Description

The SARMAP model is designed to compute the concentration of atmospheric trace
species based on the numerical solution of the atmospheric diffusion equation in an
Eulerian modeling framework (Tanrikulu et al., 1996). Mathematically, the dynamics
of atmospheric pollutants for each species ¢ are described by the following system of

conservation equations:

O Ve =V (K- Ve) 4 Rle 1) + 5,060+ P, (51)
where ¢;(x,t) are the elements of the gas-phase species concentration vector c, ¢ is
time, x = (z,y, 2), u = (u,v,w) is the advective flow field, K is the eddy diffusivity
tensor, R; is the chemical production of species i, T is the temperature, and S; is
the volumetric source of ¢ from emissions and deposition. The last term in Equation
(5.1) accounts for cloud effect processes as described below.

Vertically, SARMAP uses a 15-layer terrain following c—coordinate system. All
concentrations and meteorological data are defined at the center of each cell. Eddy

diffusivities and the vertical component of the advective flow are defined at the bound-

aries between layers. The oc—coordinate system used is defined as follows:
0= (P —Py)/P* (5.2)

Pr= Psurf - -Ptopa (53)

where P is the pressure at the level where o is evaluated, P;,,; the surface pressure,
P, the pressure at the top of the modeling region (16000 m). Table 5.1 shows the
discretization of the grid in the vertical direction.

The initial conditions used when solving Equation (5.1) are obtained from available

measurements of vertical profiles c(; )(2)

6(%,1) = co)(2) (5.4)



115

Table 5.1: Discretization of the grid using o-coordinates.

Level Standard Standard
Index o-Index Pressure Height
(kPa) (m)
15 0.0 10.0 16069
14 0.1 19.0 11998
13 0.2 28.0 9512
12 0.3 37.0 7621
11 0.4 46.0 6073
10 0.5 55.0 4754
9 0.6 64.0 3600
8 0.7 73.0 2570
7 0.78 80.2 1818
6 0.84 85.6 1289
5 0.89 90.1 868
4 0.93 93.7 544
3 0.96 96.4 307
2 0.98 98.2 152
1 0.99 99.1 76
0 1.00 100.0 0

for the stable species. The short-lived (free radical) species are initialized to zero since
the photochemistry will achieve a mixing ratio for each of those species consistent with
all other species in a short time. The initialization of the simulation is performed by
running the model 2 or 3 days prior to the actual simulation period. The resulting
concentration field is then used as the initial conditions of the simulation.

The horizontal boundary conditions used when solving Equation (5.1) are:

dc;
ici — Kiiz— = Fy. :
u;C axz b, (5 5)

The horizontal flux, F}; of species 7, at the boundary is computed as

Fyi = Vpcpg, (5.6)

where V, is the normal wind component at the boundary, Cp,; 1s the boundary concen-

tration during inflow conditions, or the concentration next to the boundary during
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outflow conditions.

The vertical boundary conditions used when solving Equation (5.1) are:

Oc;
Kzzi = Vg ci at o = 0.995 (5.7)
Kzzg—zi ~0 at o =005 (5.8)

where vg; is the deposition velocity of species i. Equation (5.8) implies a no-flux
condition at the top of the modeling region. Consequently, the model is insensitive
to upper boundary conditions for a species concentration.

The numerical solution of Equation (5.1) is not amenable to classical discretization
techniques. Implicit discretization produces large sparse matrices which cannot be
economically inverted. Explicit discretization requires prohibitively small time steps
to advance the solution. Current chemical mechanism involve reaction times that
differ by O(10'%) seconds. To overcome these problems, SARMAP uses splitting
methods (Yanenko, 1971). Splitting methods produce a weak! solution to the problem
but allows the use of numerical techniques that have been tailored to specific physical
character of the operators used. The basic idea of the splitting process is the use of

operators, £, that describe horizontal transport:

oc;
Lyc; = —a% =—-Vpy - ue;+ Vg -KVyge, (5.9)
vertical transport:
8Ci 0 0 8Ci
T A, — A ) a_ Kzz—_ ) .
L,c 5 Ep (we;) + 8z( 82) (5.10)
chemistry plus emissions:
aCi
ACcCi = E‘ = Ri(C, T) + Si(X, t), (511)

1 A weak approximation is a solution that satisfies only an integral from of the governing equation.
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and cloud processes:

8c,~
‘Cclci = _a‘i' clouds- (512)

The horizontal transport operator can be further decomposed into its z and y com-
ponents. Then the temporal approximation of Equation (5.1) is obtained from the

solution of the sequence:

GHPAT — LALLAL AL pANY 20 A Loigate (5.13)

cl

Figure 5.1 shows a flow diagram of the operator splitting solution used in SARMAP.

Details of the numerical solution of the operators are given in the next section.

5.2 Numerical Implementation

5.2.1 Horizontal Advection

The solution of the advection operator when solving Equation (5.1) accounts for the
transport of pollutants under a given wind field. The two-dimensional advection

equation is

oc N 0(uC) N o(vC)
ot ox oy

=0, (5.14)

where C' is the concentration, ¢ is time, and u, v are the z, y components of the wind
velocity field. Problems of numerical diffusion, peak concentration resolution, and
spurious oscillations arise in the numerical solution of Equation (5.14) as both the
amplitude and phase of different Fourier components of the solution tend to be altered
by numerical schemes. Many authors have developed and/or tested a significant
number of algorithms to be used in air pollution modeling. Two of the most attractive
algorithms are the BOTT solver and the Galerkin finite element approach (GALK).
This study implements and compares the use of BOTT and GALK in the SARMAP
model. The main problem encountered in the solution of the advection operator is

that of accuracy.
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Figure 5.1: Schematic representation of the operator splitting method used by
SARMAP.
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The horizontal advection operator of the SARMAP model is solved using ADI
techniques (Yanenko, 1971), that is, decomposing the two-dimensional problem de-

scribed by Equation (5.14) by the successive solution of

oCc  0(uC)

e (5.15)
90 [ 9O) _ (5.16)
ot oy '

BOTT (Bott, 1989a; Bott 1989b) develops further the polynomial fitting tech-
niques proposed initially by Crowley (1968). The idea behind the solver is to ap-
proximate the concentration field by a fourth-order polynomial. The construction of
the polynomial is guided by the curvature and magnitude of the concentration field.
Fluxes are evaluated followed by their weighting and limitation to achieve positive
definiteness and phase and amplitude error reduction. The Galerkin finite element
approach (McRae et al., 1982) uses a conventional Chapeau-function as the basis
function of the solution space. It produces a tridiagonal system of equations that is
solved with relatively small computational effort. GALK is not positive definite; i.e.,
it does not guarantee the preservation of positive values of its output. As a result,
the GALK solution requires the use of filters which redistribute the non-physically
negative mass predicted by the algorithm.

Figure 5.2 compares ozone concentrations observed in the San Joaquin Valley of
California with those predicted by the model using BOTT and GALK solvers for the
August 3-5, 1990. A detailed discussion of the episode is given subsequently. The
simulation starts on August 2, 1990 at 0500 hrs. Ozone predictions using the two
horizontal advection solver exhibit significant differences as early as August 3. It
can be observed that BOTT presents better peak preservation properties and smaller
artificial diffusion in regions of steep gradients where ozone levels are high. Such
behavior confirms numerical experiments reported by Dabdub and Seinfeld (1994)
that compare the solvers using simpler test cases. Moreover, it is observed that ozone

levels in upwind locations (Sacramento, Stockton, Livermore, Crows Landing and
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Gilroy) are over predicted by GALK. On the other hand, ozone levels in downwind
locations (Arvin, Fresno) are under predicted by GALK. The Galerkin solver is not
as efficient as the BOTT solver in advecting pollutants from upwind to downwind
areas. The streamlines of the advective flow used in the simulation are presented in
the next section. All the results shown in the rest of the chapter are obtained using

BOTT as the solver for the horizontal advection operator.

5.2.2 Vertical Diffusion

Vertical mixing is modeled as an eddy diffusion process. The vertical component of

the diffusion equation is discretized for level k as

At
o = e S Koo {O(HS — 72 4+ (1= 0) (e — )

—K {00 = 3 + (1= 0)(ch — ¢ )}] (5.17)

where 6 is the time weighting factor. SARMAP uses §=1/2. Equation (5.17) is a
semi-implicit (Crank-Nicholson) finite difference discretization. The discrete problem
is reduced to the solution of a tridiagonal system which is solved using the Thomas

algorithm. In a o-coordinate system the eddy diffusivities are
Kllc—l/Q = Kj_1 )2/ Aoy (5.18)

where

K* = (gp/P*)’K.., (5.19)

p is the density of air, and

AO'k_l/Q - AO'k — Aak_l. (520)
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Figure 5.2: Time series plot of observed ozone concentrations in ppb (solid circles)
and model predictions using BOTT solver (solid line) and Galerkin solver (dashed
line).
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5.2.3 Chemistry

The solution of the chemistry operator when solving Equation (5.1) accounts for the
chemical transformation of pollutants within a given cell. The generic differential
equation of chemical kinetics for each species ¢ as included in SARMAP is expressed

in the form
8ci

Ri(ca T) = ot

ZH—Li:.PZ'—Ci/Ti (521)

where P; and L; are the production and loss rates of species i. 7; is the characteristic
time scale for the first-order chemical loss. Equation (5.21) represents a system of
nonlinear stiff ordinary differential equations. Simple stiff solvers would require ex-
tremely small steps to advance the solution of Equation (5.21) to maintain stability.
General purpose solvers that implement variable order schemes, such as LSODE, re-
quire the computation of the Jacobian of the system. A set of algebraic equations
must be solved at each time step, a relatively time-consuming operation. The main
problem encountered in the solution of the chemistry operator is that of stability and
speed. SARMAP uses the CBM4 chemical mechanism. The mechanism consists of
29 differential species in 83 reactions. Table 5.2 shows a list of the differential species

defined in the chemical mechanism.

5.2.4 Photolysis Rates

Photolysis rates (j—values) for the photolytic reactions in SARMAP are calculated
from a radiative transfer model (Joseph et al., 1976) based on the delta-Eddington
technique for a grid of 130 spectral intervals from 1 to 10 nm. The database of
clear sky photolysis rates is the result of integrating the product of the absorption
cross section and the photo-dissociation quantum yield over all wavelengths \, and

directions ¢, 6.

ji = A i (N di(\) /w /9 I(\, ¢, 8) sin 8d0dpd (5.22)

where 0;(\) is the molecular absorption cross section, ¢;(\) the quantum yield for

each photolysis reaction, and I(), ¢, §) the radiance at a particular location.
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Table 5.2: Differential species defined in the CBM4 chemical mechanism.

Species Species

code Species name code Species name
SO2 Sulfur dioxide SULF Sulfuric acid

NO2 Nitrogen dioxide NO Nitric oxide

03 Ozone HNO3 Nitric acid

H202 Hydrogen peroxide ALD Acetaldehyde
HCHO  Formaldehyde OPEN  High MW aromatic
PAR Paraffins ETH Ethane

OLE Olefins ISO Isoprene

NH3 Ammonia N205 Nitrogen pentoxide
NO3 Nitrate radical PAN Peroxyacetylnitrate
TOL Toluene XYL Xylene

CRES Cresol MGLY  Methylglyoxal

CO Carbon monoxide C203 Peroxyacyl radical
HONO  Nitrous acid HNO4 Pernitric acid

CH4 Methane HO Hydroxyl radical
HO2 Hydroperoxyl radical

The values of clear sky photolysis rate coefficients, jeqr, are calculated hourly
between sunrise and sunset. The rates are stored at 0, 1, and 10 km in a database
that is read by SARMAP. This database is used to perform linear interpolations to
determine the j—values for each grid every 150 s during the simulation. The nature
of the j—values is smooth enough so as not to be greatly affected by the interpolation
procedure. For heights greater than 10 km photolysis rate coefficients for 2=10 km
are used.

To account for cloud coverage, the clear sky photolysis rates are corrected in the

following manner:

j = jclear(l + a(Fcld - 1)) (523)

where j is the corrected photolysis rate coefficient, a is the percentage of cloud cov-
erage, and Fyq is the correction factor which depends on the location in the grid

column. For solar zenith angles xy < 60°

Fae=1+a;(1 —t,)cosy layer above cloud (5.24)
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Faq=14cosy layer in cloud (5.25)

Foaq = 1.6t, cosx layer below cloud (5.26)

where q; is a tabulated reaction-dependent coefficient and t, is the energy transmission

coefficient for normally incident light.
t,=06-eT")/(r+37(1—f)) (5.27)

[ is the scattering phase function asymmetry factor derived by Hansen and Travis

(1974) and 7 the cloud optical depth.

5.2.5 Dry Deposition

Dry deposition is the process by which pollutants are removed from the atmosphere
at the earth surface. Dry deposition to surfaces (soil, water, or vegetation) is a
significant sink for various trace species in the troposphere. Dry deposition fluxes are
obtained in SARMAP as )

e

6—; = 'Ud,iCi/AO' (528)

where the deposition velocity, vq;, varies temporally and spatially. If the underlying
land use contains different types of land, deposition velocities are a weighted function

of land type for each grid cell,

Vi = Z Vd,s,ifs (5.29)

for all s land types present, each with fraction f;. The types of land categories used
are: urban, agricultural, range, deciduous, forest, coniferous forest, forested swamp,
water, swamp, and agricultural-range mixture.

Hourly dry deposition velocities are pre-processed from the land use database and
MM5 generated data. SARMAP linearly interpolates the output of the processor

every 150 s to compute the dry flux of a species. The preprocessor calculates the
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deposition velocities from the following relation

Vg = (Ta,i + 7 + ’I‘C,i)_l (5.30)

)

where r, is the aerodynamic resistance determined by turbulence in the surface layer,
Ty is the resistance that controls transport through the laminar sub-layer in contact
with the surface, and r. is the surface resistance determined by season, land type,
and insolation.

The aerodynamic resistance is parameterized in terms of the friction velocity and

surface roughness over each land (Sheih et al., 1979).

_In(z/z9 — ¥,)
ro=— = (5.31)

where the friction velocity is defined as
uy, = ku(In(z/z) — ¥,,) 7L, (5.32)

k is the von Karman constant, v the mean wind speed at height z, and z, the sur-
face roughness scale length. U,, and ¥, are stability correction functions that are a
function of the Obukhov scale length, L. For stably stratified flow (0 < z/L < 1)
(Dyer,1974) the stability functions are computed as

U,, =¥, = —5z/L. (5.33)
For unstable conditions Wesely and Hicks (1977) suggest
U, = exp{0.032 + 0.4481n(—z/L) — 0.132[In(—z/L)]*} (5.34)

¥, = exp{0.598 + 0.390 In(—z/L) — 0.090[In(—z/L)]?}. (5.35)

The resistance to transport across the laminar sub-layer is computed using the thermal
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Table 5.3: Values of deposition velocities at noon on August 3, 1990 in Fresno.

Species Deposition Velocity

code (cm/s)
SO2 0.28
SULF 0.58
NO2 0.20
NO 0.16
03 0.33
HNO3 1.44
H202 0.40
ALD 0.13
HCHO 0.22
PAR 0.20
OLE 0.17
NH3 0.91
PAN 0.29

(k) and molecular (D,) diffusivities of the species (Wesely and Hicks, 1977).

. 2(’{/DC)2/3

Ty = (536)

Ky

The surface resistance values are obtained from the values reported by Walcek et
al. (1986). Surface resistances are tabulated by season and photosynthetic activity.
Table 5.3 shows values of vg; for all the species being deposited at noon in August 3,

1990 in Fresno.

5.2.6 Cloud Processes

The cloud processes subroutine has an area resolution of 80 km over a specified
geographical region. The subroutine is executed whenever clouds or rain are predicted
above a given grid cell during the simulation. Cloud effects account for vertical
redistribution of pollutants, aqueous chemistry, and wet deposition.

The mixing rations are determined at each cloud level using the formulation em-
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ployed by Chang et al. (1987)

Ncld(z) = fent[(l - .fside),udw + fside/"/(z)} + (1 - fent),u/up (537)

where fi,, and pig, and upward and downward mixing ratios, fe,; and fsge are the
fraction of air entrained into the parcel from above top and sides of the cloud respec-
tively. Currently SARMAP uses fy;q.=0.

This submodel then averages the pollutant concentrations, liquid water content
(L), temperature (T), and pressure (P) over the entire cloud volume. The concen-

tration of dissolved pollutants in the cloud water are computed as

Ote 0 -
M = [8_01; - ClPr/(Tcldezclchon)]LTR/P (538)

ot

where R is the universal gas constant, f the fraction of cloud coverage, Azyy the
cloud depth, 7.4 the cloud lifetime, P, the grid average precipitation rate, L,,, the
total condensed water content, and %L the rate of change of species due to aqueous
reactions. The aqueous phase chemical mechanism used is that described by Walcek
and Taylor (1986).

Finally wet deposition is computed by integrating

wet deposition = / " aP,dt mol m™2 (5.39)
0

5.3 Aspects of the Parallelization of the Model

A profile of the code, as shown in Table 5.4, indicates that the single most com-
putationally intensive task in the model is the solution of the chemistry operator.
Numerically, this is equivalent to the the integration of a system of stiff ODE’s as
described on previous sections. Furthermore, such operation is dependent only on
local data. That is, the predicted pollutant concentration after a chemistry step is
dependent on the concentration of other species that are located in the same grid cell.

Both observations suggests that an initial attempt to parallelize the code should focus
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Table 5.4: Summary of SARMAP profile for a base case episode.

Process % of CPU time
Gas-phase chemistry 71.34

Vertical Advection & Diffusion 12.83

Horizontal Advection & Diffusion 8.74

Other 7.09

on distributing the integration of all the grid cells equally among all the processors.

The computing paradigm used to implement the parallelization strategy described
below is host /slave. The role of the host is to perform the I/O, to solve the horizontal
and vertical transport operators, to manage the data distribution used by the slaves.
The role of the slaves is to receive the input data from the host, and to perform the
computationally intensive work of solving the system of nonlinear ODEs that corre-
spond to the chemistry operator. The communication channels required to following
this approach are only between the host and each slave. There is no inter-node com-
munication needed to parallize the chemistry operator. A parallel version of the code
was developed to run on a network of 7 IBM RISC 6000/390 workstations. The work-
stations are networked using CDDI to form a distributed memory MIMD (multiple
instruction/multiple data) computing platform. The message passing was performed
using the P4 libraries and FORTRAN. Figure 5.3 shows the time to perform a 24-
hour standard simulation of the San Joaquin Valley of California using SARMAP.,
The theoretical curve plotted in Figure 5.3 is obtained using Amdahl’s law, and cor-
responds to best possible time that can be obtained implementing the chemistry in
parallel only.

1

ST Ey (540

where S is the ideal speed-up, NV the number of processors, and p the fraction of the

code that is implemented in parallel. The theoretical time correspond to the best
possible time since it assumes that all the communication costs between the host
and nodes are instantaneous. In practice, however, communication costs are quite

significant. The difference time shown in Figure 5.3 between the sequential code
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Figure 5.3: Execution time as a function of number of nodes when parallelizing the
chemistry loop of SARMAP. Theoretical time presented is calculated from Amdahl’s
law. Time reported corresponds to a 24-hour standard simulation of the San Joaquin
Valley of California.

and the parallel version using 1 processor corresponds to the time cost of all model
communication.

Figure 5.3 shows that this regional atmospheric model requires greater internodal
communication than the urban scale photochemical model. The number of grid cells
in a typical regional model is about 5 times greater than the ones used in urban scale
models. Furthermore, the computations carried out in SARMAP are performed using
double precision arithmetic. As a result, there is a significant increase in the data
flow of the computations.

Based on the previous discussion, the use of a faster network would substantially
increase the performance of the parallel implementation. However, higher perfor-

mance could also be achieved by implementing in parallel the solution of the vertical
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Amdahl’s law. Time reported corresponds to a 24-hour standard simulation of the
San Joaquin Valley of California.
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and horizontal transport operators. Figure 5.4 shows a comparison of the theoretical
times obtained by implementing in parallel the horizontal and vertical operators of
the model, which is equivalent to increasing the value of p in Equation 5.40. Notice
that the impact of perturbing p on the performance of code is proportional to the
value of p before the perturbation.

In brief, the implementation of the chemistry operator of atmospheric dynamical
models is a relatively simple task. It does not involve any communication among
the slave nodes. The parallel implementation of the chemistry, as described above, is

independent of the numerical scheme and the photochemical mechanism used.

5.4 Description of San Joaquin Valley Episode

In this section the application of the SARMAP model is described for a 3-day period
during August 3-5, 1990. The modeling region is the San Joaquin Valley of California.
The latitude and longitude of the the southwest and northeast corner of the modeling
domain are (34.54472,-122.89846) and (39.08257,-118.21475) respectively. Figure 5.5
shows the location of a few air quality monitoring sites of the modeling region. The
domain is divided into a 12.5 x 12.5 regular grid in the horizontal direction. As noted
above, the model uses a o-coordinate system in the vertical direction.

SARMAP requires hourly pollutant emission data for each grid cell. Each entry in
the emissions inventory database contains the strength of the emission (in g/sec), the
emitted species, and the time variation for each source for each grid. The emission
inventory input file process a raw emissions database using a lumping procedure that is
determined by the chemical mechanism used in the model. The species emitted in the
simulation are SO2, SULF, NO2, NO, ALD, HCHO, PAR, ETH, OLE, ISO, TOL,
XYL, CO, and HONO. The emission inventory used to simulate the August 1990
episode was created using GEMAP (Geocoded Emissions Modeling and Projection).
The input data for GEMAP were obtained from the Air Resources Board emission
inventory section. Figure 5.6 shows the time series plot for the CO, NO, and TOL

emissions in Fresno. It can be easily observed that the emissions inventory is day-
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specific. Emissions for the species shown are greater on August 3, which is a Friday.
August 3 presents peaks at 0700 and 1600 hrs, the time of greatest mobile sources
activity. Figures 5.7, 5.8 and 5.9 show the ISO, NO and TOL emissions contour plots
respectively at 1200 hrs. ISO emissions are higher in areas of dense vegetation. The
Sierra Nevada and the Santa Lucia range form the two main diagonals of high ISO
emissions shown in Figure 5.7. Emissions of NO and TOL are associated with motor
vehicle activity. Figures 5.8 and 5.9 show that urban centers (San Francisco, San Jose,
Sacramento, and Fresno) present the highest NO and TOL emissions. Figure 5.10
shows the total rate of emission for each species in the entire modeling region. The
first hour modeled is at 0500 hrs on Thursday August 2, 1990. The rate of emissions
of some species (SO2, SULF, NO2, and NO among others) show the day-specificity
of the inventory. Furthermore, emission rates of species like CO and NO2 illustrate
the hourly emission variations inherent to traffic patterns. On the other hand, the
emission rate of ISO increases significantly during last two days of the simulation.
Such increase is the effect of a higher temperature in the region modeled.

Whereas the time discretization used in SARMAP is comprised of a basic time step
of 300 s for each operator, each operator has control of its internal time discretization.
The time step used by the advection, diffusion, and dry deposition calculations is
typically half of the inter-operator time step. On the other hand, the time step used
in the chemistry operator is significantly smaller and highly dependent on the degree
of stiffness of the ODEs that describe the chemistry. Periods of sunset and sunrise
present the highest degree of stiffness, when rapid changes occur in the concentrations
of photochemically driven species.

The flow field u(x,t) is provided as input to Equation (5.1) from mesoscale me-
teorological models such as MM5 (Grell, 1993). MMS5 provides the three-dimensional
advective field from fully predictive, nudged, or objectively interpolated computa-
tions (Seaman et al., 1995). In addition to the advective field, MM5 provides three-
dimensional temperature fields. Figures 5.11, 5.12 and 5.13 show the streamlines of
the horizontal advective flow in the lowest grid cells used to simulated the August,

1990 episode in the San Joaquin Valley of California. It is observed that during all
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times of the simulation the northern part of the eastern modeling region present in-
flux conditions. As a result, one would expect to observe a significant influence of the
boundary conditions on nearby sites.

MMS5 specifies the projection type used to map the advective and temperature
fields to SARMAP. The projections are necessary to transform the constant grid
(As = Az = Ay) used by MMS5 to the actual distance on the earth’s surface (As)
used by SARMAP. The transformation factor is m = As/As’. Currently available
projection types are: polar stereographic, Lambert conformal, and the Mercator pro-
jection.

The Lambert conformal conic projection is used for middle latitudes studies.
X = Aftan(¥/2)]° cos[s(A — Xg) — 7/2] (5.41)

Y = Al(tan(¥o/2))°(tan(¥/2))° sin(s(A — Ag) — 7/2)] (5.42)

where W is the colatitude, ¥ = 7/2 — ¢. The origin of the projection is (lati-
tude,longitude) = (¢, Ag) = (X,Y). The coefficients A and s are defined as

Rsin \Ifl

e (5.43)
In(cos 1/ cos ) (5.44)

* 7 In(tan(¥,/2)/ tan(¥y/2))
R is the radius of the earth, ¥; and ¥, are computed for mid-latitudes from p1 = 30°N

and ¢y = 60°N. The transformation factor is given by
m = sin ¥y / sin ¥[tan(¥/2)/ tan(¥, /2)]°. (5.45)

The polar stereographic projection is preferred for high latitudes. The values of
(¢, A) are obtained as in the Lambert projection. However, the transformation factor
is given by

m = (1 +sing;)/(1 + sin ). (5.46)
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The Mercator projection is used for low latitude domains.
X = Rcosp1(\— Xg) (5.47)

Y = Rcos ¢ In((1 + sin ¢)/ cos ). (5.48)

The boundary concentrations used in SARMAP are time independent. Raw data
to compute the boundary conditions was obtained from measurements obtained by
Blumenthal (1993). Boundary conditions are used to calculate the horizontal flux as
described in Equation (5.6). Table 5.5 shows the boundary concentrations used in
the August 3-5, 1990 episode at the bottom cells of the modeling region. Figure 5.18
shows the vertical profile of boundary concentrations for all species. Figures 5.14 -
5.17 show CH4, CO, NO, and NO2 concentrations respectively measured during the
August 3-5 1990 episode in the San Joaquin Valley.

5.5 Simulation of San Joaquin Valley Episode

Sensitivity analysis is the process of studying, through numerical simulation, the
influence on model predictions of variations in one or more model inputs. This sec-
tion discusses four of the sensitivity analysis performed: zero initial conditions, zero

boundary conditions, zero emissions, and zero dry deposition.

5.5.1 Zero Initial Conditions

This run consists of setting the concentration of all species to zero in all cells of the
modeling domain at the start of the simulation. Comparison of zero initial conditions
predictions with those of the base case reveal the significance of the initial state of
the model on especially the second and third day of predicted ozone concentration
fields. The closer the predictions of the zero initial conditions run are to those of
the base case, the greater the effect of emissions during the episode being modeled.

One would expect little residual effects from the initial conditions when the modeling
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Figure 5.17: Time series plot of observed NO2 concentrations in ppb during the
August 3-5, 1990 episode in the San Joaquin Valley of California.
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Table 5.5: Lateral boundary concentrations used in the August 3-5, 1990 episode.
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Species Concentration
code (ppb)
SO2 10.000
SULF 0.100
NO2 2.500
NO 0.500
03 40.000
HNO3 0.010
H202 0.010
ALD 1.524
HCHO 5.784
OPEN 0.010
PAR 41.100
ETH 1.404
OLE 0.828
ISO 0.100
NH3 0.10E-06
N205 0.100
NO3 0.100
PAN 0.100
TOL 0.492
XYL 0.270
CRES 0.100
MGLY 0.100
CO 200.000
C203 0.10E-06
HONO 0.100
HNO4 0.100
CH4 1700.000
HO 0.10E-06
HO2 0.10E-06
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Figure 5.18: Lateral boundary concentrations for all species used in the August 3-5,
1990 episode of the San Joaquin Valley of California.
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domain is sufficiently flushed out.

Figure 5.19 compares the results from the zero initial condition run with the base
case run for the August 1990 episode. The simulation started at 0500 hrs on August
2, 1990. It is observed that as early as August 3 there are virtually no discrep-
ancies between the zero initial conditions predictions and the base case predictions
on Sacramento, Stockton, Livermore, Crows Landing, and Gilroy. The dynamics of
ozone production at these sites are dominated by boundary conditions and emissions.
As shown in Figures 5.7 - 5.9 these sites are downwind from high emission locations
and near inflow boundaries. On the other hand, locations like Academy and Edison
exhibit greater sensitivity to initial conditions. Even though, Edison is close to the
edge of the computational domain, the pollutant dynamics of the site are not domi-
nated by boundary conditions since it is located at an outflow boundary. Downwind
sites start to show small discrepancies on the middle of the second day of the simula-
tion. Results indicate that ozone concentrations on the third day of the simulation at
all sites are practically identical to those produced by the base case run; the expected

behavior of a non-stagnant episode.

5.5.2 Zero Boundary Conditions

The zero boundary condition simulation consists of setting all species concentrations
at all horizontal boundaries to zero during all times of the episode. The comparison of
the zero boundary condition run with that of the base case run allows one to determine
the dominance of boundary transport on the predictions. The greater the discrepancy
between the two predictions the greater the effect the boundary conditions have on
the model.

Figure 5.20 compares the results from the zero boundary conditions run with the
base case run for the August 1990 episode. Results show that the diurnal pattern
in the ozone concentration for the zero boundary conditions run is maintained. This
indicates that it is emissions, not boundary conditions, that are responsible for tem-

poral variations in the ozone levels. However ozone levels in Sacramento, Stockton,
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Figure 5.19: Time series plot of observed ozone concentrations in ppb (solid circles)
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Livermore, Crows Landing, and Gilroy exhibit a strong sensitivity to the boundary
conditions. Downwind sites such as Kern and Oildale exhibit smaller sensitivity to
the boundary conditions. Furthermore, as the simulation time progresses the depen-
dence on boundary conditions on this sites increases. This effect indicates that the
parcel of air originally located near the eastern model boundary has been advected
through the domain by the second day of the simulation.

The effects of zero boundary conditions on the model are also shown in Figure
5.21, where the the total mass of ozone present in the entire computational domain
is plotted as a function of time. The solid line corresponds to the base case run with
chemistry and boundary conditions. This line shows the typical ozone peaks that
occur in the afternoon. The large-dashed line corresponds to the base case run with
the chemistry artificially turned off. This line shows a relatively constant ozone mass.
The short-dashed line corresponds to the base case run with chemistry but with zero
boundary conditions. As expected the total mass of ozone decreases with time as the
polluted air flows out of the computational domain, and is replaced with clean air.
Nevertheless, the total mass of ozone is excessively reduced by the model when the
boundary conditions are zeroed.

A more typical zero boundary condition model response is shown in Figure 5.22.
The results shown in Figure 5.22 correspond to modeling the August 26-28, 1987
episode of the South Coast Air Basin of California using the CIT model. The to-
tal ozone mass of the zero boundary condition run is lower than the total ozone
mass of the base case run as expected. The CIT model, however, does not show an
excessive response to the zeroing of the boundary conditions. Furthermore, Figure
5.22 shows that as time advances the ozone peaks continue to decrease in the zero
boundary condition run. This is expected since the polluted air is advected out of
the modeling region and replaced with clean air. The total ozone mass for the zero
boundary condition case increases in the late afternoon hours since ozone is produced
by photochemical activity.

One of the possible reasons that might explain such an excessive reduction in

total mass observed in the zero boundary condition run of SARMAP is the fact that
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the top of the modeling region used by SARMAP to model the San Joaquin Valley
(~16,000 m) is significantly higher than that of the CIT code used to model the
South Coast Air Basin (1,100 m). A higher vertical boundary in the model reduces
the impact of ground emission while increasing the impact of boundary conditions
on the model response. To examine this possibility, the total ozone mass present in
the lower sections of the computational domain of the San Joaquin Valley is plotted
in Figure 5.23. The total ozone mass predicted in the lower sections of the domain
now presents peaks in the late afternoon hours that are indicative of a higher relative
influence of emissions. However, Figure 5.23 shows that even for the lower 1,300
meters the influence of boundary conditions is still excessive. Namely, the short-
dashed line still drops significantly relative to the base case run.

The high sensitivity of SARMAP might be due to the following reasons. First,
the magnitude of the wind in the west boundary (the influx boundary of the domain)
might be too high. Second, the level of the boundary conditions set might be too high.
If either of these two hypotheses is true, that would explain the excessive decrease
in total ozone mass when zeroing the boundary conditions. We will now proceed to
study each case.

Figure 5.24 shows the average velocity of the incoming wind in the west boundary
(Pacific Ocean) of both the San Joaquin Valley and the South Coast Air Basin. The
wind speeds used in SARMAP to model the San Joaquin Valley are obtained prog-
nostically using the meteorological model MM5 as described in previous sections. The
wind speeds used in the CIT code to model the South Coast Air Basin of California
are obtained diagnostically using interpolated values of actual wind measurements.
The wind velocities of both models present the typical wind speed variations that
arise from the diurnal temperature changes. The wind speeds produced by MM5 in
the San Joaquin Valley are generally higher than those measured in the South Coast
Air Basin at all times. The prognostic wind speeds generated by MM5 for the San
Joaquin Valley must be evaluated relative to the actual observed wind speeds in the
region.

Table 5.6 compares the maximum lateral boundary conditions used in the CIT
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Figure 5.23: Total ozone mass in the lower regions of the San Joaquin Valley pre-
dicted by the SARMAP model. The solid line, large-dashed line, and short-dashed
line correspond to the base case, no chemistry, and zero boundary condition runs
respectively. The run starts at 0500 hrs of August 2, 1990.
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model and the SARMAP model. The comparison is not one-to-one since the two
models use different chemical mechanisms. The boundary conditions of most chem-
ically similar species are of comparable magnitude in the two models. Nevertheless,
the boundary conditions of SO2 and PAR used in SARMAP stand out as being too
high. To examine further this possibility, the ratio of total mass flux across the
boundaries to total emissions in the modeling region is computed between the two
models and shown in Tables 5.7, 5.8 and 5.9. The influx mass to emitted mass ratio
computed in Table 5.8 is smaller than the same ratio in Table 5.7 because the total
mass emitted remains constant (emissions are near ground levels) while the mass flux
from boundary conditions decreases as the top of modeling region decreases. Com-
paring the ratios of SARMAP given in Table 5.8 with those of the CIT model given
in Table 5.9, SO2 and HCHO present the greatest discrepancies. As it is shown in
Table 5.6 the boundary condition of HCHO is about two times higher in SARMAP
than in the CIT model. The ratio of HCHO of SARMAP is large since the total
mass of HCHO emitted is small. On the other hand, the ratio of SO2 in SARMAP is
significantly greater than in the CIT model due to the large mass of SO2 that enters
the domain from the boundary conditions. The boundary condition of SO2 and PAR
used in SARMAP must be compared with actual observed concentrations.

The previous analysis presents the following puzzling question: If some of the
boundary conditions used in SARMAP are overestimated and if the entire advective
field is also too high, why do the ozone levels predicted by the model base case
run match so well with observed data? To address that question one must examine
separately the effect of each phenomenon on the overall dynamics of the region.

First, the effect of decreasing the wind speed will be discussed. Intuitively, by
decreasing the wind speed one would expect an increase in ozone concentrations.
Reducing the wind speed is equivalent to increasing the residence time of the “atmo-
spheric reactor.” A lower wind velocity would provide a longer time for emissions to
be present inside the modeling domain. Figure 5.25 shows the ozone levels predicted
by the base case run and those predicted by reducing the wind by a factor of 4 using
the GALK solver. As expected, the ozone predicted by the reduced wind run in all
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Table 5.6: Maximum boundary condition comparison
between the CIT and SARMAP models.

Species B.C. (ppb) | Species B.C. (ppb)
CIT® SARMAP®

CO 200.0 | CO 200.0
NO 1.0 | NO 0.5
NO2 1.0 | NO2 2.5
ETHE 1.7 | ETH 1.4
HCHO 3.0 | HCHO 5.8
ISOP 0.0 | ISO 0.1
SO2 1.0 | SO2 10.0
SO3 0.0 | SULF 0.1
TOLU 1.5 | TOLU 0.5
ALD2 0.5 | ALD 1.5
ALKE 1.8 | OLE 0.8
ALKA 9.5 | PAR 42.0
AROM 1.6 | XYL 0.3
MEK 4.0

2 LCC chemical mechanism.
b CBM-IV chemical mechanism.

Table 5.7: Total emissions and total mass flow

in all layers of the SARMAP model (~16,000 m).

Species Emiss (kg)* B.C. (kg)® ratio
SO2 646355 68114910 105.3
SULF 25321 1021723  40.3
NO2 511911 12188985  23.8
NO 2990076 1591626 0.5
ALD 1390981 7148363 5.1
HCHO 85979 18453062 214.6
PAR 7957446 62721006 7.8
ETH 435830 4182247 9.5
OLE 800310 2466738 3.0
ISO 2408838 723720 0.3
TOL 439984 4802389  10.9
XYL 505713 3053858 6.0
CO 27319818 2536474013  92.8
HONO 25605 20021 1.9

¢ August 3-6, 1990 total emissions in modeling region.

b August 3-6, 1990 total mass flowing in across boundaries.
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Table 5.8: Total emissions and total mass flow
in the first 8 layers of the SARMAP model (~2,500 m).
Species Emiss (kg) B.C. (kg) ratio

S02 646355 40023740  61.9
SULF 25321 600356  23.7
NO2 511911 7191765  14.0
NO 2990076 938056 0.3
ALD 1390981 4193487 3.0
HCHO 85979 10851436 126.2
PAR 7957446 36806330 4.6
ETH 435830 2458458 5.6
OLE 800310 1449859 1.8
ISO 2408838 425252 0.1
TOL 439984 2830679 6.4
XYL 505713 1789811 3.5
CO 27319818 350207725  12.8
HONO 25605 29392 1.1

¢ August 3-6, 1990 total emissions in modeling region.
b August 3-6, 1990 total mass flowing in across boundaries.

stations tends to be higher than the base case run. Furthermore, one would intuitively
expect that by reducing the wind speed the effect of zeroing boundary conditions (as
shown in Figure 5.20) would also be reduced. Figure 5.26 shows the ozone levels pre-
dicted by reducing the wind by a factor of 4 using the GALK solver with those of the
same run with zero boundary conditions. When zeroing the boundary conditions in
Figure 5.26 the ozone levels are slightly smaller than with non zero boundary condi-
tions. However, the ozone reduction obtained by decreasing the boundary conditions
is not as excessive as the one shown in Figure 5.20, which reduces the ozone levels
almost entirely in some locations such as Livermore and Stockton.

The data used to generate Figure 5.25 and Figure 5.26 was obtained using GALK
as the horizontal advection solver. The BOTT schemes becomes unstable during the
third day of the simulation. Decreasing the wind speeds decreases the Courant number
of the problem. The BOTT solver becomes unstable at lower Courant numbers. The
data generated by performing the same run with the BOTT solver also confirms

(before it becomes unstable) that the ozone levels increase by reducing the wind
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Table 5.9: Total emissions and total mass flow
in all layers of the CIT model (1,100 m).

Species Emiss (kg) B.C. (kg) ratio

CO 9575004 6255394 1.12
NO 696032 33916  0.05
NO2 56168 51826  0.92
ETHE 138261 53892  0.39
ALKE 150018 95136  0.63
ALKA 943418 873244  0.92
TOLU 216103 156235  0.72
AROM 176220 201425 1.14
HCHO 32790 101170  3.09
ALD2 20779 257342  12.50
MEK 50586 325620  6.45
MEOH 4734 0 0
ETOH 99633 0 0
ISOP 82545 0 0
NH3 166414 0 0
S0O2 108037 201425  1.87
SO3 3918 0 0

@ August 27, 1987 total emissions in modeling region.
b August 27, 1987 total mass flowing in across boundaries.
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Figure 5.25: Time series plot of observed ozone concentrations in ppb (solid circles),
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of 4 and no O3 deposition (dashed line).
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speed. The deposition of O3 was zeroed to generate Figures 5.25 and 5.26 to focus
only on the effect of wind reduction. Figure 5.27 compares the base case ozone
predictions with a reduced wind (factor of 4) run with O3 deposition. The increase
of ozone predicted is still observed in stations located near influx boundaries such as
Citrus Heights, Stockton, Livermore, Crows Landing and Gilroy.

Figure 5.28 shows the base case ozone predictions and the base case with wind
reduced by a factor of 2, with O3 deposition. Ozone levels in the downwind stations
are very similar to the run when the wind is reduced by a factor of 4. Ozone levels
in the upwind stations are slightly lower than the run when the wind is reduced by
a factor of 2 but higher than the base case run. The trend of ozone reduction by
lowering the residence time of the “atmospheric reactor” (increasing the wind speed)
is confirmed.

It has been shown that by reducing the wind speed only, the ozone levels tend
to be overpredicted in the upwind locations. However, there is one more issue that
needs to be addressed: the boundary values of SO2 and PAR concentrations used
in SARMAP. Figure 5.29 shows base case ozone predictions and the base case with
wind reduced by a factor of 2, with O3 deposition, the SO2 and PAR boundary values
reduced by a factor of 10 and 5 respectively. It is observed that the agreement between
observations and the ozone predictions using the reduced wind and reduced boundary
conditions are comparable to the good agreement that was obtained previously with
high winds and high boundary conditions. Furthermore, Figure 5.30 shows that the
excessive sensitivity of ozone to zero boundary conditions is significantly reduced once
the wind and boundary data is modified. The solid line shows the typical peaks in the
afternoon hours. The large-dashed line, which corresponds to the base case run with
no chemistry, slightly decreases as the O3 is being deposited to the ground. The short-
dashed line, which correspond to zero boundary conditions with chemistry, decreases
with time as new clean air enters in the domain. Figure 5.30 is to be compared with
Figure 5.23 which presents an abrupt decrease in the total ozone of the domain once

the boundary conditions have been zeroed.
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Figure 5.27: Time series plot of observed ozone concentrations in ppb (solid circles),
base case ozone predictions (solid line) and base case with wind reduced by a factor
of 4, with O3 deposition (dashed line).
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Figure 5.28: Time series plot of observed ozone concentrations in ppb (solid circles),
base case ozone predictions (solid line) and base case with wind reduced by a factor
of 2, with O3 deposition (dashed line).
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Figure 5.29: Time series plot of observed ozone concentrations in ppb (solid circles),
base case ozone predictions (solid line) and base case with wind reduced by a factor
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by the SARMAP model with a wind factor reduction of 2, SO2 boundary conditions
reduced by a factor of 10, and PAR boundary conditions reduced by a factor of 5.
The run starts at 0500 hrs of August 2, 1990.
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5.5.3 Zero Emissions

The zero emissions simulation consists of reducing all species emissions to zero in all
grid cells and at all times during the episode. The comparison of the zero emissions
run with those of the base case run is to ensure that the model responds appropri-
ately to radical emission changes. Physically, upon zeroing the emissions one would
expect the level of predicted concentrations to approach a level determined by the
inflow conditions. Such response in the dynamics of the simulation is crucial for the
suitability of the model to assess the effectiveness of control strategies designed by
the application of photochemical models.

Figure 5.20 compares the results from the zero emissions conditions with the base
case run for the August 1990 episode. Emissions are set to zero for all species start-
ing on the model spin-up on August 2. Most stations do not exhibit the strong
temporal variations that are associated with emissions. As expected, stations near
the boundary are less sensitive to emission perturbations. Crows Landing, Corcoran,
Gilroy, Livermore, and Stockton exhibit a small decrease in peak ozone concentra-
tions. These stations are influenced by the high background ozone levels imposed by
boundary conditions (40-50 ppb in the lower grid cells as shown in Figure 5.19). Such
high background concentrations are also the cause of overpredicting ozone levels at
night even when the emissions have been zeroed. These stations are the same sites
that present the greatest sensitivity to boundary conditions as shown in Figure 5.19.
As a result, it is recommended that the values of boundary concentrations, in par-
ticular those used in the eastern part, be re-examined. Inland sites, however, exhibit
the expected strong sensitivity to emission reduction. For instance, peak predicted
ozone concentration drops as much as 66% at locations like Fresno and Edison during
the zero emissions simulation. In addition, ozone concentrations for the zero emission
case are relatively constant at inland sites. Such behavior is the effect of constant

boundary conditions assumed for the modeling of the episode.
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Figure 5.31: Time series plot of observed ozone concentrations in ppb (solid circles)
and base case predictions (solid line) and zero emissions ozone predictions (dashed
line).
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5.5.4 Zero Dry Deposition

The zero deposition simulation consists of setting deposition velocities for all the
species to zero at all times. Comparison of zero deposition predictions with those of
the base case addresses the effect of dry surface deposition removal on concentrations
of primary and secondary species. For primary species (NO, NO2, and VOC’s) it
is expected that downwind concentrations are higher than those of the base case
when deposition is neglected. For secondary species, such as O3, the changes in
concentration are dependent on the propagation of primary species changes through
the nonlinear chemistry and ozone deposition itself. Figure 5.21 shows that predicted
ozone concentrations increased throughout the valley. Locations near the coast exhibit
an ozone increase of about 10 ppb. Ozone concentration at inland sites increased
by 20-40 ppb. The farthest downwind sites are most sensitive to perturbations of

deposition velocities.
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Figure 5.32: Time series plot of observed ozone concentrations in ppb (solid cir-

cles) and base case predictions (solid line) and zero dry deposition ozone predictions
(dashed line).
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Figure 5.32: (Continued)
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Figure 5.32: (Continued)
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