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ABSTRACT

CHAPTER T

Theories for organic donor-acceptor (DA) complexes in
solution and in the solid state are reviewed, and compared with
the available experimental data. As shown by McConnell et al. (Proc.
Natl. Acad. Sci. U.S., 53, 46-50 (1965)), the DA crystals fall
into two classes, the holoionic class with a fully or almost
fully ionic ground state, and the nonionic class with little or
no ionic character. If the total lattice binding energy 2eq
(per DA pair) gained in ionizing a DA lattice exceeds the cost
260 of ionizing each DA pair, e; + €o < 0, then the lattice is
holoionic. The charge-transfer (CT) band in crystals and in
solution can be explained, following Mulliken, by a second-order
mixing of ' states, or by any theory that makes the CT transition
strongly allowed, and yet due to a small change in the ground
state of the non-interacting components D and A (or D+ and A ).

The magnetic properties of the DA crystals are discussed.

CHAPTER IT

A computer program, EWALD, was written to calculate by the
Ewald fast-convergence method the crystal Coulomb binding energy
EC due to classical monopole-monopole interactions for crystals

of any symmetry. The precision of EC values obtained is high:
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the uncertainties, estimated by the effect on EC of changing the
Ewald convergence parameter % 3 ranged from + 0.00002 eV to

+ 0.01 eV in the worst case. The charge distribution for organic
ions was idealized as fractional point charges localized at the
crystallographic atomic positions: these charges were chosen
from available theoretical and experimental estimates. The
uncertainty in EC due to differcnt charge distribution models is
typically + 0.1 eV (+ 3%): thus, even the simple Hiickel model
can give decent results.

E, for Wurster's Blue Perchlorate is -4.1 eV/molecule: the
crystal is stable under the binding provided by direct Coulomb
interactions. EC for N-Methylphenazinium Tetracyanoquino-
dimethanide is 0.1 eV: exchange Coulomb interactions, which can-
not be estimated classically, must provide the necessary binding.

EWALD was also used to test the McConnell classification
of DA crystals. For the holoionic (1:1)-(N,N,N',N'-Tetramethyl-
para-phenylenediamine:7, 7, 8, 8-Tetracyanoquinodimethan ) EC = -4.0
eV while 2e, = 4.65 eV: clearly, exchange forces must provide
the balance. For the holoionic (1:1)-(N,N,N',N'-Tetramethyl-para-
phenylenediamine:para-Chloranil) EC = -4.4 eV, while 2e, = 5.0 eV:
again EC falls short of 261. As a Gedankenexperiment, two non-
ionic crystals were assumed to be ionized: for (1:1)-(Hexamethyl-
benzene:para-Chloranil) EC = =4.5 eV, 2g4 = 6.6 eV; for (l:l)-
(Naphthalene :Tetracyanoethylene ) L‘C = =4.3 eV, QP.O = 6.5 eV. Thus,

exchange energies in these nonionic crystals must not exceed 1 eV.
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CHAPTER III

A rapid-convergence quantum-mechanical formalism is
derived to calculate the electronic energy of an arbitrary
molecular (or molecular-ion) crystal: this provides estimates of
crystal binding energies which include the exchange Coulomb inter-
actions. Previously obtained LCAO-MO wavefunctions for the
isolated molecule(s) ("unit cell spin-orbitals") provide the
starting-point. Bloch's theorem is used to construct "erystal
spin-orbitals". Overlap between the unit cell orbitals localized
in different unit cells is neglected, or is eliminated by Ld&wdin
orthogonalization. Then simpie formulas for the total kinetic
energy QiT, nuclear attraction [KIKJXT, direct Coulomb [kk[k'k']X?
and exchange Coulomb [kK‘IX’X]XT integrals are obtained, and
direct-space brute-force expansions in atomic wavefunctions are
given. Fourier series are obtained for [KlR]XT, [KR[K'K’]XT, and
[kk’il'k]XT with the help of the convolution theorem; the Fourier
coefficients require the evaluation of Silverstone's two-center
Fourier transform integrals. If the short-range interactions are
calculated by brute-force integrations in direct space, and the
long-range effects are summed in Fourier space, then rapid con-
vergence is possible for [KIK]XT, [kklk’l']XT, and [kk'll*X]XT.
This is achieved, as in the Ewald method, by modifying each
atomic wavefunction by a "Gaussian convergence acceleration
factor", and evaluating separately in direct and in Fourier space

appropriate portions of [KIX]XT, etc., where some of the portions

contain the Gaussian factor.



vidd,

TABLE OF CONTENTS

Gallia est omnis divisa in partes tres

CHAPTER I. ORGANIC DONOR-ACCEPTOR COMPLEXES

A. Introduction and Literature Survey . 7

B. Theories of DA Complexes in the Gaseous State
and in Solution 3

C. Theories for DA Crystals . .

D. Comparison of Theory and Experlment

APPENDIX T .

CHAPTER II. CLASSICAL EWALD CALCULATIONS OF THE COULOMB
BINDING ENERGY OF SOME ORGANIC DONOR-ACCEPTOR CRYSTALS
AND WURSTER'S BLUE PERCHLORATE R EEE

A. Introduction .

B. Ewald's Method . i 3
C.. Description of Computer Programs EWALD and CELLMAP .
D. Results - General ¢ @ o ow @
E. Discussion of Test Crystals “ o w8 w3

F. Discussion of Wurster's Blue Perchlorate

G. Discussion of DA Crystals i & I

H. Results for MPNZT TCNQ™

I. Acknowledgments .

APPENDIX I .

CHAPTER IITI. A RAPID-CONVERGENCE FORMALISM FOR QUANTUM-
MECIHIANTCAL CALCULATIONS O THE LELECI'RONIC BINDING
ENERGY OF ORGANIC IONIC CRYSTALS 5 W W

A. Introduction . .

B. Bloch's Theorem and Its Consequences

C. Evaluation of Integrals in Fourier Transform Space 5
D. Fast Convergence . . s oW @ ’

E. Application to Donor- Acceptor Crystals

F. Acknowledgments :

BEPENDIR T s % = % o & w % ® & & 3 % 5 % & & 9 & » @

DPEPENDIX I « @ o = o = = = 4 &

Page
1
i §

5
12
24

32

65

65
70
93
106
143
144
149
155
158

157

163

163
168
179
188
193
195

197

203



ix

Page
BEPEENDIX TIT & & % 5 & & % § & 5 @ & % & % % & & & & 4 5 212
DPPBNDEX IV o & & = @@ & & @ % & 8 % & @ & % % © & % # @ 215
RETERENCES IR B T T i S S 217
ABSTRACT OF PROPOSTFTIONS o 5 & @ & % © @ & = © & & % & = 232
PROPOSITION I. ILATTICE SUMS FOR CLASSICAL MULTIPOLE
INTERACTIONS, AND APPLICATIONS TO ORGANIC DONOR-
BECEPTOR CRYSTAIE o w % & @ @ @ & % & @ @ & % @ & & % @ 235
4. Introduction . . ¢ w wm 235
B. Multipole Expan51on of the Cla851cal Coulomb :
Binding Energy . . “ W R @ R W R R W 8 E 3 237
C. Convergence of Lattlce Sums T R R R 242
D. Fast-Convergence Schemes . . . G W om o® F w % W 243
E. Effects of Induced Dipole Moments SR TR R TR S S 246
REFERENCES 2 s 2.5 % s & % @ % # & % % @ # 4 % & % & @ 3 249
PROPOSITION II. X-RAY CRYSTALLOGRAPHY OF DONOR-ACCEPTOR
CRYSTRIS & w w = 4 3 s = & @ & @ & m s % % & & @ w 1w @ » 251
A. Introduction . . . i % 251
B. The Bond-Length Argument and the Structure of
(1l:1)~-(IMED:pCHL)Y . « . & 3 251
C. The Effects of Charge Transfer on the Calculated
Electron Density i . w 255
D. A Holoionic DA Crystal for Whieh TF axnd D Have
Measurably Different Molecular Symmetries . . . . 258
E. Phase Transition in (1: 1) (pPD pChl)” s W oE maAE W W 260
F. Acknowledgments . . . . W o® om o om s 261
REEERENCES & 5 = & % 4 & & & 5 % 5 % & % 5 & % % & 4 @ 3 262
PROPOSITICN III. THE PHASE TRANSITION AND CHANGES IN THE
FINE-STRUCTURE SPLITTING OF A FRENKEL TRIPLET SPIN
EXCITON CRYSTAL: A HIGH-PRESSURE, LOW-TEMPERATURE,
HIGH-FIEID ELECTRON PARAMAGNETIC RESONANCE STUDY OF
THE ION-RADICAL SALT TRIPHENYLMETHYLARSONIUM (TCNQ)E o @ 265
A. Introduction . . . N R - T e s s 265
B. The Fhase Tran51tlon E oM v e G i W @ B m B @ % @ E 265
C. Soos' Proposal . . oW W A W W OB K W W W @ 269
D. ‘" The Fine-Structure Spllttlng 5 @ & @ 270

E. Xnown Fine-Structure Splittings for TCNQ Salts 2= 272



Page
F. Experimental . . . S 5 m B E s 274
G. Results, and a New Experlmental De51gn B % ke W ) S B 280
H. Acknowledgments = « = = = = % # & @ & & &+ & & = 3 284
REFERENGES & « w s = & w o m 4 @ & @ & @ & 0 & & # & & 3 285
PROPOSITION IV: SEARCH FOR QUARKS IN SEA-WATER: THE
USE OF ION-EXCHANGE COLUMNS . . & o ¢ « o + + o« o & o« & 287
4. Intpeduetion . = . o ®oE B BB OEE W ow om s 287
B. Search for Quarks, A Rev1ew g @ R EE R 289
C. TIon-Exchange Purification of Sea- Water 2 3@ B @ B s 292
D. Acknowledgments . . + + + + « + + + + & « « & & . . 293
REFERENGES . w » w » @ 5 & © % @ & @ & ® 8 @ & @ = @ % s 294
PROPOSITION V: SOLUTION DIMERS OF ORGANIC DONOR CATIONS
AND OF ACCEPTOR ANIONS. THE BENZIDINE REARRANGEMENT
REVISTIED & w o w ¢ @ o % @ @ & & & o ® 5 ® % & & 3 5 297
A. Calculations on Solution Dimers . . . o . . . . . . 297
B. The Benzidine Rearrangement . . « « « « « « « « « & 299

REFERENCES o w » @ » m s @ s & % @ & = % & & & & » & # 3 305



CHAPTER I

ORGANIC DONOR-ACCEPTOR COMPLEXES

ol»sgfwncnu'a goz_?
‘tclcg e xevdy fory 'touEe(‘un(j"t:qse,w-
E.it.El S’ d,swgtq, x&ivog ouxa‘t’ dor’ ocrvt_f
(Soukog adS? ofv:.:lﬁog oe'cng 2e xx=dy
st cecoy & 2 €7 tate rv.?.é &ZL‘PILTQC‘ ﬁé/\El.

Sophocles, Antigone 1023-1028
A. Introduction and Literature Survey
Certain organic molecules are known as "good donors" (D)

because their ionization potential ID is comparatively low:
+ - ~ T e
(101) D == 13" F= LpER & BeV;

other organic molecules are known as "good acceptors" (A) because

their electron affinity AA is fairly large:
(102) A —>+A + e 4,2 (1 6 2)eV.

When D and A are separately dissolved:'in suitable organic solvents,
'(or, rarely, water) they usually yield faintly colored or colorless
solutions; when these solutions are ﬁixed, an intense coloration
appears, and a "molecular complex" is assumed to be formed. Under
suitable conditions a precipitate is obtained with a color similar
to that of the complex in solution.
These '"donor-acceptor" (DA) or "pi" or ”intermolgcular

charge-transfer" (CT) complexes have been studied extensively both

in solution and in the solid state, and are of interest also in



inorganic chemistry. A complete survey of the literature is out
of the question here; rather, we refer the reader to recent review
articles by Mulliken et al. (1), McConnell (2), Nordio et al. (3),
and to books by Briegleb (4) and Andrews and Keefer (5); the review
articles by Kommandeur (6) and LeBlanc (7) are also of pedagogic
value. Instead, we aim to give here a brief account of the experi-
mental evidence and the theoretical arguments pertinent to the
ground state of the solid 1:1 organic pi complexes such as (1l:1)-
(Hexamethylbenzene:para-Chloranil) and (1:1)-(para-Phenylene-
diamine:para-Chloranil).

The salient feature of these DA complexes in solution is
their intense color; their optical absorption spectrum consists
of a superposition of the spectra of the neutral donor D and of

the neutral acceptor A, plus a very strongly allowed absorption

band that is responsible for the coloration, but cannot be
attributed to D, D+, A, A, or to the solvent; this band, which
(anticipating slightly) we call "charge-transfer" band, peaks at
" a frequency )Q:; which is empirically related to ID—»AA as

follows:

(103) ho* = Ip-—Aa + C,

where h is Planck's constant, and C is a constant of the order of
magnitude of 3 eV. If I - A, is relatively small (< 6 eV) and
if the solution is sufficiently polar, then the complex, if ever

formed, breaks up rather rapidly into the separately solvated



radical iéns D" and A7, and the CT band disappears. The complexes
in solution possess an electric dipole moment even when neither D
nor A alone have measurable moments. Furthermore, the heat of
formation AHCT of these complexes is relatively small, about 0.2
eV/pair,* which is insufficient for a true chemical bond but
resembles hydrogen-bond energies. In Appendix I we summarize in
two tables some of the data available in charge-transfer literature;
the purpose is two-fold: to provide a framework for the ensuing
discussion on theoretical models, and to place the crystal Coulomb
calculations of Chapter II in an appropriate experimental per-
spective. In Table I we collect experimental and semi-empirical
ionization potentials and electron affinities for a selected

group of aromatic donors and acceptors. The experimental ioniza-
tion potentials are from gaseous photoionization (Iex ) and

P

surf); the experimental electron

crystal surface photoionization (IeXP

affinities (Aexp) are from calorimetry and electron capture; the
semi—empirica; ionization potentials (ICT) and electron affinities
(ACT) are obtained from Briegleb's correlations (8,9) of solution
CT spectra. A discussion of the reliability of ICT and ACT is
deferred to the end of Chapter II. In Table I we also tabulate
the differences I - A for comparison with the data in Table

T €T
II. Table II contains most of the experimental information

“Throughout this thesis, we assume that 1 mole of DA com-
plex consists of Nj (Avogadro's number) donors D and N, acceptors
L; energy quantities are also quoted as eV/pair, or eV?DA pair,
i.e. electron volts per one D molecule and one A molecule.



presently available for the 1:1 complexes formed by the above-
mentioned donors and acceptors, namely: (i) solution data:
charge-transfer bands E"= hVé} and their molar absorptivities e¥%,
dipole moments u* and high-pressure effects; (ii) crystal data:
charge-transfer bands E, their molar absorptivities ¢, charac-
teristics of infrared (IR) and visible-ultra-violet (VUV) absorp-
tion spectra, room-temperature electrical resistivities £
activation energies for electrical conduction e,, concentration

of paramagnetic species at room-temperature (EPR), activation
energies‘ for paramagnetism at high and low temperatures eg and

ei, characteristics of nuclear electrical quadrupole resonance
spectra (NQR), charge-transfer bands in gases Egas, and effects

of pressure on E, €, p, EPR, whenever available; crystal-
structure data are also given: The D and A molecules are planar
and the 1:1 DA complexes invariably crystallize as linear arrays
of overlapping alternating donor and acceptor molecules DADADA...;
the intermolecular distances along the stacking axis are equal,
i.e. there is no distance alternation, but the D and A planes are
often not perpendicular to the stacking axis: accordingly we give
the space group, the D-A interplanar separation along the stacking
axis, and the perpendicular distance from D to the nearest A, as
well as an indication as to whether the molecular structure of the
crystal is known. In order to reduce the clutter, Tables I and II

are relegated to Appendix I.



B. Theories of DA Complexes in
the Gaseous State and in Solution

Enough was known about DA complexes in the nineteen
thirties to puzzle the chemists who sought theoretical explana-
tions for them (see Ref. (4) pages 26-28 for a historical review).
In 1942 Weiss (10) suggested that the CT absorption was due to a
transition DA.——'D+ﬁ_, but there is at least one stfong objection
against this interpretation: the transitions D—+D+, AL—»A"
are severally forbidden, and hence, if D and A are éeparate
molecules with small electron overlap, the DA —» D+A_ transition
is also forbidden, whereas the CT transition is strongly allowed
experimentally.

To get around this problem, Mulliken (11) proposed in 1950
that the ground-state wavefunction of the CT complex in the gase-
ous state or in solution,ﬁ¥h , 1s a linear combination of the
normalized wavefunctions ﬂﬂ = ‘D%>' and '4q EE\ D+Ai> « This is
a resonance between two valence-bond states or a configuration
interaction in the molecular orbital formalism.* lD%> is taken
to describe the complex formed by a small overlap between the
neutral donor molecule and the neutral acceptor molecule at an
equilibrium perpendicular distance of 3.2 to 3.5 i, i.e. cloée to
a van der Waals distance; this complex is bound by all the

electronic effects of the approach of D to A, plus electrical

. *For a translation of Mulliken's theory intc molecular-
orbital language, cf. Dewar & Lepley (12).



dipole-dipole, London induced dipole-induced dipole, charge-
dipole and charge-induced dipole, and hydrogen-bond forces.
\D+Ai> describes the complex formed by a small overlap bhetwecen
the donor monocation D+ and the acceptor monoanion A ; the bind-
ing forces are the same as for IDA> , plus the fairly large ion-
ion and ion-multipole forces. So, to first order, Mulliken

writes for the ground-state wavefunction of the DA complex:

(104) ¥, = aN}DA> +BN[D+A>7

and assumes ay >> bN' For the "charge-transfer excited state" of
the DA complex Mulliken defines the wavefunction (again to first

order in the perturbation expansion):
AT — b A
105 = a DA> D>

where ap >> bE and moreover ay ~ ap, bN Q’bE' After defining the

matrix elements:

(106a) H = {oa|# oAy,
R H, = <pAlF DA,
(106¢) Ho, = <DA|R DA,

AL
where J is the "appropriate'" Hamiltonian, and the overlap

integral:

(107) S = {pA|DA),



we can write:
il = - - =
L1088} h'3'}:':1- - Hu + Re Hoo Ry =

(108b) = I,-Aa +{E‘5+RE'—HOO—RN};
where ES is the binding energy of ‘lD+A_> relative to D' and A~ at
infinite separation, and RN, RE are valence-bond "resonance
energies™. This explains the attribution of h?éT to a "charge-
transfer" transition. By second-order perturbation theory we
can obtain estimates for RN’ RB as follows:

- (Ho1 —-;5’\-100)""
Hy4—Hoo 4

Q“O*’ S ,S' H-H)q.
H‘H - HOO 7

IR

(109a) RN

R

(109b) RE

whence we get for the second-order splitting:

(109¢) RE—RN = 24 + 'S“(H;"'H;) —2 S Hey (HOO+ Hqs)
H44 = Hoo ’

and for the total splitting:

2. 2/, 2\ _
(110a) hy™ = H.-H +ZH04+S (Hoc""Hu\ 2 S Hoy (HogtHod
"4

or:

(13053 hv:-r =1L ~An +{[' Eg = Hool + [245; 5 (Hoo""'h‘)"ng,,(Hm-rHu)]}.

xb"AA +[E$ - Hoo]



Here we see that the linear relationship between hpzTand ID-AA:M1
Eq. (103) follows if the term in braces in Eq. (110b) is approxi-
mately the same for all complexes, and that a parabolic relation-
ship obtains if only the quantities in square brackets in Eq.
(110b) are constant for all complexes. These conditions seem to
be satisfied to the extent that linear and parabolic least-squares
correlations of CT spectra have yielded reasonable values for ICT
and ACT’ but this situation must be considered as a "lucky," for-
tuitous consequence of the Mulliken formalism since it has no
a-priori theoretical justification and does not reinforce the
correctness of Mulliken's theory. Rather, Mulliken's real and
fundamental contribution is to have made the *fN-———v*VE:transi—
tion theoretically strongly allowed, so that reasonable extinction
coefficients can be estimated. After assuming, without loss of
generality, that 1kN, ﬂfE are orthonormalized, one may calculate

b

a

a bE from electrical dipole moment data, or from heats

N’ PN’ CF’

of formation AH., and hvé%, or, finally, from e€¥. 1In Fig. I we
give a schematic energy level diagram for a 1:1 DA complex in
solution, together with numerical estimates of the quantities
mentioned above, calculated by Briegleb (4) for (1:1)-(Hexamethyl-
benzene:para-Chloranil) and (1:1){Naphthalene:para-Chloranil)
[(1:1)-(HMB:pChl) and (1:1)-(Naphth:TCNE)]. Note that DAY and
]D+Ai> could have chosen to be orthogonal. Let us define ID@kL

+ _
and 1D A> so that:
1 A
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® [32s] 1 Ve y
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[1-56] e
(4-94]
{o,A}
4 \ Jquoo (-0-147)
Y [~0.065] AH
DA Ryloos9 |02
oA \I[] Foms)
Figs I

Schematic energy-level diagram for 1l:1 DA complex in gaseous

state or solution, according to Mulliken (not to scale).
means "D and A at infinite mutual separation"

{D,n}
e+ (In parentheses)
[in square brackets] the energy values in eV calculated by
Briegleb (4) (for (1:1)-(HMB:pChl)) [for (1:1)-(Naphth:TCNE)];
the values for h ¥op are the mirror points between CT absorp-
tion and fluorescent emission energies at 83°K; thus vibrational
effects are accounted for. For (1:1)-(HMB: pChl) Brlegleb cal-
culates ay = 0.957, by = O 209 (whence 4.4% CT), a
bEmO306 8—00985

5= 0:983,
g = ~0.391 eV; for (l 1)-(Naphth: TCNE)
he gets aN = 0.945, 8 245 (6.3% CT) ag = 0.973, by =
O 341, S = O 091, HOl = —O 427 eV. Note:
N/(aﬁ + b )

6 (EF &8 lOOx
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(111) (l DAZ)WD*A’Z =0,

where T denotes Hermitian conjugation. Then ay, bﬁ; aﬁp bE, Hgg,

Hii, HS&, RE‘= —Rﬁ; and Eg'replace ay» by ags bps H_o» Hyqs Hyqs
Ry» Rps and Bg respectively. Then:
T
(112) R: = (H3) I
NOOHE —HE E 7
' 1 00
and:
W s o =
(113a) hvcr = H,, — Hgs +2RZ =
‘ a)2
(113b) = ID"AA+{[E$—H$]+ 2[ (H439)] }
I -Aa~Leg —HE]

replace Egs. (109, 110) and, if the overlap S was small to begin

with, then at = a; b = bl will differ slightly from a b

N~ B> °N T °E N’ %’ Pw
bE' The numerical values quoted in Fig. I for (HMB:pChl) change
somewhat upon orthogonalization, and are given in Fig. IT. HOO
expresses the binding due to the London induced-dipole-induced-
dipole attraction forces and is relatively small. ES is large:
it consists of a direct Coulomb part H, an exchange Coulomb con-

tribution Bxs’ and a London-type term EL:

(114)‘ ' ES = H + B,
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o
? {D*, A, e,"}
? Ap (437)
[1-60]
oAy 4 |
"“ EX (~u939
Iy (795 ‘,| Cso3z]
[8-25) \
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|
|
L
H;, (1-645)
¢ [er]
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O+ = ‘I (~o1e9
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LA \

n‘-( 3)
A=

IR#(—M:@ (-0-232)
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by
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Fig. II

Schematic energy-level diagram for 1:1 DA complex in gaseous
state[o;>501ut11n according to Mulliken's theory modified so

that [DA), and D+A;b_ are orthogonal.
ag_aE:0967 bRy

100 (b*)

270ad)? + (b*)i] 01

= g+

-0.496 eV. -

= 0.957,

Note:

For (1:1)-(HMB:pChl)
bE = 0,256 (6.54% CT), 8%~ = 0,

464 eV; for (1: l) (Naphth TCNE) a
0.289 (8,36% CT st

=2 0, H™ =

=
Ol'b*

b.h
% o i
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In Chapter II we see from estimates of H that EXS + E, must be
about as large as H if the values of ES quoted in Figs. I and II
are to be obtained; ?E is probably of the order of magnitude of

H i.e. negligible compared to ES' Thué exchange forces must

00’
be very important in the CT excited state.

C. Theories for DA Crystals |

| It would seem that Mulliken's theory allows a priori for
almost any relative admixture of states in “Pé and 1Vﬁ, except
that if ay = bN and ag = bE obtain, then second-order perturbation
schemes can no longer be used to calculate RN’ RB.* The possi-
bility of observing almost any "percentage of charge transfer'
within the spectrum of all organic DA complexes underlay much of
the intuitive chemical thinking in the 1950's, but received a
severe jolr.by the accumulating experimental data and by the
theories on DA crystals presented by McConnell et al. (13): they
proposed thatat(fkf* 1:1 organic DA crystals fall into two
distinct classes: one consists, to first order, of formally
neutral D and A molecules (we shall call this the "nonionic"

class ), the other consists, to first order, of donor monocations

This seems to be the case for (1l:1)-(Pyridine:Iodine)
complex (25% CT according to Ref. (4), p. 22) but we are not
concerned with Iodine complexes in this Thesis.

wedk

Experimental results described in this Thesis suggest
that this cla551f1cat10n is valid to about 400°K; at this tempera-
ture,even 100°K below the melting point, ERRsuggests irreversible
changes in the crystals.
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5 and acceptor monoanions A  (we shall call this the "holoionic"
class). This classification was partly suggested by experimental
data, and partly by a previous theoretical study by Krugler,
Montgomery, and McConnell (14). The spectrum of charge excita-
tions in a neutral lattice and its mirror equivalent of neutral
excitations in an ionic lattice had been obtained by Krugler et
al. via second quantization techniques within the framework of
the Hartree or "molecular-field" approximation. A CT Hamiltonian
éz(j.for a one-dimensional cyclic linear chain of NO equidistant
D and NO A molecules was diagonalized; the energies involved in
the creation of a concentration of charged singlet excitations of

the type:“

|DA...paDADA...DAY — |DA...DAD] A} DA...DD or

—> [DA...D% aDADA] ...DB)

are: (i) the energy Ip-By = 2e¢  required to ionize a DA pair,
(ii) the ionic crystal binding energy 2Iﬂfﬁ_gained if all the
' NOI)molecules and the N, A molecules are converted to their ions

alaats

D" and A”, (iii) the so-called "Mulliken resonance integral' ¥

" # denotes a spin, ¥ B spin. The sign convention for €
(and for ef below) is that of Ref. (14), and not Ref. (13). Also
we use Avogadro's number Ny throughout. Spin excitations are not
considered at this point, so total spin zero must be conserved.
Spin labels will be specified below only when necessary.

ol
¥ corresponds to HJ', and is equal to it but for London
dispersion forces and charge-induced dipole interaTtions. For
convenience, orthonormalization of the pure state DA...DA...DK)
(No D's and Ny A's at the equilibrium distances within the
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(115) ¥ = <DA...DADADA... DA l%%c_r}DA ...DADJIA] DA ... D/>’

an off-diagonal matrix element which allows second-order mixing
of ionic states in the nonionic crystal ground state, and of non-
ionic states in the holoionic crystal ground state. In terms of
Fermion excitation creation operators :?:.and annihilation
operators 3;, ( ﬁif creates D from D if n is even, A  from A

if n is odd) the excitation density j’ is the expectation value

of the number operator:

(116) j’ 21\3 Z <§: 32»1.> ’

il

aN ANG-1
= A A ,;_r A+ A A
wn =) wfif wx) FE+.E)-

n=1 =)
= "1- A A 2N, 1_
k' | :5::21-, 51 * ‘1:F2N° w ;€1f;n :Fh.}.

crystal) with respect to lD+A_...D+A—...D+Ai> (N, D''s and
Ny A™'s) is tacitly assumed, even if difficult to do exactly

(cf. Chapter III). In reality ¥ depends on the overlap between
adjacent D's and A's in the crystal. We write {D,A,..., Bl 44
D,A} to depict Ny free D and N, free A molecules, all at infinite
distances from each other; we attach similar meanings to

ID* B8 5 v aay DA 8, oD, 8@ ) gnd wpite 4D,A, .. ,DADNRC,
D,AB,...,D,A} to depict N,-1 free D molecules, N, -1 free A molecules,
one DT ion, and one A~ ion. {D,A,...,D,A,D,A,D,&,...,D,A} is
identically {D;8s0xs BBy s ey DAY «
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The term in braces approximates the excitation-excitation inter-
action: it is the Hartree direct-Coulomb interaction operator.
Exchange Coulomb, multipole field, and multiple jonization effects
are formally neglected in this treatment. One may, ﬁowever, Iump

into e, that fraction of the exchange Coulomb and the multipole

i
field energies that is proportional to.f in the same way as the
Madelung energy. Similarly, another part of these energies can

be lumped into s (see below p. (17)). The diagonal elements of

A
3ZCT give the crystal energy:
B
(118) E = 2N0(69?+e19),

and, if {K/é;l ,[zr/e1) are small, E will determine the ground
state of the crystal. Thus if e, + € > 0 then the crystal is non-
ionic (f==(ﬂ,and if ey + €, < 0 then the crystal is holoionic

GP = %)?to first order. 1In the (rare) case &y + €4 e 0 two
separate crystal forms, nonionic and holoionic, or else the
coexisténce in the same crystal of domains of one and the other
form are conceivable. The Yy -perturbation will function as Hé&
in Mulliken's theory to create a few D+A_ pairs in the nonionic
lattice (a few DA pairs in the holoionic lattice) or, equivaiently,
'X will perturb uniformly the neutral (holoionic) lattice by
admixing a small amount of ionic (neutral) character in the ground
state of each DA (D+A_) pair in the crystal. Intense intermolecu-
lar optical absorption bands are predicted to be due to the charge-

transfer transition thT (back charge-transfer transition (BCT)

h ) in the nonionic (holoionic) crystal.

’5eT
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The arguments of McConnell et al. can be understood quali-
tatively by stating that a cooperative effect* (which is made
possible by the long range of the direct Coulomb interaction)
will favor the formation of a holoionic DA crystal from neutral
donors and acceptors if and only if the binding energy gained by
ionizing the lattice exceeds the energy required to ionize each
DA pair, and by further declaring that charge-transfer mixing in
the ground state of these crystals is relatively small (less than
ten percent?).

Assume that the pure normalized state DA...DA...D4> 3
orthogonal to |D+h_...D+A"...D+Ai> , 1s stabilized with respect
to the state {D,A...,D,A,...,D,Q} by an energy EP which consists
mainly of van der Waals forces. EP is probably close to Hé;
because of the extremely short range of van der Waals forces.

The molar crystal interionic energy Qel per DA pair is the energy
difference between the states 'D+A_...D+A_...D+Ai> and
{D+,A_,...,D+,A_,...,D+,A_} and consists of the Madelung energy
EC (due to direct Coulomb interactions between all the D+ and all
the A~ ions in the holoionic crystal, cf. Chapter II), of the
energy Ex due to the Madelung-type contribution of the exchange
Coulomb interactions, and of the energy Em due to the Madelung-

type multipole interactions:

%

“The ionization of a DA pair in |DA...DAD'ATDA...DA> will
increase the probability of ionizing the nearest-neighbor pairs,
etic
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£1193 2e, = E.+E,+ E,,-

The part of the exchange and multipole interactions which involves
. + -
adjacent D and 2 can also be lumped into 260 as an additional

i E :
term (presumably negative) —

(120) 2€, = ID-AA-v-E“" .
EC’ Ex’ and Em are all expected to be negative (i.e. binding), and

a good first guess for Em is Em = Ep and if EP = Hoo then we may
1 EC is expected to be the dominant term, but our
Madelung calculations (cf. Chapter II) show that the neglect of EX

assume Em << 2¢e

is a dangerous oversimplification. The creation of a state
DA...DADy Ay DA...DR» from the state |DA...DADADA...DA) costs

Qeo—Ep for ionization, plus a binding energy ef < 0, where:

’ /.
H + Ex +*E.. 3

1

(121) e/

as before, H is the direct Coulomb attraction between bt and its

. nearest neighbor A~, E; is the interionic exchange Coulomb energy,

similar in magnitude to Ex’ and Eé is the multipole term, pre-

sumably small. Thus the energy of IDA...DAD+A—DA...D5> lies:
(122) €,=2¢e +€/ - Ep

above the energy of IDA...DA...D§> . The energy of the state

,D+A_...D+A_DAD+A_...D+Aj> is e ; above the energy of the state

ID+A_;..D+A"...D+A:> , where:
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(123) €. = —he + €/ -2¢e,,

Consider the nonionic DA crystal, €5 + € > 0, whose energy

level diagram is depicted in Fig. III. The resonance stabilization

energy for the ground state is (in eV/pair):

"'Xz

(124a) = ——————
. R“,DA 2e_+2¢,

b

and the destabilization for the CT excited state is:

Z.

¥
Re +2e,

(124b) Re,pa =

The ground state wavefunction is:

- - e P
(125370, o = Baa DA DAL DA B o, [FA L DA DA,

where aN,DA >> bN,DA’ and the CT excited state wavefunction is:

2 ¥ AT DA - s )
(25b)ny - =a EM\\) CLL DA be 5a [DA - DA.. DA,

: + - + - -

and since <DA.. .DA...DAID A"...D'A"...D"a > = 0 by construction,
therefore aE,DA = aN, DA and bB,DA = bN, DA° Next, consider the
holoionic DA crystal, e, +* &y < 0 (Fig. IV). The resonance

energies are:

R o pae = =
(126a) ", DA R e, +2e,

(126Db)

I

|
Py
m
\‘ 73
3

|
Na s
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the ground state wavefunction is

+ - = ot
(15755 \K,ow— = &, o, K DA ...DA>+b"'D,A“DA... DA.. DA,
where aN,D+A' >> bN,D+A" and the BCT excited-state wayefunction
is:

(127b) ﬁ{f%m_ =8 - [PA-- DA..DA) — loE/ s }D"A“ .. DAL D*A‘>)
and again aE,D+A" = aN,D+A" bE,D+A' = bN,D+A' because of the con-
venient orthogonalization.

By order-of-magnitude estimates of the energies involved,
McConnell et al. (13) showed that the Y -perturbation is indeed
small enough to justify the above classification. The experimental
data presented in Table II support strongly these arguments, but
we defer their aiscussion until after we dispose of the theories
of Kommandeur, and after we mention the alternate theories for
solution and gaseous CT bandé by Hanna and Boeyens.

Kommandeur and Pott (15,16) have advanced theories which
are exactly opposite to those of McConnell et al.: they propose
the existence of "molionic" crystals, in which the species D+, B,
B, A, D++, A coexist simultaneously. They first proposed (15)
~that the charge-induced dipole interactions between the charges
on the ions and the induced dipoles on the neutral species in a
molionic lattice might make the molionic lattice more stable

(lower in energy) than either the nonionic or the holoionic
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lattice. Their calculation of the electric fields in a highly
idealized NaCl-type molionic lattice (by Evjen techniques?) are
suggestive but hardly convincing; in Proposition I of this

thesis we present Ewald-type electric field calculations on real
DA crystals which, if reasonable experimental values for molecu-
lar polarizabilities can be found and digital computing funds are
made available, could prove or (more likely) disprove Kommandeur's
contentions about the relative importance of such effects. 1In

an experimental paper on crystals of (1l:1)-(Tetramethyl-para-
phenylenediamine:para-Chloranil) [ (TMPD:pChl)] evidence is pre-
sented by Pott and Kommandeur (16) for the presence of TMPD" " and
pChl™~ ions and of TMPD and pChl neutral molecules in the ground
state. Their EPR "identification" of the paramagnetic species
.as pChl™ excited states by the comparison of g-values for crys-
tals of (TMPD:pChl) with the g-value of pChl in solution is
untenable (one could be convinced if the g-value for say, Li+
pChl™ crystal had been obtained, but then the extreme narrowing of
the (TMPD:pChl) resonance would be difficult to explain). Their
optical absorption spectrum assignments are erroneous, and have
been correctly assigned to TMPD " and pChl in a single-crystal
polarized optical absorption spectrum study by Amano, Kuroda, and
Dkamatu (17). The X-ray evidence (bond distances and angles)

which was published later by de Boer and Vos (18) seems to argue
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for the presence of TMPD and of neutral chloranil and is more
difficult to dismiss forthwith; it is considered in greater detail
in Proposition II. Suffice it to say here that this would not be
the first known example of a refinement of a molecular structurec
which proves to be chemically unrealistic. It is remotely
possible that DA crystals for which e, + €, € 0 could be molionic,
but none of the DA crystals studied to date can be safely assigned
to such a category.

We turn now to a more disturbing thought: 1is there really
CT in DA complexes in solutions, gases and solids? Mulliken and
McConnell's theories jointly show that the CT mixing of states is
a relatively small effect in all DA complexes, i.e. a "less than
ten per cent" effect. Given the present state of sophistication
of quantum chemistry, many a theoretical effect could conceivably
be "adjusted" to account for some of the experimental aspects of
DA complexes. The dependence of thT on ID—AA is not a strong
proof of Mulliken's theory, especially since Scheibe noticed (19)
>that the energy of the lowest excited singlet state of isolated
aromatic hydrocarbons is proportional to I.; Kollaard and Colpa
(20) have accounted for this by Hartree-Fock self-consistent

field calculations. In a tour-de-force, Boeyens (21) used

parametrized electron-in-the-box calculations to account for CT
bands. In a more serious effort, Hanna (22) has recently calcu-
lated the interaction between the electrical field due to the non-

zero electrical quadrupole moment of benzene, estimated
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theoretically, and the experimental field-induced polarizabilities

07 BI‘Q, IQJ

able values for AHCT and for the dipole moment of the complex, uw,

of C1 and ICl: by these means Hanna calculates reason-
and argues that CT need not be invoked in the stabilization of
the ground state of these benzene-halogen complexes. The CT
optical transition is not discussed by Hanna, and the tantalizing
questions are: (i) what would the intermolecular excited state
WPE be in Hanna's theory, (ii) can the experimental intensities

of the "CT transition" be accounted for by quadrupole effects,
(iii) can the polarization of the CT band in the soclid (see below)
be accounted for? This writer does not feel qualified to take a
position on these questions, and eagerly awaits further develop-
ments. In any case McConnell's classification of solid DA com-

pPlexes would survive in its essentials.

D. Comparison of Theory and Experiment

At this point, comparisons may be drawn between Mulliken's
:theory for DA complexes in gases and solutions, McConnell's theory
for DA crystals, and the representative experimental data collected
in Table II.

The CT optical absorptions of the so-called "weak" DA com-
plexes in solution (e.g. benzene through perylene, ID = 9.24 to
7.0 eV, with all acceptors) are mildly solvent-dependent, and
occur at the same energies as thé solid CT optical absorptions to

within 0.1 eV, i.e. a vibrational overtone or so, and solution
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and solid CT bands have the same intensities. Thus the same

theoretical explanation must account for both the solution and

solid CT bands; this is accomplished by the complementary theories

of Mulliken and McConnell. Also, the relative geometrical con-
figuration of D and A must be very similar in solution and in
the crystal.

The optical absorption spectrum of solutions of "strong'
DA complexes (donors: Phenothiazine (PTZ), para-Phenylenediamine
(pPD), and TMPD, ID = 6 to 7 eV; with acceptors: 2,3-Dichloro-5,6-
dicyano-1, 4-benzoquinone (DDQ), 7,7,8,8-Tetracyanoquinodimethan

(TCNQ) through pChl, A, = 1 to 2 eV) is difficult to obtain experi-

A

mentally, because cof the rapid formation of the separately sol-
-+ =

vated radical ions D and A : this is especially true in polar

solvents. It has not been definitely established whether the CT

band is accompanied by the absorption of the neutral D and A or

+ -
by bands due to D and A:. Of the two possible mechanisms:
very fast .
>

(i) [D in solvent cage (SC)] + [A in SC]
[DA complex in SC, ground state mostly ]Dé}, ay >> by
with higT absorption] T2y 9% 9y g0l 4 I 40 s,
¢id) [D in 861 + [B im S¢] ¥ I88Ly Ips complex in SC,

P\

+ . . W
ground state mostly lD A>, ay <<< bN’ with hvBCT
absorption 1 —22t [p* in scl + [A™ in Scl,
the former seems to be favored by the evidence presented by Foster

et al: (23,24,25,60), but there remains a great need for definitive

kinetic studies using fast-reaction techniques. The optical
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absorption and reflection spectra of crystals of "strong" DA com-
plexes consist unequivocally (17) of the spectra of D+, A, plus
an intermolecular band that in light of McConnell's theory must

be a BCT band, hvB The crystal BCT band occurs at 1 to 1.2

or
eV, and seems to be 0.3 to 0.5 eV to the red of the solution
intermolecular band (see also Ref. (123)). If the solution band

is indeed due to CT and not BCT, it is surprising that h?CT and

hw»

1
BOT shguld be so close!

Polarized optical absorption studies of DA crystals,
coupled with X-ray molecular structure determinations, have
established conclﬁsively that the CT (and BCT) absorption is
highest when the electric vector of the absorbed radiation is
parallel to the line connecting the center of D (D+) with the
center of the nearest-neighbor A (A_), as is expected from
Mulliken's theory. It is also clear that multiple CT bands
must be due to a contribution of several molecular orbitals

of D (less probably of RA) to the CT configuration interaction.

ote
'~ 0

Detailed solvent, temperature, and pressure effects on thT’ ex,

thT, h», e will not be discussed here.

BET?
The relative geometries of D and A in the solid state

deserve a few comments. Some complexes partially disordered,

sometimes hopelessly so [(1:1)-(Anthracene:sym-Trinitrobenzene);

(1:1)-(PTZ:TCNQ); (1:1)-(10-Methyl-PTZ:TCNQ) (26); (1:1)-

(2,3,5,6-Tetramethyl-1, 4-diaminobenzene:pChl) (27)]. Most

DA crystals exhibit D and A molecules that lie in parallel

planes and either overlap completely
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((TMPD:pChl)) or, more often, partially; the perpendicular inter-
molecular distance Tpa is close to the van der Waals interplanar
separation in graphite (3.40 3), but there seems to be no correla-
tion between Zpa and ID_AA’ or between ID-—AA and the angle of
tilt Of';DA with respect to the stacking axis.

The solid DA complexes are semiconductors. The holoionic
crystals are much more conductive than the nonionic ones; in fact,
some holocionic crystals are among the most conductive organic com-
pounds known. The mechanism of conduction is unknown in either
‘class, and attempts to link the activation energies for conduction,
e.s with thT o hvBCT have failed. The low level of reproducibil-
ity, especially of data obtained from crystalline powders, suggests
very strongly that the conductivity is often affected, or even
dominated, by the impurities present in the crystals.

The detection of ionic contributions to the ground state
of DA crystals has interested many investigators.* Nuclear
electrical quadrupole resonance (NQR) techniques have met very

' limited success (28,29,244). BAn upper limit of 10% CT was esti-

mated for (1:1)-(HMB:pChl) by Douglass (28) in accord with the

"It is interesting to quote here the cautious remarks of
Salem (Ref. (30), page 463): "In the intermolecular case, the
existence of a donor-acceptor complex itself is not conclusive
evidence of charge transfer in the ground state. Although part
of the stability can be attributed to the depression of the ground
state through admixture of a small percentage of CT state, there
may be other stabilizing effects, such as back-coordination
involving the interaction between filled orbitals of A and empty
orbitals of D, so that one should not take too literally the name
CT complex."



28

data of Figs. I and II. The extreme susceptibility of the NQR
signal to chemical impurities and to lattice defects seems to
have defeated the efforts of Hughes (31) to extend the work of
Douglass to other pChl and DDQ complexes. Methods of detecting
percent CT which seem highly questionable include: (i) estimates

from calculations of the X-ray structure factor F €32,33);

000
(ii) estimates obtained (34) from comparing and superimposing
optical absorption spectra of KBr pellets of solid DA complexes
(where D is 1,6-Diaminopyrene (DAP)”) on the spectra of the
presumed components D, A, D+ and A" ; (iii) estimates from shifts
of IR absorption bands which are attributed to the effect of
"partial" formal charge (35,94). Possibly realistic estimates

of partial CT may have been obtained with DA complexes with NO2

as a paramagnetic acceptor from the size of the N15 hyperfine
splitting of EPR lines (36).

Temperature-dependent paramagnetism is present in holoionic
complexes but not in nonionic complexes.** McConnell et al.
explained this by proposing that whereas in nonionic crystals the
lowest possible paramagnetic state is a triplet (Frenkel) exciton

DA...DAD; a3 DA...DA) , which exists only at relatively high

energies above the ground state "Yh.DA, on the other hand in
b

ote

Much of the work on crystals of the DAP complexes may
have to be repeated in order to clarify the conflicting data
reported in the literature.

. v

Except for impurities already present in the badly puri-
fied D or A, or for lattice defects introduced during the crystal-
lization.
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holoionic crystals the thermally accessible paramagnetic state
|D3 A% ...Dy A3 Dy A3 D'pAL... Dy A} ) is degenerate with the pure
state |D3 A ...Dy A, Dy A, D3 A} ...Dy A],> in the first approxi-
mation, and ends up slightly above the crystal ground state
“VN,D+A‘ when the latter is lowered in virtue of the second-order
CT mixing of si:étes. The energy of the triplet Frenkel exciton
in nonionic crystals lies €:n & 260 + ei eV above \kﬁ,DA' This
exciton has not yet been observed experimentally, but may be
accessible by optical pumping and detectable by EPR if it is a
sufficiently long-lived state. In holoionic crystals the state
D+A_...D+A_D;.A; D+A_...D+Aj> is a spin excitation of an anti-
ferromagnetic linear chain of spin-1/2 entities, governed by a

spin Hamiltonian:

(128) 7{ - 2 : j§1.§i+1)
S?;n 3 '

&%
where by second-order perturbation theory one estimates:

™

-4
(129) J = —
BRE

¥ 1is given by Eq. (115) above; AE could be either 2e + 2gq or

rather, if we assume that the first-order states involved in the
¥ -perturbation are D+A‘...D+A“...D+A“.> and |D7A™...D"ADAD A

.. .D+A"> then:

"There is an erroneous factor of 4 in the numerator of Eq.
(10) of Ref. (13). J corresponds to el in Table IT.
S
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(130) DAE =e, = -le, +€/ —2¢_ - =

The state |Dy Ay ...Dy Ay Dy Ap DL AL ...DY Ay» is a triplet
state, but since all D' to A distances along the linear chain

are equal, it is susceptible to spin exchange, aided by the inter-
ionic Coulomb attraction;* hence the spin excitation is rapidly
delocalized over the chain and becomes a spin wave with no
detectable fine-structure splitting, or, as Soos calls it (37),

a "Wannier spin exciton." The rapid delocalization of this
thermally produced Wannier spin exciton is sufficient to not only
eliminate the fine-structure splitting characteristic of localized
triplet states and Frenkel triplet spin excitons, but also wipe
out all or almost all the hyperfine structure from the EPR spec-
trum, so that one observes an extremely narrow line, with line-
width less than 1 Oersted and a g-tensor whose diagonal values
are all close to 2.0 and are a complicated function of the
g-tensors of D' and A”. Soos and Hughes (38) have studied the
a-form of (pPD:pChl) in great detail, and have shown theoretically
and experimentally that for the Wannier spin exciton the spin-

exchange activation energy J and the EPR line-width are, to first

order, independent of the concentrations of spin excitons, and

“on the other hand, interionic Coulomb repulsion and the
alternation of interionic distances preserves the "local" Frenkel
character of the triplet spin excitons for the linear chains of
D* in Wurster's blue perchlorate (212) and the linear chains of
A" in (Triphenylmethylphosphonium"‘)(TCNQ)E (92).
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hence are relatively insensitive to temperature and pressure
changes. They tentatively attributed the low-temperature EPR
spectra (with lower spin concentration activation energies es)

to chain-termination effects, but a report of alphase transition
(18) in (TMPD:pChl) at low temperatures places some uncertainty
on this interpretation (see Proposition II). Soos also
attributed (39) a line-narrowing and g-factor anisotropy decrease
with increasing temperature at > 315°K to dipole-coupled delocali-
zation of the Wannier exciton over all the magnetically inequiva-
lent chains, i.e. he believes the Wannier spin exciton is "thrce-
dimensional™ above 315°K;* Soos's theory must yet be buttressed
by X—ray crystallographic proof that the effect is not due to aA
phase transition (see Proposition II).

Holoionic complexes exhibit irreversible changes in EPR
signals above about 350°K (38) and in their conductivities above
about 350°K at 1 bar, or at about 300°K above 200 kilobars (40);
these changes indicate some subtle breakdown of the holoionic
lattice far below its melting point (or, rather, diffuse decomposi-
tion point) at about 450°K.

In Chapter II of this thesis we perform classical calcula-
tions of EC and H for two nonionic (HMB:pChl and Naphth:TCNE) and
two holoionic (TMPD pChl” and TMPD'TCNQ ) DA crystals in an attempt

to estimate € and ei, and to confirm the McConnell classification.

*In this case there might be a measurable Hall effect!
It should be noted that the efforts of several investigators to
measure a Hall effect in DA crystals have been unsuccessful (41).
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Footnotes to Table I

a: DDQ = 2,3-Dichloro-5,6-dicyano-para-quinone or
2, 3-Dichloro-5, 6-dicyano-1, 4-cyclohexadiene-1, 4~
dione

b: TCNQ = 7,7,8,8-Tetracyanoquinod&mephan or
2,5-Cyclohexadiene-A »@3% O _gimalononitrile

c: TONE = 1,1,2,2-Tetracyancethylene or
’ Ethene-1,1, 2, 2-tetracarbonitrile

d: pBro = para-Bromanil or
2,3,5,6-Tetrabromo-1, 4-cyclohexadienedione

e: pChl = para-Chloranil or
2,3,5,6-Tetrachloro-1, 4-cyclohexadienedione

f: s-TNB = sym-Trinitrobenzene or 1, 3,5-Trinitrobenzene

Naphth = Naphthalene

h: HMB = Hexamethylbenzene

i: Anthr = Anthracene

j: DMA = N,N-Dimethylaniline

k: PTZ = Phenothiazine. Note that neutral phenothiazine

is known to be non-planar (55,56) but its mono-
cation is predicted to be planar; see discussion
below, Proposition IT.

1l: DAP = 3,8-Diaminopyrene or 1,6-Diaminopyrene
m: MPNZ = N-Methylphenazine or 5-Methylphenazine
nZ pED = para-Phenylenediamine or 1, 4-Diaminobenzene

o: TMPD = N,N,N',N'-Tetramethyl-para-phenylenediamine
¥: Assumed value for the evaluation of all other I, from
CT spectra, Ref. (8).

1: Value extrapolated from IZ:;f, Ref. (46).
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Footnotes to Table II: Explanation of Symbols

T -

Tt

() ;
+

..

* :
g
Q:[[4]] -

[

Q:[[¥]] :

P 21/5

3.50 A,

3.50 A,

M

The solid charge-transfer absorption of a single
crystal of the complex is highest for plane-
polarized light with electric vector parallel to
a line connecting the center of the D molecule
with the center of the A molecule (57);

ditto for single crystal specular reflectance
spectroscopy;

Literature reference;

Single-crystal measurement (except for X-ray dif-
fraction and measurements denoted by ¥ or ¥1T );

Solution measurement ;
Fluorescent emission measurement;

Quantity Q increases with application of hydro-
static pressure;

Quantity Q decreases with application of hydro-
static pressure;
Crystal structure data: [Space group

D-A distance along
"stacking axis" (A4)

D-A perpengicular separa-
tion rp, (R)

M: Molecular structure is
known; else "none"

All data at room temperature unless otherwise noted;

la'r b 37‘: *
E- ,E” ,E° ,E:

El,E2,E3,E :

e H
e

q Tin o
ey (and es) :

First, second, third, and only charge-transfer
band maximum in solution (in eV/DA pair)

ditto for crystals

activation energy for electrical conduction (eV)
expressed as g = P, exp (ec/kT)

activation energy for paramagnetism at high (and
low) temperature (eV) expressed as

cH = &l exp (eS/kT)



%

%

IR:[DA]

Vuv:[DA]

NQR:[DA]

IR:[DA7)

vuv:[D*a"]
EPR:[yes]
EPR:[ none]

EPR:[5%]

/ or [/]
pgas

.e

.

46

[dipole moment, Debye units] in solution

[decimal logarithm of the molar absorptivity or
extinction coefficient (expressed in liter mole”
em~1), i.e. log el in solution

[ditto] for crystals
[room-temperature resistivity, ohm cm] for crystals

"the infrared absorption spectrum of the solid com-
plex shows it to be neutral inasmuch as it is the
superposition of the separate infrared spectra of
the neutral donor and of the neutral acceptor, and
no bands due to ionic forms can be detected" at
room temperature

"ditto for visible-ultraviolet absorption spectra”
at R.T.

"the nuclear electrical quadrupole resonance spectrum
of the complex does not show the presence of D' or
AT djons or a clear effect due to partial charge-
transfer"

"the infrared absorption spectrum of the solid com-
plex shows it to be holoionic inasmuch as the spec-
trum is the superposition of the separate spectra
for the donor monocation and for the acceptor mono-
anion, and no trace of the spectra of neutral donor
or acceptor can be detected" at room temperature
"ditto for visible-ultraviolet absorption spectra'
"paramagnetism is detectable at room temperature"
"no paramagnetism is detected at room temperature"

"the paramagnetic species at room temperature com-
prise 5% of the total (species)"

"unreliable result”

charge-transfer band in gas phase (eV/DA pair)



"
"
"
1t

Solvent is

1"

11 dielectric constant data,

(61).
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Water (dielectric constant
Acetonitrile

Methanol

Ethanol

Acetone

Cyclochexanone
Dichloromethane

Ethyl acetate
Tetrahydrofuran

Dimethylaniline
Chloroform

Butyl ether

Benzene

Carbon tetrachloride
Cyclohexane
n-Heptane

ef
(ef
(e’
(e’
(e!
£t
(e]
{&?
(e!

oy
(e
(e’
(et
(&'
(et
(e

:1) - (Propyl ether: iso-Pentane) glass

:1) - (Propyl ether:

-160°C

a

b

C

d

dd :

ddd:

a

ee

f

ff

g

h

.

J

k

1

A

from Ref.
(3
(4
at
at
at
at

in

Xeepgsadoygwos g

-190°C

40°C
65°C

Cellulose Acetate polymer matrix

crystal dispersed in KBr pellet
crystal dispersed in NaCl pellet
crystalline film

Nujol mull

crystal, measured by diffuse reflectance spectroscopy

Footnotes to Table II (cont'd):

Further Data and Literature References

[Benzene

[Benzene
3

E

:DDQ] :

nt

:TCNE] :

g
2.90°(62
[3.409562%

]

(66), 3.289(63), 3.249(67)

L O 1 O | O VO

I V| O (A

78.54 abt 25°0C)
37.5 at 20°C)
32.63 at 20°C)
2.5 ak 25 o)
20.7 at 25°C)
18.3, Ref. (58))
Q.08 &t 20°C)
6.02,Ref. (58))
7.3 at 20°6
Ref. (59))
4.91,Ref. (60))
4.806 at 20°C)
3.068 at 25°C)
2.284 gt 20°C)
2.238 at 20°C)
2.023 at 20°C)
1.924 at 20°C)
are

Methylcyclohexane) glass

except when noted otherwise,

z.51°06%), 3.23°(64), 2.25%063), B.20°(65Y, 3.299
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e = [3.55%64), 3.07%(241), 3.369(67)]
EX i [[¥](241)]
e [[41(241)]

ate
v

wo s [1.359(4)]

[Benzene:pChl]:

E = 3.229(68), 3.65(69), 3.609(71), 3.577(67), 3.58%(70)
e¥ = [3.34"(69), 3.379(67)]
W [1.09(a)]
[Benzen@:s—TNB]:
E = 4.369(75), 4.409(71), 4.389(72,76), 4.43%(76), 4.427
(77)
* 1 [3.999(75), 3.779(72), 3.599(76), 3.59°(76)]
¥ [0.877(4)] |

Crystal structure:(78)
Molecular structure: none

[Naphth :DDQ] :

1" = 1.989(62)
3]
2" = 2.649(62)
%
el : [3.059(62)]
2] % g
€ : [3.139(62)]
[Naphth:TCNQ] :
W%
E = 2.229(79)

[ Naphth :TCNE] :
L = w2.64%%58), 2.26%(64,83), 2.24%(58), 2.22%(80),
2.48%%(58), 2.229(58), 2.219(66), 2.28%(58), 2.269
(58,67,81), 2.30%(sg), 2.33°(82), 2.38%(83) _
E° = 2.88%(58,80,83), 3.06°%(58), 2.869(58), 2.917(58),
2.907(67,81), 2.96°(58), 2.987(82), 2.95°(83)
el : [3.09%(64), 3.207(67)]
&2 1 [3.227(67)]
E : [[$1(241)]
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ota

e [[4]1(24D)]
EP” ¢ [[41(83)]
* . [1.287(4))
= 2.17%(81), 2.30%(s82),
3.04%(81), 2.89Y(82),
[[¥]1(82,83)]
[[#](82)]
[3.2 x 107°(80)]
1.24 (80)
EPR : [none (80)]
Cryétal structure:(85,86)
Molecular structure:(85)

Il

L T e wH T

[Naphth pBro] '
E = 2.599(87), 2.557(49)
* 1 [2.999(87)]

[ Naphth :pCh1l]:

el = 2.75%(79), 2. 647 (87),
2.639(71), 2.599(67),
(74)

Ezf = 3.223(67)

e : [2.859(87), 2.91"(69),

¢ 1 [2.987(67)]

W [0.909(4))

[Naphth - -TNB ]
B = 3 4og(75) 3.3571(88),

2.27%82), 2.18%(80)
3.04%(82), 3.18%(80)

2.509(79), 2. 69(69), 2.60%(68),
2.579(8), 2.56™7F(74), 1. 93™ T8

2.979(67)]

3.407(89), 3.357(71,72), 3.40

1
to 3.455(89), 3.40 to 3.507(89), 3.28™7T(74),

2.42m’r§<74)

uw oz [0.697(4)]

i
l

‘Crystal structure:(78,91)

Molecular structure: none

e & L3213 (95 3.169(72), 3.119(89)]

3.315(90), 3.41%(239), 2.38%(239), 2.34°%(90)



[HMB:DDQ]:
E

W
[
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2.10°(243), 2.12%(243), 1.98%(246), 1.977(112),
2.00%(84)

: [3.51%(246)]

[HMB:TCNQ]:

“w
E

[HMB:TCNE] :

%

E

2.089(79), 2.06%(84)

2.38P(63), 2.4299sg), 2.489%sg), 2.29%(63), 2.28°

(58,64,80,83), 2. 42%%¢50), 2. 3og(58), 2. 28g(63),
2.30%(58), 2 339 (67), 2 323(58), 2.345(s8), 2. 30K
(84), 2.41 Lesg), 2.36%(82), 2.237F(93), 2.345(83)

: [3.687(67), 3.64°(64), 4.0“’r(93)]
: [[#]1¢241)]

¢ [4]{241)]

= [[%]€83))

: [1.353(4)]

2.06%(80), 2.26%(82)

: [[*1(82)]
: [[#]1(94)]
. [DA¥(94)]
: [4 x 10l3(80), 1011(95)]

EPR 3
9% =2 2.4 (quoted in Ref. (58))
A 2:1 complex is known (96)

[HMB :pBro] :

E %

0.58(80)
[ 0-895%(80)]

2.369(97), 2.34%(84)

: [3.3oj(97)
: [I+]1(98)]
: [[4](98)]
: [DA(99)]



51

{HMB:pChl]:
= 2.48b(243), 2.46b(100), 2.49“(100), 2.519(243),
2.509¢100), 2.42%%s8), 2.38 (100), B 28e(58),
2.409(79,100), 2.309(58), 2 467(69), 2 30%(58),
2.403(100), 2. 393(97), 2.46% (70), 2.43%(84,100),
) 2.34 (58), 2.46™7T(73), 1.67™T ¥ (73)
e :03.46'(69), 3. 403(97)]
EP” ¢ 14 1(98))
Pt [[471(98)]
= :
Wz [1.07¢4))
E = 2.40t(101,102)
E : [[+]1(102)]

e : [[%1(102)]

IR : [DA(99)]

P+ [10M(95)]

NQR : [DA(28)]

Crystal structure:(78,103)
Molecular structure: (103,104,105)

[HMB :s-TNB] : ‘
E = 3.32 (100), 3.18%(242), 3.199(76), 3.189(100,106),
3,167 (76), 3. 143(72 100, 106), 3 193’q(93), 3.208
(76,84,100), 3.185(245), 3.22%(76), 3.10™T(93)
it %[5 429(106), 3. 379(76), 8 41?(76), 3. 403(106), 3,337
. (72), 3.38 Ke76), 3.357(76), 3.20™%(93)]
w ot [0.877(4)]

IR : [DA(99)].

[Aniline:TCNQ] :
%

E = 1.969(79)
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[Aniline:pBro]:

E 2.21j(49)
p [10%(95), 9 x 10’ or 1.5 x 10°(107)]
0.27(95), 0.23(107)

e
C

[Aniline:pChl]:

E: = 2.29%(79), 2.349(79,108), 2.339(71)
e : [3.079(108)]

p :[10°(95), 5 x 107 or 8.1 x 10°(107)]
e = 0.27(95), 0.24(107)

c
[Aniline:s-TNB]:

x*

E = 3.149%s8), 3.109(75), 3.14%(88), 3.107(71,109),
2.947 (240), 3.185(110)

e* : [3.169(75), 3.239(110)]

E = 2.82%(109)

VUV : [DA(109)]

p o [10%7(109)]

g, = 1.27(109)

[ Pyrene:DDQ] :

Elf = sl 55 (1LY, 1.515C210)

EX" =~2.26%(111), 2.309(62)

eiz : [3.18%(111)]

e [3.08%(111), 3.099(62)]
IR : [DA(113)]
P [ 207 ¢ 11331
e = 0.9(113)

EgR : [none(113)]

[ Pyrene:TCNQ] :

L5
gl 1.629(79)
25’: g
‘E 2.509(79)

P [10%2¢114,115), 2 x 10%%(116)]

I

1l
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[ Pyrene:TCNE] :

W
El

A

1l

18055 0RE Y v 177 LI, L7058, 2. 7050881,
1.70%¢80), 1.92%%(s8), 1.729(66), 1.709(58), 1.74
(58), 1.747(58,67), 1.709(81,117,118), 1.795(58)

L

= 2.50%(s8,64), 2.48%(80), 2.69%%(58), 2.489(s8),

2.547(67), 2.527(s8), 2.477(81,118), 2.447(117),
2.58%(58), 2.597(82), 2.62%(83)

= 3.20j(67)

[3.057(64,111)]
[2.9@6(64)]
[2.07(81)]

= l.57+(81,ll7,118,119), l.49t(80,120), plus vibra-

tional overtones (117)

= 2.48%(81,117,118,119), 2.43%(80,120), 2.49%(82),

2.48Y(82)

= 3.62T(118), 3.52*(117), plus vibrational overtones

(117)

Z 3

ESLE ,E ¢ [I¥]1Ca2)]
el, 62,6 ([ 41(82)]

P

e
C

8

[4.5 x 1015(80), 10° or 1010(95)]

= 0.85 (80)
EPR

[none(80)]

Crystal structure:(86,119,121) unusual crystal habit

(stacking axis is not longest, '"needle," axis)

Molecular structure: (121)

[Pyrene:pBro]:

2.03%(112), 2.019(87), 2.047(49), 2.009(87)
[2.929(87)]

[[¥ 1(98)]

[[4]1(98)]

1.91%¢49), 1.86%(120), 2.03Y(123), 1.96F(250)
: [2 x 107°(123)]



54

e, = 0.94(123)

EPR : [none(49), 1.6%(123)]
[ Pyrene:pChll]:

X = 2.22%(79), 2.249979), 2.04%(64,79), 2.03°%(112),
2.20%8(79), 2.177(79), 2.079(124), 2.039(87), 2.019
(79), 2.08%(68,79), 2.069(67), 2.043(79), 2.027(87)

2" = 2.867(67) _

el 1 [2.94%(64), 2.949(87), 2.947(67)]

eQ? : [2.849(67))

B2 [[¥1(98))
P™ s [141(98)]

®

E = 2.05Y(123), 1.947(250)

IR : [DA(125)]

p o+ [10%°(123), 10M(9s), 10%%a25)1
e = 1.0(123)

c
EPR : [0.007%(123)]

[ Pyrene:s-TNB]:

* f g g j
2.95%(79), 2.799(79), 2.78%(124), 2.797(109,118)

B o=
gt = 2.72T(118), 2.78%(12), 2.70%(90), 2.68%(109,120),
2.2158 (90), 2.86%(126)
B = 2.e0t 1)
e &[> 2.84%(12)]
TR : [DA(109)]
p : [10°9%109)]
e, = 1.10(109)
[Anthr:TCNQ] :
Elf = 1.529(79)
B2 = 2.699(79)
: [DA(53)]

s 12 % 1011(116), 1011(1141115)}

©
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EPR : [none(53)]
Crystal structure: (127)
Molecular structure: (127)

[Anthr:TCNE] :
%
gt

%
E 2

1.672(67)
2.679(67)

[Anthr:pBro]:

E

W%

1l

1.949(87), 1.979¢49), 1.949(87)
[2.719%¢87)1; £V = 1.92 (250)

1

e

[Anthr:pChl]:

B = 2.175(79), 1.979(79,87), 2.04%(69), 2.05%(68), 1.987
(67), 1.957(87), 1.937(8)

o i

e i [2.709(87), 2.517%(69), 2.667(67)]; E = 1.90%(250)

[ Anthr :s-TNB] :

% £ g g o
E 2.85%(79), 2.749(124), 2.699(75,79), 2.75%(88),
2.797(109), 2.737(71), 2.68™T(74), 2.66™F(93),
) 2.04™T 8 (74)
ki

e : [3.189(75), 3.25™T(93)]

El = Jlowest vibrational O0-0 band (lA — lA) (128):
2.50%(128), 2.48%(249), 2.53%(109)
first vibrationally excited band: 2.687T (128),
2.721 (247), 2.70%¢12), 2.68%(90,109), 2.74%(239),

+

2.08Y¥(248), 2.34 ¢ T(248), 2.18%F (90), 2.11%%
(239)
second vibrationally excited band: 2.82% (128 ),
2.80%  (109)

£2 = 3.667 (247), 3.48% (249)

5 = a.e0T (249)

e & [z 3.30%12), 3.30T (128,129))
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E : [[+]1(130)]
VUV : [DA(109)]
[ [9 x 1017 (109)]
g, = 0.9(109)

Crystal structure: (78,131)
Molecular structure: (131): partial disorder

[DMA:TCNQ] :
% g
E = 1.46%(79)
(DMA:pBro]:
v ff j
E = 1.87 (60), 1.89°(43)

IR : [DA(99)]
[ [109(95>]

e, = 0.45(95)
EPR : [5%, g=2+0071+0.0605(132)]
[DMA:pChl]:
E = 1.869(79), 1.849(108), 1.919(17,110,133), 1.96%
‘ (134)

e : [3.329(108)]

£ : 1.907 (17), 2.027T (100), 2.15%7 ((100) probabiy
vibrational overtone)

IR : [DA(99)]

p o [10%(95), 10M%(95)]

e, = 0.45(95) ~

EPR : Eftfg%ﬁ;gf:JQTﬂUﬁjgatbOgﬁ&lég);dgﬁszfUﬁazjf—L=
T2.0076(135)]

Crystal structure: (78)
Molecular structure: none
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[DMA:s-TNB]:
B = 2,75 [78), & 559(110), 2. 549(75), 2. 529(79), 2.607
(71,109), 2.569(110), 2.624(110), 2.66 (110)
e i [3.179¢75), 3.089(110), 3.139(110), 3.11%¢110),
5070110 ]
E = 2.43%(109)

IR : [DA(109)]

vuv : [DA(109)]

o : [10%®(109), 10® or 10M(95)1
1.04(109)

®
I

[ Perylenc:DDQ] :

IR : [DA(113)]

o [3x 10%(113)]
8, = 0.45(113)
EPR : [none(113)]

[ Perylene:TCNQ] :

E = 1.309(79)

[ Perylene:TCNE] :

e
.

E = 1.38%(80), 1.43°((80) vibrational overtone), 1.359
(66), 1.39j(79)

ET = 1.30T (118) with vibrational structure), 1.28(80),
1.46% ((80) vibrational overtone)

E2 = 2.99 f((llB) with vibrational structure)

; o : (2.4 x 10%(80), 10% or 10%%(95)]

e, = 0.72(80)

o [[+](40)]

BER & [= %(80)]

Crystal structure: (86,118)

. Molecular structure: none
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[ Perylene:pBro]:

%

E
E

1.687(49)

l.49t(136), 1.62t((136) probably vibrational
overtone), 1.64°(49)

IR : [DA(136)]

EPR : [none(49)]

[ Perylene:pChll]:

¥

E = 1.649(79), 1.689¢8), 1.729(67)

B = l.53t(136), 1.65t((136) probably vibrational over-
tone)

IR : [DA(136)]

o : 2.8 x 107(137), 10%(9s5,139)]

P : [[¥1(137)]

[ Perylene:s-TNB]:

L)

E = 2.589(79), 2.437(109)

R B + t t
E- = 2.30%(118), 2.53°(12), 2.23°(109)
2 = a4.10t% (118)

el [» 2.84%(12)]
Vuv : [DA(109)]

e+ [10%2¢109)]
g, = 0.83(109)
[ PTZ:DDQ] :

IR : [D'A7(35)]
[PTZ:TCNQ] :
EPR : [yes(139)]

Crystal structure: (139) partial disorder
Molecular structure: none
[ PTZ:TCNE] :

wle
w

E = 1.452(24)



59

[ PTZ:pBro]:
5 3
B = 1.57°(24), < 1.557(49)
W% :
B2 = 1.869(49)
[ PTZ:pChl]:
W _ » b f g
E° = 1.57°(24), 1.61°(79), 1.549(79)
[PTZ:s-TNB] :
%
E = 2.50°(24), 2.385(79), 2.389(79)

Crystal structure: (140)

Molecular structure: none
[DAP:DDQ] :

vuv : [D+A—((38) reinterpreted)]

R : [D'A7(125)]

o = [10%(34)]

[DAP:TCNQ]:

vuv : [DTA7((141) reinterpreted)]
IR : [D'A7(141)]

g 1 [0.80141)]
e, = 0.14(141)
[DAP:pBrol:

vuv : [DTAT((34) reinterpreted)]
IR : [DA(95)]

P 5 [103(95)1

e, = 0.15(138)

p = [[¥1(40)]
[DAP:pChl]:

"Three allomorphs: o recrystallized from Chloroform
(green)

B recrystallized from Benzene (brown)

Y recrystallized from Benzene and
compressed" (142)
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vuv : [D'A7(34), DA(142) for a,B,Y]
IR : [DA(125,142) for a,B,v]

cf. also Ref. (53)

p i [4x 105(143), 1.2 x 10%(137), 10%(9s), 10° Fro 1027
CI37 107(142)] for allomorph a

P : [105(142)] for allomorph B

P : [a few (142)] for allomorph Y

e = 0.15(138) for allomorph o

&

p : [[¥]1(40)]
[ MPNZ :TCNQ] :

+ — .
Strictly speaking, not a D A crystal because of negligible
s - .
overlap between D and A, as against large overlap of p*
with DT, and of A~ with A~ (cf. end of Chapter II)

p : [0.007% along needle axis, 0.5 powder (144)]

Crystal structure: (145)
Molecular structure: (145)

[ pPD:DDQ] &
IR : [DTA"(¢113)]
p : [106(113)]
a = O:Z7193)

c
EPR : [yes(113)]

[ pPD:TCNQ] :

p & [8 x 10°(116), 3 x 10°(114,115)]
% 0.28 (114,115)
EPR : [0.1%(115)]
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[ pPD:TCNE] :
no solvent occlusion (146)
E = *g,ZGEfiﬂgﬁ probably is pPD+ absorption band
ot [2%T1077(146)]
e = 0.78(146)

[l
EPR : [yes(146)]

[pPD:pBrol:
"Two allomorphs: a solvent-free, by co-grinding,

B 1/6 molecule of Benzene per DA pair"
(147)

[1010(95), 3] 5% 1010(40)] for allomorph B
: [[¥1(40)] for allomorph B
EPR : ["0.3 intensity in arbitrary units at 77°K," g =
2.0095, 2.0050 (148,149)]

TR : [DTAT(35)]
P
P

[pPD:pChl]:

E = l.72k(25)

"Three allomorphs: o solvent-free, by co-grinding (150)
or by co-sublimation (38),

B 1/2 molecule Benzene per DA pair
(137;.150)

Y 1/3 molecule Dichloromethane per DA
pair (150)"

E = 1.2T(17) allomorph B

vuv : [DTAT(17)] allomorph B

IR : [D'a"(35,113))

p and e are independent of allomorph (150)

o : [107 (95,138,150), 1.5 x 107 (148), 10°(151),
43 % 106(137)]

e, = 0.66(138), 0.58(95,151), 0.57(152), 0.46(146),
0.43(150)

p: [[+](40,137)] allomorph B
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EPR : ["0.2 intensity in arbitrary units at 77°K,"
g = 2.002+67001(148,149); g = 2.003;—22005 (153);
g = 2.0026, 2.0058(154); g,, = 2.0023+0.00015,
gy = 2.0053+0.00015 at 9 and 35 GHz for allomorph
8 (?) (155); 0.1%(151); g,, = 2.0068+670005F,
g, = 2.0047+0.0005F allomorph B (151);
g, = 2.0021+0.0001F, g, = 2.0052 + 0.0001F
allomorph B (156); g,= 2.0024+0.0002¥, g, = 2.0054
+0.0002F allomorph o at 9 and 35 GHz(38)]

hence g-values are independent of allomorph

Il

e? = 0.13 allomorph B (150), O.l?Si0.00Si: allomorph B
(151), 0.16F allomorph B (156), 0.13+0.01F allo-
morph o (38)

e’ = 0-08F allomorph B (156), 0.015+0.005F allomorph o

(38)
EPR : [[+](38)] allomorph «
Crystal structure: (156) allomorph B; (38,157) allomorph o

Molecular structure: none

[pPD:s-TNB]:
- sk g J 13
E = 2.37°(79), 2.489(75,79), 2.487(109), 2.50%(25)
E = 2.44%(158), 2.14%(109)

IR : [DA(99)]

Vuv : [DA(109)]

P : [8 x 1016(109)]
1.02¢109)

o
Il

[TMPD:DDQ] :
vav: [D'a"(84)]

[TMPD:TCNQ] :

ks

E = 1.069(23)
Crystals prepared by disproportionation from TMPD+010; and
Li"TCNQ™ as well as from TMPD and TCNQ (159)
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TR : [DTAT(53,159)]

vuv : [D'A7(53,84, 115 reinterpreted)

p: [10% to 108(114,115)]

EPR : [17% at 23°C, g = 2.0032+0.0001(159)]

0.075(159), 0.07(38), 0.067(53)

Lo A (53) 2772

s
Crystal structure: (160)

)
Il

(0]
1

Molecular structure: (160)
A 1:2 triclinic complex is known by EPR data (161) and its
crystal and molecular structure (162)

[ TMPD:TCNE]:

'y g
E = 1.28°(163)s 1.279(23)

vuv : [D'a"(84)]

[TMPD:pBro] :
W
E = 1.45279(23), 1.41%(23)
E = 1.06°(158)

IR : [D'A7(99)]
vav : [DYa7(84)]
p ¢ [4.2 % 10% or 1.3 x 10°(107)]

0.28(107)

®
1l

p : [[+]1(140)]

EPR: ["2.0 intensity in arbitrary units at 77°K" (149);
7%(132); g = 2.0043i0.001(l32,154)]

Crystal structure: (78,91)

Molecular structure: none
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[TMPD:pChl]:

1.34°(60), 1.47°7°(23), 1.475(25), 1.435(23,164)
1.02% (17), < l.ZTT(164), 0.99%(158)

IR : [D'A7(99)]

vav : [DYA™(17,84,158)]

P : [109(95), 1,3 x 107 or 2.0 x 104(107)]

0.27(107)

EPR : ["0.2 intensity in arbitrary units at 77°K,"

g = 2.0023(148,149); 5%, g = 2.0036+0.0004(132);
g 2.006240.0002, g = 2.002140.0002,

g, = 2.0072+0.0002(16)

e, = 0.134%0. 6%F (18] for sliomerph o, O 165+0.004F (16)

(s I s
1

]
Il

XX

for allomorph B

= 0.010F(16) for allomorph a«, 0.007F (16) for
allomorph B

Crystal structure: (18,78,91) allomorphs a,B are

L
e
]

indistinguishable
Molecular structure: (18,91)
There is a phase transition at 250°K, monoclinic to
triclinic?(18)

[TMPD:s-TNB]J:

wte
[

E = 2.12°%(23), 1. 98 (242), 2.20 (79), 2, 02g(165),
2.233(71), 2.07%(110), 2.02%(23,25), 2.01%(24s5),
2.00%(166)

e 5 [2:0570988Y, B il l 1657

E : 1.91%(158), 1.91%(82)

IR : [DA(99)]
vav : [DA(84)]
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CHAPTER II

CLASSICAL EWALD CALCULATIONS OF THE COULOMB BINDING
ENERGY OF SOME ORGANIC DONOR-ACCEPTOR CRYSTALS

AND WURSTER'S BLUE PERCHLORATE

‘Per aspera:
A. Introduction
The molar interionic Coulomb energies, or Madelung
energies, En, of selected orgahic crystals have been calculated
classically to a high degree of precision by the Ewald method in
order to answer two unrelated questions: ,

(i) whether the ion-radical salt, Wurster's Blue Per-
chlorate* with its amazing linear stacks of positive
N,N,N',N'-Tetramethyl-para-phenylenediamine radical
ions (TMPD?}), packed sandwich-style and separated by
perchlorate anions acting as "glue" between the
stacks, can be stable as a crystalline solid under
the influence of Coulomb-law forces alone, or whether
inter-cationic electron-exchange interactions, or,
less likely, van der Waals interactions must be

invoked to account for the stability of these bluish-

R y
Named after Casimir Wurster (1854-1913), German chemist;
cf. obituary in Chem. Ber., 47, 1 (1914).



66

black crystals. This question was very relevant to
McConnell and Socos' (167,168) interpretation of spin-
exchange line-broadening effects in the paramagnetic
resonance spectra of this crystal.

(1i) whether the organic donor-acceptor complexes previ-
ously described as "exhibiting very strong polari-
zation bonding™ can be"“holoionic) i.e. have an ionic
ground state ID+A~...D+A_...D+A:> as proposed by
McConnell et al. (13), and conversely, whether the
"weak complexes" are "nonionic," i.e. on the whole,
molecular crystals IDA...DA...D§> . The quantity Eg,
minus all intraionic terms, is expected to be the
largest component of 2Noel, and the energy NO(ID~ AA)
required to ionize No DA ion pairs, is the prepon-
derant term of 2N &, (cf. Chapter I), and the theory
of McConnell et al. predicts a holoionic crystal if
ey + €4 < 0, and a nonionic crystal if € + €5 > 0.

The Madelung energies of several inorganic crystals were also cal-

culated in order to test and verify the correctness of our

numerical approach.

The classical molar Coulomb energy, Eg, of an ionic crystal
can bé defined as the binding energy due to the Coulomb inter-
actions between the ions, or as the work done reversibly by an

external agent on the ions in order to bring them in from infinity
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to their respective equilibrium positions in the crystal lattice.
This energy is by convention negative for those ionic crystals
which are stable under the influence of interionic Coulomb-law
interactions.

The organic crystals studied here consist of large molecu-
lar free-radical ions. The charge distribution in the organic
crystal is approximated as being localized at the atomic positions
Ei determined from crystal-structure da‘ca;fc the charges E;ilel on
these "charged atoms" are chosen from spin-density data, simple
Hueckel theory, or results of other theoretical calculations on
these ions, whenever available in the literature, or even from
naive chemical guesswork; —]e] is the charge of the electron.

The quantity of interest here is the INTERionic Coulomb
the TOTAL Coulomb energy ET

E which we call the Madelung

@ (844
energy :
N, N
MZ M_é" 2
57 o K z, z; |e]
WL e - 2 [ce —cs
L= j“:l
L

includes also the undesired "intraionic" repulsions between the

fractional charges Q&le] on the SAME ion; it is convenient, how-

ever, to first calculate Eg, and then subtract from Eg the

"This approximation might seem crude, but is justified by
the results obtained (see page 144).
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repulsion term A:

li
m

(202) E. a—A = B (A1+Aﬁ)7

where for the w anions:

r g, v
] = = 2
20 A o QNO KMLZHA (e}
( 3a) 1 s 2' r.o - Yo 2
) ; g 1™m e
L=1 ML=1 “‘31 .
m_‘_rl:n‘
and for the w cations:
W W, s Wyt
L v
2
- L Lo o, I
P’ 2 lv.- - e ,
2 . =5 NM..E' "'nl_l
LI=| hql’ul n{,:l
My FEN

NO is Avogadro's number; there are Z molecules and M charged

atoms per crystallographic unit cell; there are v anions and w
cations per molecule; Q is the appropriate energy unit conversion
factor (see Table IX for units chosen in the present calculations);

the vectors rg are arranged so that:

In order to relate our results with the known Madelung (176)
constants, and to obtain estimates for e: (see Chapter I) we
found it useful to compute H (eta), the molar Coulomb energy of

attraction between the v nearest-neighbor anions and the w nearest-

neighbor cations:
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2 i Vi W M, s
. ! / z;mLZ:;yler
(204) H = QN ez, -~ oo
) \ A s P !
L i

and also, to define a "generalized Madelung constant" w by:

(205) w = m———

o does not depend on the concept of sublattices, (inopportune for
our organic crystals) but reduces to the ordinary Madelung constant
o for the inorganic crystals (where Al = A2 = 0 and sublattices
are used routinely).

The Madelung energy can be evaluated exactly if the ionic
point charges and the interionic distances in the crystal are
known, but a brute-force summation of the interionic Coulomb
attractions and repulsions is impossibly lengthy because of the
long range of the Coulomb interaction and the extremely slow con-
vergence of the summation over reciprocal distances.

There is, however, quite a choice of time-proven transform
methods. Since the organic ions considered here are not mono-
atomic, an application of the Madelung (176) or the Evjen (177)
techniques would be rather unwieldy:; the Fourier transform method
introduced by F. Bertaut (169) is acknowledged by Templeton et al.
(178) to be of inferior precision as compared to the two-series

method discovered by P. P. Ewald (179). The Ewald series can be
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made to converge very rapidly and give extremely precise results,
provided that good values of the error function, erf(x), are
available.

Therefore, a general computer program, EWALD, was written
in Burroughs Extended Algol for use on the Burroughs B-5500
digital computer,* for the purpose of calculating the crystal
Coulomb energy of a crystal of arbitrary symmetry, atomic arrange-
ment and charge distribution. A preliminary program, CELLMAP,
digests the crystallographic information and the assumed charge
distribution and prepares the data input to EWALD.

For the sake of didactic completeness, an account of the
Ewald method follows; unabashed use is made of the collective
wisdom of Bertaut (169), Leibfried (170), Kittel (171), Born and
Huang (172) and Ziman (173); experts may take due note of Egs.

(232, 233) and skip to page 93.

B. Ewald's Method: Three Interpretations
We define the self-potential of the i-th charge atom,
as the electrostatic potential, evaluated at gg, due to all the

other charges in the crystal Z%Iel » to wit:

M Na
T () = il
£ AT [c2 - x5
j=1 ¥
j#i

"At Stanford University (1965-1967), at the Stanford
Research Institute (1968).
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then Eq. (201) becomes:

(207) | --—? Z. lel ".\?(-»L))

and, if end effects are neglected, we can utilize the periodicity
of the lattice (the period is the unit cell, of volume V) and
write:

(208) ET = QN"lel Z z, ¥ (c2).

c

Furthermore, the following expression will prove useful:

— (; Zalel
\"'°) = B (:) -
(209) ¥ (e = TV To=gs]
where the total potential'qf(r) is defined, for a charge density

function. p(r'), as:

(210) \}f(\:) Efjdm(ﬁ') ‘T;L(_%"/

WHOLE
caysSTARL

obviously, 1?(5) includes the singularity at r =r'. In our

~

crystals of point-charges the charge density function can be

written,using the three-dimensional Dirac delta function:
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(211) p(e) = }: 2=, el S - x3).-

Since the charge density function is periodic (crystal edge

effects being again neglected), therefore:

(212) ﬁ A(c)p(x) = %"m@[ﬁ)f(s),

NV

_g_ it
wHo:_E. ‘E‘é:}_
CRYSTAL

and furthermore, p(r) may be expanded in a Fourier series:

(213)  p(r) = T r T P4 u:. e/"f’(célh"*)’

R=-00 Az-00 L=z=-oco

where éghkl is the reciprocal lattice vector multiplied by
o (*):
Ab
(214) &b Eﬁ{ﬂu[bf\ﬂ*k[s"ﬁj'*ﬂ[% ~J};
~A T
and a, b, ¢ are the edges of the direct lattice unit cell, and

(hkl) are the Miller indices. The Fourier coefficients of

Eq. (213) ape:

~ Quantities containing a vertical crossbar or slash have
an explicit factor of 2m. (This is in analogy to 4 = & /Zx ).
Read: "d slash.”
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(215a) 'E(iihu) Eﬁ{dnr(g)f(j:) axpEid Lo-n) =
| v

™M
(215b) = Z Zm ‘ 6! MF(-L g“khg' ~:1))
m=1

and are the complex conjugates of what crystallographers call

o

"structure factors" Since the unit cell is electrically

neutral, therefore:
™M
(216) ?(@mo):P(O)SZZM(&Ir- O;
mz1

We shall avoid including the term (000) in the Fourier expansion

of p(rx): this is denoted by the prime in Eq. (213). Finally,

oo oo 4 M
(217) P(E) = %777 7 K...IGIMP{L@;M‘(C-I.‘;)}.
h,-o\o h--v; ,Q:-co\ muf\ '

Substituting Eq. (211) into Eq. (210) we get:

wjz

™
zZ. (e
(218) r) = L -
| Y o ei]
331

W%
Note that Bertaut (169) defines his Fourier series with
opposite signs.
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The Ewald technique consists of two shrewd manipulations

of Eq. (218). First, the identity:

1

s —~£f

(219)

£ J—% Jdt‘ —xp (— |x -gj-["t’),
o

which holds also for B = g;?, is rewritten as:

1 2 %zy;
(220a) =T = jd—t-bx —,r-r‘lz‘t’- s
e —xfl T o) e
s
2 . 22
+ == | AL exp (- |c-cP|TE
V’C_' P( l 2
v
Vs

where V is, as' before, the direct unit cell volume and ?. is.

called the Ewald convergence parameter. By utilizing the defini-

tion of Gauss' error function:
2
(220b) - ‘ULCF (lox) = %fdf MP(—B’-{;&),
' o}

and remembering the improper integral:

o0
NS
b)) = —
(220¢) go(-t wxf( b’
o

we can rewrite Eq. (220a) and, substituting the result in Eq. (218)

and interchanging a summation and an integration, we get:



5 Mk
(221) ’\_}/‘(E)z d{t § Zf?r_lfl MP(—Ir‘-—Y""} t)—f—
o i=1
+>& St {1 ens ([ -u1)
e - «5) S g 1 b
J=1

The second trick of Ewald's consists in using the Jacobi
theta-function transformation to rewrite the integrand in Eq.
(221). We shall rederive this transformation, following Ziman

(173). The function:

is periodic in r, and the unit cell of volume V is the "repeat
volume." This statement becomes obvious if one considers that,

' whereas the summation in Eq. (221) is ordered so that,g?] & l£?j+lj
{§ = 1l500s; (%NO—‘l)), the only effect of increasing r to, say,

T + na (where n is an integer) is to merely rearrange the order of
summation so that !EI-H na | s !£1+1 - nil(i BY (%ko = TA¥,

Hence we may expand f(y ,t) in a Fourier series; we omit the

(000) term, as is explained below:
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(223) t) > ) 5 F(~A£1)WP( Toke R

{:-90 /k'-‘-w L=-

the Fourier coefficients are given by

(224 F (4 “Q \/ff (<) zlel &, X

X M‘f[“lﬁ‘f&’f‘t"‘ Bane 2| -

rPl.z

We may interchange summation and integration, and multiply and
divide the integrand by exp(%-i%hkl'g?); furthermore, by the con-
siderations which justify Eq. (212) we may integrate over the whole
crystal:
o
M2

(225) F(‘ﬂuu)- ‘\2,"\;&—" N, ZZ’;’JMF(_:QLM'EE)X

=

xﬂdv(z— .v:;) g [ o x| € -t gy - (c- 7).

The integral in the above formula, which happens to be
also the Fourier transform of the square-integrable function

expl —I ro—- r'?]z t*] is evaluated in a spherical polar coordinate
~ FUJ

system, with dfihkl as the polar axis:
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S—=

w5
A

BV
z
(226a) - 5¢
= Zﬁtf&-&‘ c,"'fcl.&/b'w& @xp [—' l:"q"—»‘-l@mh M&]z
o o
s V2 di;ig .
Gt =(E) xp(- T 5

since the remaining sum over j in Eq. (225) has the periodicity

of p(r), therefore we get:

2,
F (b= & 2] (- %) x
M
(227) X Z Zm MF(_L%ML‘ !:‘)_

m=1

Furthermore, F( 4

™~
=000 ) = 0 because Z Z5,. = 0; thus we finally

me |
write our theta-function transformation:

M
l o|? 2)
. ) 5 axp(- |- go*€) =
(228) . ™
4 231:\6' =’ 4
= = = ; | T ) %r(-TLZL‘%, L‘a’mv-acf{ < (t:-r,?,z]_

Substitution of the right-hand side of Eq. (228) into Eq. (221)

and integration over t yield the total potential:
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\(,.(r)_ ‘mlelZE Z -ZMP )Z; “F[ d, (e °)J"'

A£2-00 fin-oe Lz-0o me)

- 4] i - sl -}

(229)

In the application of Eq. (209) to Eq. (229) the following limit

18 established:

5 |e €l :
L |2l o ol (G- rnl)}]

P— Lo lr.-r°
230 .
(230a) __:IEII [ \E’ au.-e,wf(t)J_
?——?0 % -

(230b) = --—— :le)aﬁ [[d»a f""”"‘"( v ),..., WJJ

i & A] -

af 4% i

. 2
(230c) = —ﬁis s

So we can finally write the self-potential:
(231a) ’5?1 (co)= A, + B, + T,

where:
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(2316) A, = - 21T Z,

Lj IE’ B S m"'_m(p(— AJGLV M
(231c) B, = ~ ) ) "—Fﬂ"" ‘;m“P[ziiJ.u'(ﬂf“f:)J)
h k
Ne

§ = VU Jeo
(2310) I, = | €l ﬁ{1—”§ Tﬁ;lﬁn-""] .
=
J¥n

And the Ewald expansion for the total crystal Coulomb energy is
then:

_l— —
(232) E. = A +B~T
where:

™M
(233a) A = (- ij;lelz)g.,s Z .
n=1
B = (2xQNalel) 1 LLL’ 2P ( Lt )
.&Aé

-“—--oc "‘u:—oo Le-co

(233b)
M M
XZZZ:MZNMP[iéw-(s;—:::.ﬂ,
n=1 wm=1
M '
(2330)" = (@;—'gﬁ = Z ;‘I {1~ et (L5 I2-x5)).

J=:1
Jj¥EnN
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Last but not least, the value obtained for Eg must, of
course, be independent of v ; a repetition of the calculation
with a different value of n serves as an excellent check on the
precision and convergence qualities of the calculatibn.

Bertaut (169) and Shockley (171) have presented interest-
ing physical interpretations and generalizations of Ewald's

method.
Let us define a "self-excluded charge density function,"
p(n,r) which takes into account all charges in the crystal except

s 0
the one at r_:
~

ME
(238)  P(n,r) =p(e)-Z. e/ -c3) =EZ§: el 8(c-x7) 3

by using p(n,r), the singularity at gg is avoided easily in the

calculation of the self-potential:

(235) V() = ﬂ (o) T

z
Shockley asserts that the three contributions A,, B, [ to
Ewald's self-potential could be obtained by superposing on the
real point charges at each lattice point a fictitious spherically
symmetric Gaussian charge distribution, and then subtracting it

out again, and calculating the self-potential due to each term;



81
in fact, he defines:

(236a) _}3(“; ‘.:) = Py (s e "!”-5’]) + 5. (|£) + Ps ("1]51)'

where:

o Bl )= - 5

(2360) P (l£)) =Z Zjlei{ %/—(3—) -—- L uJ)}
(236d) Ps (n,[;)) :}M:i:g:[e}{é( J)"_'(L‘ wa -))}

=1

yEn

and further:

W

i 3 .
sy Y () = ~ (x9),
=1 F
where:
T e [ ) Bl
NV ~ T n

‘r' --r'ol

2370y Y, [c2) = Hf (¢) S22D)
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(237Q) ¥ _(xs) = ff o\mr(r')[i;i’%%
X

By substituting Eq. (236b) into Eq. (237b) he gets at once:

(238) o' '5;’) = A,

n1

5y o] — 0
Next, by noticing that ﬁI?“L(gn) as ‘well as pQC]En)) must be
expansible in Fourier series, and by invoking Poisson's equation
to obtain the relationship between the respective Fourier trans-

forms, Shockley gets:

which, after manipulations resembling those used to obtain Eq.

(227), reduces to:

(240) Y. (£) = B, -

Finally, in order to evaluate ‘ﬂE‘ (ro), Shockley uses the follow-

ing Lemma, valid for spherically symmetric charge density

functions p'(y) = p'(!g)):
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(2612) () f ff dwr(e) T2 b _(I:l;

ALL

SPACE -. s
(241b) ro fd'”“rfa“) & J’dr%r, J’{f:'fl) _

- 1e.)
Then, after interchanging the summation over j in Eq. (236d) and
the integration in Eq. (237d), he applies the above decomposition
to the integral about each lattice point, uses the definition of

the error function and obtains at last:

(242) st =T

Therefore, the charge distribution p(n,r) does indeed give

the Ewald self-potential ’Q?"(gﬁ), as claimed.

On the other hand, Bertaut (169) presents a generalized
treatment of the problem, based on the following theorem of
electrostatics:

"If one replaces a system of point charges Z:j}e] localized

at crystal lattice sites E?:
M=
(211) p(r,)=§ Z;lel 3(x - x5)
5=1

by a system of spatially diffuse charges:

mME

(243> Pr) =): z | el 9(c - )
J

=1
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where:

i ﬂfd»(,c-z;)&(g-;;) =1
NgV
then the Coulgmb interaction energy Eg remains unchanged
provided that:
(a) the functions A are spherically symmetric, and
(b) the functions’f} do not overlap."
Bertaut also uses repeatedly the convolution theorem for Fourier
transforms:
"If the square-integrable (or periodic) functions f(z) and
g(E) have Fourier transforms P(ﬁ;hkl) and G(é;hkl)*

respectively, then their convolutions:

casa) f #rg = [[[r@F(r-x)s(s) ,
ey § & &g = [[[dw(e) £ (R +£)q (x)

(where each integral is over the volume of periodicity V
of the function g(r) if g(r) is periodic, but is over all
space if g(r) is merely square-integrable) have Fourier

transforms F(d ., ,)G(& ) and F(éghkl)G (4,5 1) respec-

tively (where * denotes complex conjugation)."

The Fourier transform of p(r) is P(ééhkl) (see Eq. (215)).

Assume 4}(r) to be expansible in a Fourier series (i.e. ﬂ9(r) is

of Lebesgue class L2); then the transform of F(r) is:

" +If f,g are not periodic, then the argument of F,G is
= 2mk.
~ ~
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(2462) O (&)

I

[[[ () Sy t1-5)=

5-&00 x a¢) 2
o] [ () m (11]2),

(246b)

I

and its convolution:

oy () = [[[nle) o) o)

has Fourier transform:

(247b) ﬂ dwr(x) plg)onp(-Lih-r) = I@)(BE)IZJ

z

p(r) is spherically symmetric because '\9(3) is. Notice also that

because of the delta-function character of p(r) we may write:

[[[artx)e -2 () =

N
Z

(248a)

jz‘l

ME
= Z [ lelgw&’) 3(x ~5- )9 (x)= |
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(248b) —F 313

whence by the convolution theorem:

O 00 oo

(249)  pl)=2- ZZZP@W)@(#»M"‘P( CHipgec).

h:-oo hl.--n L==00

Again the requirement that each unit cell be electrically neutral
gives P(0)®(0) = 0, whence we avoid the termh =k = 1 = 0 and
denote this precaution by a prime in Eq. (249). Note that the
argument of G>(dihkl) is discrete in Eq. (249) though it was’ con-
tinuous in Eq. (246). Next, Bertaut finds it convenient to

define a "grand-total electrostatic energy" EST

@0 B = [ 22 md”()y(m-r)f(n),

NV
= 2

which however contains the infinite self-energy term Eself’ as

can be seen by direct substitution of Eq. (211) into Eq. (250):

(2512) EY = Q\EPZZ ot

=1
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™

C
N
z
(251c) = ET+{E
o < hdﬂf‘ .
This equation is obviously inconvenient for the calculation of Eg,

GT

since both EC and BS are infinite and hence intractable. But

elf

there is a way out: dif, in Eq. (250), the equivalent charge

distribution function p'(z) is used instead of the real point-

' 1
charge distribution p(r), then, of course, different values, E%T

and Eée will be obtained for the grand-total electrostatic

1¥°

1
energy and the self-energy, but p'(r) is so chosen that both E%T
and Eéelf are finite. Furthermore Bertaut argues that the total

electrostatic energy remains unchanged:

aT 4
(252a,b)E: = - Em_q =ET - E,:._q.

(o <

provided that the‘é}ﬁa) have been so chosen that they do not

overlap:

(252¢) dar(£) (e = 52) (x "f'-f): ‘Sa_;,

SASS

or else provided that the effect of 'Sﬁz) overlaps can be accounted

for separately. In fact, using the convolution theorem and
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Eq. (249)(*) he gets:

(253a)EEG'T Qﬁjdr,(’")f[dnr(*)ﬁ (c+c)p(x)=

i.
co S0 00

(253b) =%ﬂ‘g[;%%i %ZEEEP@A&J} ,®( u)}”‘i‘( s )“'

hr-vo k=0 £=-%0

oo oo

(5530) = 2;%&, EZE” IP(#N))&L:?‘(&N)J .

Note that the Fourier expansion for EgT would read:

(254a) E Z”QN" rrr ,P(di““‘)lz

hz-vo kz-co Le-co

~M ™~
N°
(254b) = %—%— ZE A 4
‘n- 5 Z > "’—%P[ . -(ce """)}
ke .

h=eto Rz-v0o Lz-w

*The integral over r' is evaluated in spherical polar
coordinates with dl , ; as the polar axis and a trick:

(255a) ff dAr(E') ur@;‘.ﬂ?u°£') =

oo | 5
= Lim [[d-t Z.Jt‘texr(——-o(l:)fd.a}/aiu&mr(ijﬂku)t M‘Sﬂ:
o 0

o —» O

- 45
(255b) = & 2 *
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which diverges for physical reasons because the infinite self-

energy terms i=j in Eq. (251) are included in the definition of

EgT, and for mathematical reasons because the quantity in braces
* o] -1 q i i ; _ GT'!
reduces to !zm - En , which is infinite if m=n. EC does

not, however, diverge, thanks to the extra factor CD(dLhkl)lz,

or, in direct space, because

Z 2| 1fﬂd~r(of—g’j—)

is made to be finite.
1
Bertaut then evaluates E%T by a different route: from

Eq. (243) and Eq. (247) we note that:

ng nE
Jfewte)s' e+ e = ‘E"'Z Z %: By (" +es - x)+
NGV | =i 5
= iy

(256)

cel g ) Bl p(e).

Before substituting Eq. (256) into Eq. (253a) we must evaluate the
integral over r' of Ir"_J”P(Ef = (£§ - g§)): choose spherical
polar coordinates, with (32 - g?) as the polar axis and

o ) .
t= |r' - (Ei - g?)l as the radial coordinate; next, use Eq.

(241) and remember that 'P(E) is a spherically symmetric

ki
Ref. (171), page 5, Eq. (24).
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5 " W%
normalized function”:

I-'-‘i"'-.sl oo
N P(E=(c2-x)) _
(257a)_£[£dar(r) ™ == r.l‘/dtt.p[l:) +4xjdkbp&)=
",":_" [ee-x2)
(257b) | . —:{-"—”—/d);(t‘—blsf—r;)f(@.
L".Z‘-.!.‘jl i~t"-:,, :
led-2§

Finally, from Egs. (253&), (256), and (257b Bertaut gets:

M%"’ ™ 2
{QIG_EE lr‘—‘:;l} [&Q]eji (—1).:7: S
ca‘l _\-1 il jw=t
ik
(258a)
X(dk(& tl'ﬁt"-'])?a’)]*‘ Z’rG)N,iel z; fdattif(t)
l""' h=y
258)  ={ET} + [Elunee] + Ebogg =
(zsee) =Bl 4 ELy
*because:
00 2
(257¢) ff/f@&:{z): bse [t t%(@:[/[a.,(_)s(,cj =1,
° N

..l-

o
Zz z
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and since . (g) vanishes for lg‘ > lgg - 2?‘ whenever the

functions a9 do not overlap, therefore if Eq. (252b) holds then:

! ;i T
(258d,e) Eov"‘a,= 0 5 and Ec = Ec,

which proves the first theorem invoked by Bertaut, Q.E.D.
Thus, for a general, spherically symmetric, equivalent

charge distribution Bertaut has shown that:

T Gt/ Vi ¢
(259a) EC = E & E_.“;; - Eov"hr 2

where:

et/ _ 2 QN ]el*
o e
o0 oo oo / o .
" >_' 7 )" | & (s e:zf b (e2-eg)]
hhi

(259¢) E):«.q, = —&‘%‘JE-L e ‘(dhtfe(‘:))

(259b)

n=1 o
M3 ME 2
(2500) EL,.,., = 2eQlel’ > E fg.—?_’_—;-—g——fdt E(e- {53 plo
v tel j=1
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From this generalized expression of'Eg, Bertaut shows that Ewald's
series can be obtained as a special case if for -3(2) one chooses
a Gaussian charge distribution (with overlap). In fact, if one

%
sets:

e
(260) S(e -x2) -ef-—(—i—'é) MP{- %JIB—!.'})};

then: (a) from Eq. (247) one gets:
z 5 a) .
1) p(E) = (F) e l-va

(b) from Egs. (246), (260) and (233b):

(261b) @(@W)=M?{_ﬁ1;_{‘ii’_} ____>EGCTI= 5

(c) from Eqgs. (261la)and (233a):

2 1 T /' _a.
(261c) qu: tP(b) = +-E;§'A-\-,-;7; ::‘7> E/°'-'~(—— A)
o

ale

“Notice the factor of two. Eq. (260) and Eq.
(236) do not say the same thing. So Bertaut's treatment is not
a reinterpretation of Shockley's observations!
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(d) from Egs. (220b) and (233¢c) and (261a):

o0
7
n oo vl . Amaag (5 Jre-xtl)
(261d) Jdr.f(é)(t-t\r-. ggl) = o
fez-531 |

=7 Bawtp =T

C. Description of Computer Programs
EWALD and CELLMAP

The adaption of Eqs. (202, 232, 233) to digital computer
methods deserves some further comment. ‘

The atom positions {EE; m=l; 25 waes M} and the direct
lattice unit cell sides a, b, c and angles a, B, Y required in
our computations were derived from known crystal and molecular
structures, as determined by X-ray crystallographic techniqueé.
Some manipulation of these data was necessary, however, and a
preliminary program CELLMAP, was written to provide, as output,
punched IBM cards suitable as input for the main program, EWALD.

CELLMAP generates, for a crystal of any given symmetry,
the Cartesian coordinates {r;, r%, ri; m= 1, 2, «wuy g} of all
the atoms within the same unit cell, which we will call the
ZEROTH CELL. The input data are the usual crystallographic
parameters (cell sides 4, b, ¢; cell angles qa, B, Y; atom

coordinates of the "asymmetric unit", and the "coordinates for

%
the symmetry-equivalent positions" ). The Cartesian axes used

B3
As listed in the International Tables for X-ray crystallo-
graphy (174).
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in CELLMAP are defined as follows:

1_\= 2
(262a) Ex E(htnx)c,, - (—:‘T":f)e.b,
(282p) &, = &,
€q A e -
(2620) By = [0l o (ememtopeela fenpotode hnge,

where é; = lgj_l, and so on, and ' stands for [1 - cos® o =

NPT

0082 B - cos Y + 2cosacosBcosY]l/2. In this coordinate system

the reciprocal lattice vector éyhkl is written:
_— > 4 ¥

where:

(264a) &{L = .2'1:{4 [m-] -+ &h—ﬁ]};

(264p) dlgg, 2“{’@* [MJ}

Eo— coAYHA ~n (3
(250) diig, =2 {4 t«]m;v—‘] ~h[gherms] ]

The values in square brackets in Eq. (264) are calculated

and punched onto cards by CELLMAP for later use by EWALD.
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Purthermore, if we label all the unit ‘eells “in the crystal

by the triad of integers (d,f,g), the zeroth cell being the (0,0,0)

cell, then we may rewrite the general direct lattice vector E; by

using the appropriate 5;

(2652) L = L0 + Xage = L0
R = (R gy ) B + (A v ) B+ (nF rdh)ﬁa,
V. 1
{j-i,l,...',l'“l'i_&-‘- )' m=\,:a._,...l ™M ; -i- (_Z-.) -'..ﬂ sd‘lfla&i[(%‘)h‘ﬁ})

where:

(266a) r;, = dax+g<, = d[\&lh'“x]* %[\Elng;f;im >

(266D) rd = day+ o5+ gog= o[ |alew ]+ £|bl]+ [ |c]wws],

(266¢) r:'f%= 9y = %[]s} “i_:; ];

again the values in square brackets are put out on punched cards
by CELLMAP. Similar relations to Eq. (266) hold, of course, for

X z ; ; 4
b ry, r_ in terms of the "atom coordinates in the asymmetric

m
b c,

: a
tniEh, s T T

-_— —
S + PRy +r¥E, =t arribaric,

x
T Sx

Il

(2674) »v*°
~ 1

where:

(267b) Y= rs Ug-lb‘v-\x]-l' e [ls_:,) Mﬁ—zme-t
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(267¢) ¥ & = "-:[ (%l“‘b’]*‘":”m * P [IEIM“]’

]

o sl Y5

Ib'u\‘x

(267d) ¢ %

CELLMAP also avoids placing any atom on the sides, faces, or
corners of the zeroth cell, by translating all atomic coordinates
by a preset amount, i.e., by establishing the origin of the
Cartesian coordinate system according to the option of the pro-
grammer; if this precaution is not taken, the Ewald series would
become meaningless (cf. Eq. (233c) for j # n bqt when E? = ;?\).
The point charges{ ﬁm; o= e &5 meny M} on the various
atoms were assigned on the basis of previous published theoretical
or experimental data, since we wished to merely establish the
sensitivity of our results to the variations in charge assignments,
and to avoid the labor of ab initio single-molecule calculations,
or searches for the "ultimate" ideal charge assignment. These
charge assignments are discussed further in Section D below.
EWALD accepts any number s of different charge assignments for
each atom, {fm(e=l), ﬁm(e=2), a5 Cfm(e=s); m=21 2,ce., M} :
all energies are calculated separately for each charge assignment
at very little additional cost in computation time, because EWALD
is organized so that it obtains all the time-consuming intermediate

numerical results only once, and then multiplies them very rapidly

by all the appropriate L’,m to give the final results.
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EWALD computes and prints out A, B, I, Al, A2, Ay Hs Eg,

and E, in various units, as well as a summary of the input data

@
for purposes of referenceA(and to make sure the data cards were
read in correctly!). Valuable time is saved by avoiding the
print-out of all intermediate results of the computation, because
the Burroughs B-5500 at Stanford University prints out everything
"on-1line™. Since the calculations of the error function are
extremely time-consuming, and B-5500 is notoriously slow at
evaluating trigonometric functions, EWALD was designed to minimize
computation time insofar as possible without affecting its general
applicability to the arbitrary crystal.

The term A is obviously trivial to compute. A few remarks

are needed for the term B (Eq. (233b)), which, after due note is

taken of Eq. (264) and (266), is rewritten as:

'3__ibrN Qldzzij'i::z:: emp[; J -

hz-vo kz-80 Lx~00

) [ muone el o), (22 .

mol n=|

(268a)

Because of the symmetry of the sum over m, n, the imaginary term

vanishes and we are left with:
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omgc 5 LB e

hu-vo Rz-w La-oo

(268b)
M i

12) ) LB A a2,

m=2 n=i

The above is the "simplest-looking" formula for B, but in fact it

hides a two-fold redundancy. This is because cos (x) is an even

function and because even in the most general triclinic crystal
=&l 2 :

'ﬂ'hkl cﬂ._h k-1 We may therefore appeal to the following

identity, which holds if and only if F(p,q,r) = F(-p,-q,-r):

1)) i) ) (- )

f_._pqg_a ra-R ?-O 1-0 rzO

(269)
% (1— %—‘j] [F(r.9)*F(Ram9)+ F(p-99+ F("‘f‘i"‘)]’
where 3?0 is the Kronecker delta: 8r0= l1iEtp =0, 8?0 =0

otherwise. The identity can be rewritten more conveniently if we

define two auxiliary functions:
(270a)  e(N)= 1 for fA=1,2} and e(N)=-1 for {A=34},

(270p) A =4 For {A=13} and A(N=2-1 For {A=24};
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then

o 2 2) T - e ] vy
A=l

Y

,?qo qno e o

We may then use this identity to rewrite B in the fastest possible

form for automatic computation:

o= enetet 7 7 S (s 8 Sl

h:o hpo £=0
m
XZ [‘H £, ek, »{;}Jn‘u"f[ h e(A)k,/a(h)l)] {Z t: -+
(272) ok

+ZZ Z Lo Lo o[ 7 i nioa (75~ r)+ ) gt a0

mel 0=
X(r3-e2)+ 8% by ek, B (v ‘“3)]J'

The above is a perfectly general formula.

Further simplifications are possible, however, if the
crystal is of orthorhombic or higher symmetry: in that case we
note that:

1) the general expression ﬁx?&L 17 which is:

hk
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(273) :"‘_(V"‘)‘{b— to + B g e L s
ahk - 2RkL _
B T T A v et S
L -
leflaf i o wﬁ)}

I
W™
1]
<
|
Vo)
o
o]
o
o

can be simplified so that for a
: _ 2 o alb. @ _ 2 .
obtains tﬂ- &hk 1 ekl = d Thk1’
(2) the follow:mg identity can be utilized:
(274) cen (¢t oty +o(g) o+ ot (o +oly ~ o)+ Lot (o, =ty - ol3) +

+ o (o~ ~wg) = L Lanex, cov e, Comaty

whence we finally get, for crystals of orthorhombic

or higher symmetry:

“OO

B_32:cNone"'> > > [ _29{ 5,,0({_@)]

h=0 k=0 E-O

(275) \11{352‘ ™ M m-1
- F .
X dg oxp % ){Z ., +ZE ) L 2x

m= m=2 h={

X o[ d (efmvD)] o [82, (73~ v&)] cmn[82, (v2 - q)]}.

The computer program EWALD, version ZZ, computes BCALC’ a suitably

truncated version of Eq. (272):
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f 4 i 5 5 .
N, | el™ ! i _ 9, b
ch.c e LD!SV > > 3 ) 3 ) A (1 _2'-2)({— -32){" -fax

h=20 RO £=0

-2 I V‘/l( ) 2
[(Hh,e(a)k ,A(ﬂ)ﬂ] P [_ W dk,e(ﬁ)h,p(?«)L)_] X

X

Kim:

(276)
™ m=-1
X b3
¥ E B *‘E E Bon Gon £ [‘Hh,en«)h,mk (v ~e3)+
m=q mz=2  hsi

= a:,é(l)h, b{))g ((3 i Y‘:’) & ‘H :’Icmh,g(ﬁlz (\"3" - V"?):I}.

It R was judiciously chosen, then the three positive integers p,
g, r can be set to be as small as 3 or 4. At the programmer's
option, EWALD will (1) further compute the addition to BCALé
obtained by increasing p, q, and r top + 1, q + 1, r + 1 respec-
tively, and call this addition B', (2) compute the ratio BT/BCALC’
and (3) return to compute a new addition B" by increasing the
limits of h, k, 1 top + 2, q +2, r + 2, and so on, and continue
to loop until the ratio: gt (Beppe * B' #B" + ... + ity
4 Pt b ¥ )_l is less than a certain small infinitesimal preset by
.l

3 7
along with (BCALC + BT+

+ B" 4+ ... + B! 4 BH«! ) o give an estimate of the rate of

the programmer. EWALD prints out B

convergernce.

Last but not least is the term I'. Combining Egs. (233c)

and (265) we get:
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NN

ds-t f-.u. a:—v M=1 ne

|§ dg*a%. (o] M M#”

X[(\" E Y )*("”“Y‘a-ﬁ- "i‘{_’y"-}-(“} r3-+r};s)_]

(277)

x{‘l of ,/3[( r'+rﬂ) (r -2 ev,? ).,_

+(rF-vE+ w;;ﬂ?} )

N
where t, u, v are integers so chosen that M-E? unit cells are

included (and for all intents we may éssume t, u, v to be
infinite). In practice, EWALD gives sufficiently good results

if t, u, v are all set equal to 1 (which means that 27 unit cells
are considered in the calculation). Formally, Eq. (277) requires
the evaluation of {M2(2t+l)(2u+l)(2v+;l.)—M} error functions.
The algorithm used to obtain values of erf(x) is a subroutine
obtained from the Stanford Computation Center Program Library
(175), which calculates erf(x) as the sum of k Taylor's series
expansions for erf(ak), 0 < ay < X, and obtains in (8 + 20x + x2)
milliseconds a value of erf(x) which agrees to more than 7 signifi-
cant figures with  tabulations available in the literature. If

X > 5, then erf(x) is set equal to 1 directly. It is obviously
desirable to minimize the number of error functions which must be

evaluated. If an enormous magnetic memory core were available,
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a table of "error functions already evaluated" should be con-
structed, and at each step when a new erf(x) would be required,
a quick search through the table would avoid a redundant calcu-
lation. Unfortunately, the Burroughs B-5500 has only a 16,384
48-bit word memory, and in the early stages of this project it
did not have a magnetic disk file. The approach of generating
and storing and retrieving a table of erf(x) from magnetic tape
or disk was judged not to be more economical in time and money
than generating a new erf(x) when required during the computation.
Mathematical manipulation of Eq. (277) does reduce the
number of evaluations of erf(x) slightly, to wit, 2&%122 itera-
tions are avoided by treating separately the case {d:f:gzo,
m#n, wherelgi - ;g[ = ,gg - EE}}’ and{[(2t+l)(2u+l)(2v+l) - 11X
M - [(t+1)(2u+l)(2v+1) - Jq}iterations are eliminated by avoiding

redundancies in the case {m:n, d,f,g not all zero, where, e.g.

(rgfg)Q = (2% g 2} : the final equation is:
m~1
N, | e
l--‘cmn\.c = "_"_""sz_lﬂ ZZ § Lo L. “r “ ) (el —r-)+
m=2 n=i
(2= T2 {1 g (I %[(r?‘-r") (eSS
(278)
+(rm—r’9]/‘)}+ ZZZ ) E )
=1 d=0 d-.--ll. ==V
gawﬂu£9¢o

(AR AR A R (I CARDAS %)J"ﬂ} +
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DN IPI IS CEEES

de-t f=-u 31:—\' mz=1 nz4
If d=0 Hham §,95%0 b

+(e8= e )i (- e ey TV e (O [ (e — e e el

et e (- g TR,

which requires{(2ﬁ+l)(2v+l)[(2t+l)(M2-M) + (t+1)] —'%(MQ—M+2z}
values of erf(x)

It was found most convenient to set (t=1, u=l, v=1) in
most EWALD runs: this vmeant including 27 unit cells in the.com-
putation of I . Also, to give some realistic estimate of the
convergence of r', the contribution to [’ due to the unit cell
(d=t+1, f=0, g=0) was calculated as r'TES’I‘5 a good guess for the
series termination error in I might be < 10( r‘TEST)'
and H by using Eqs. (203a, 203b, 204).

EWALD computes A A

1’ "2
Since, however, it rarely happens that all the atoms of the same
anion and all the atoms of the same cation can be fit into the

zeroth unit cell without drastically affecting the choice of unit

cell sides and angles, therefore for each atom EWAID is given a

fiatCh gpatch (each of which can

triad of integers dﬁatCh, > 9

assume the values +1, 0, or -1) which, with Eqs. (265, 266) can

£ pareh g“"""‘) into a neighboring

. 0 0
displace r _ to (r ¥ L grarch
o R ™ e Lo e A

unit cell, as required.
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The dependence of A, B, T, and Eg on w deserves some
comment. Eq. (233) implies the following: (i) if =0, then
A=0, B=0, and M= Eg; (ii) if W =99, then A=-E__ .= -0 ,
B=E8T =o , and I = 0; (iii) for increasing v, A is strictly
negative and decreases monotonically, whence (B+ ") must increase
monotonically; (iv) because & &; and cos(x) can be positive or
negative, no statements can be made a-priori about the n -
dependence of B, ™ IB] or |r-| ; (v) the absolute value of
each term of I decreases, and the absolute value of each

r(—dependent term of B increases with increasing 7 (vi) 4if E’C

is a-posteriori positive then (B+ ' ) must be positive. BAntici-

pating slightly, we found empirically that (vii) for fast compu-

tation N should be of the order of magnitude of Vl/3 (expressed

in A): (viii) the smaller lBt, Il"'l are, the faster they converge:
hence, if a good guess of a negative value for Eg is available,
then fastest possible convergence is predicted if n is so chosen
~ T . . S
(n= Qopt) that A = EC (and B and I’ are both small); (ix) within

1/3, B was found always positive and increasing

" the range W =V
with increasing VL regardless of the sign of E'(I:: this is rather
surprising, and hints to a monotonic increase with increasing w ;
(x) within the range "L'é Vl/3 and provided Eg > 0, I is posi-
tive and decreasing with increasing ¥ ; (xi) within the range
VL”=' Vl/3, for the case Eg %l 5 negative and increasing with
increasing N was found if Eg < A, whereas if 0 > Bg > A we

found three cases, M<O0OandrF4% , ™ >0and ™4, and
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™ >0and ™ ¥ : this hints to an increase of 1" from the nega-
tive value Eg at n = 0 to a maximum positive value for n
slightly larger than 'lopt’* and then to a positive decreasing I
for  —»©° . These hints (vii-x) are to be taken only as 'rules-
of-thumb" and are presented in this section as mere trends of our
data.

Finally, EWALD was improved so that at the outset it would
search for all possible "degeneracies" in the vector differences
{EE - gﬁ; m, n =1, 2,...,MM} for the crystal at hand, and then
it would sequence its calculations so as to avoid and yet compen-
sate for all repetitive calculations due to such degeneracies. A
reduction in computer run times of about 40% was obtained for a
small monoclinic test crystal, but this improvement was develcped
too late to benefit the lengthy organic crystal runs reported
below. A further improvement of 120% was obtained (i) by using
the 4 usec cycle-time SRI B-5500 after the 6 upsec Stanford B-5500
had been sold; (ii) by using a machine-language intrinsic erf(x)

.program developed by the Burroughs Corp. in place of the subrou-

tine described above.

D. Results - General

The crystals whose Madelung energies Bg (along with Al’ A2,

H, 0 ) were determined are:

w

The turning-point seems to be when A £ -1.7 lEé
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(i) Sodium chloride, a cubic test crystal
(ii) Yttrium chloride, a monoclinic test crystal
(iii) Dimagnesium trihydroxy monochloride tetrahydrate, a
triclinic test crystal
(iv) the ion-radical salt Wurster's blue perchlorate
(TMPDY C10, or WBP)

(v) (1:1)-(N,N,N',N'-Tetramethyl-para-phenylenediamine:
7,7,8,8-Tetracyanoquinodimethan) (TMPD? TCNQ.), a
holoionic DA crystal

(vi) (1:1)-(N,N,N',N'-Tetramethyl-para-phenylenediamine:
para-Chloranil) (TMPDT pChl:), a holoionic DA crystal
(vii) (1:1)-(Hexamethylbenzene: para-Chloranil) (HMB: pChl),
a nonionic DA crystal*
(viii) (1:1)-(Naphthalene: Tetracyanoethylene) (Naphth:TCNE),
a nonionic DA crystal*
(ix) the ion-radical salt N-Methylphenazinium 7,7,8, 8-
Tetracyanoquinodimethanide (MPNZT TCNQ- )
(x) Bismuth trifluoride**
(xi) Yttrium trifluoride™

Fig. I shows the numbering scheme for the atoms of the

eight larger ions involved in our calculations. For these same

*In a sort of "Gedankenexperiment" these crystals were

consi@ered ionic for the purpose of determining their Madelung
energies.

. e

"For Dr. D. Cubicciotti of Stanford Research Institute,

in exchange for computer time; these compounds are discussed
in Appendix I.
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ions, Tables I through VIII list the available theoretical and
experimental estimates of point-charge distributions. These
estimates come from various sources:

(i) chemical "reasoning"

(ii) pure guésswork

(iii) wvalence-bond (VB) arguments

(iv) experimental spin densities from the electron para-
magnetic resonance (EPR) determination of hyperfine
coupling constants, plus semiempirical estimates of
the relevant McConnell constant Q

(v) theoretical spin densities* from simple Hlickel
molecular orbital theory (SHMO)

(vi) theoretical spin densities from Hlckel MO theory with
McLachlan self-consistent configuration interaction
procedure (HMO-McL)

(vii) theoretical spin densities from Roothaan-type closed-
shell Hartree-Fock self-consistent field molecular
orbital theory, with approximations suggested by
Pariser, Parr, and Pople (R-SCF-PPP)

Wk

(viii) theoretical charge densities from R-SCF-PPP

ats

Squares of the real atomic coefficients of the highest
occupied pi molecular orbital of neutral molecule D if spin
densities are for the monocation D', or if the lowest unoccupied
molecular orbital of A if spin densities are for monoanion A .

ek
~ Sum of squares of atomic coefficients of all occupied pi
molecular orbitals (multiplied by 2 if orbital is doubly occupied).
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(ix) theoretical spin or charge densities from Roothaan-
type open shell Hartree-Fock self-consistent field
MO theory, with approximations of Pariser, Parr and
Pople (R-0S-SCF-PPP)
(x) same as (ix), but with approximations of Mataga
(R-0S-SCF-M)
(xi) same as (ix), but with added reminimization procedure
(180) devised by Hoyland and Goodman (R-0S-SCF-PPP-HG)
(xii) theoretical spin or charge densities from unrestricted
Hartree-Fock theory due to Amos and Snyder (181) (UHF)
In Tables I to VIII, the "Charge Assignment Label" (CAL) is a
column heading used later in Tables XII to XVII to refer to the
charge distributions chosen; "Species” refers to the molecule for
which the calculations or the experiment was done.
Table IX lists the fundamental constants used in the EWALD
programs .
Tables X through XVII describe in detail the results of

" EWALD runs for all crystals (except Mg,(OH),C1.4H,0, YF,, and

2
BiFS). The crystal and molecular structure data are taken from

4
unpublished reports had to be used: for the sake of completeness,

i > _
the literature, except that for TMPD pChl and for TMPD+C10

Tables XVIII and XIX record the relevant crystallographic data

for these two crystals.
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Fig. I

Structures of the molecular ions considered, with the atom-
numbering schemes used in the Tables below.
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TABLE I

+
Atom Charge Assignments for the TMPD. Cation, in Units
of the Electronic Charge |e|

Charge

Assignment *

Label (CAL): Ia Ib -- Te Id --

Species: TMPD  TMPD TMPD TMPDT pPD pPDT

Method: Theory Theory Theory Exp. Theory Exp.

SHMO R-SCF-PPP R-SCF-PPP EPR R-SCF-PPP EPR

Density: spin spin charge spin spin spin

Footnote: (a) (b) (c) (d) (e) (£)

Atom I-1: 0.068 0.056 0.087 0.07(g) 0.071529 0.076(g)

Atom I-2: 0.034 0.109 0.032 0.09(h) 0.162699 0.122(h)

tom I-3: 0.330 0.278 0.297 0.27(1i) 0.194234 0.236(j)

ID (k) : -— 8.06 eV 8.06 eV - 9.88 eV -

F CAL Ic' has charge 0.085 for Atom I-2 (by mistake)

(a) from McLachlan, Ref. (182); this result for 9 pi electrons
can also be used for the pChl™ anion (cf. Table VII)

(b) from Monkhorst and Kommandeur, Table I, No. 2 of Ref. (183)

(c¢) from Monkhorst and Kommandeur, Fig. 2 and 3 of Ref. (183)

(d) from Bolton, Carrington, and dos Santos-Veiga, Ref. (184)

(e) from Giacometti, Nordio, and Rigatti, Ref. (185) Tabella III,
entries for -9.882 eV; the para-Fhenylenediamine (pFD) study
naturally omits the effects of methyl group hyperconjugation
in TMPD

(f) from Melchior and Maki, Ref. (186)

(g) 4if McConnell's constant QCH = -28 Oersted

(h) by difference, assuming there are no negative spin densities

. - T =
(i) 4if McConnell's constant QN—Me 25 Oersted
(j) 4if McConnell's constant Quy = -25 Oersted
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(k) donization potentials obtained by Koopman's theorem; these
can be too high by 2 to 4 eV according to Hoyland and Good-
man, Ref. (187)

TABLE IT

Atom Charge Assignments for the Naphth‘.*- Cation, in Units
of the Electronic Charge |e}

Charge
Assignment
Label (CAL): -- -- IIa --
Species: NaphthT NaphthT NaphthT Naphthf
Method: Theory Theory Theory Theory
_ ROS-SCF-PPP-HG ROS-SCF-PPP-HG UHF UHF
Density: spin charge spin charge
Footnote: (a) (b) (el (d)
Atom II-1: 0.0640 0.1076 0.026 0.098
Atom II-2: 0.1860 0.1694(e) 0.262 0.184
Atom II-3: 0.0 -0.0536 -0.076 -0.063

(a) from Hoyland and Goodman, Ref. (180), Table I, entries for
Qs 9p» and dg for «y%

(b) from Hoyland and Goodman, Ref. (180), Table I, 1.0 minus
entries for total charge density, and also Ref. (187)
Table IITI

(c) from Amos and Snyder, Ref. (181), Table IV, Column S

(d) from Bmos and Snyder, Ref. (181), 1.0 minus entry in Column 6

(e) there is a discrepancy in the last digit between Ref. (180)
and Ref. (187)
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TABLE ITIT

+
Atom Charge Assignments for the HMB. Cation, in Units
of the Electronic Charge |e]

Charge
Assignment
Label (CAL): ITIa

) +
Species: HMB.
Method: Theory

SHMO assuming D6h S ymmetry

Density: spin or charge
Atom ITII-1: 0.166666

TABLE IV

+
Atom Charge Assignments for the MPNZ. Cation, in Units
of the Electronic Charge (d

Charge
_Assignment -
Label (CAL): IVa --

; +
Species: MPNZ MPNZ.
Method Theory Experiment

SHMO EPR
Density: spin spin
Footnote: (a) (a)
Atom TIV-1: 0.052 0.071
Atom IV-2: 0.044 0.024
Atom IV-3: 0.060 --
LDtom IV-4: 0.189 -

F+ CAL IVa' has charge 0.188 for Atom IV-4

(a) from Bolton, Carrington, and dos Santos-Veiga, Ref. (188)
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TABLE V

Atom Charge Assignments for the TCNE. Anion, in Units
of the Electronic Charge |e}

Charge
Assignment
Label (CAL): Va --
Species: TCNE TCNE
Method: Theory Theory
SHMO HMO-McL
Density: spin spin
Footnote: (a) (a)
Atom V-1: -0.2814 -0.3056
Atom V-2: -0.0348 -0.0211
Atom V-3: -0.0745 -0.0765
(a) from Rieger and Fraenkel, Ref. (189)
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TABLE VI

Atom Charge Assignments for the Perchlorate Anion, in
Units of the Electronic Charge [e]

Charge

Assignment

Label (CAL): VIa VIb VIc VId VIe

Species: ClO4 ClO4 ClO4 ClO4 ClO4

Method: Theory Theory Theory Theory Theory

VB guess 1 guess 2 guess 3 guess 4

Density charge charge charge charge charge

Footnote: (a) (b) (c) (d) (e)

Atom VI-1: -0.90 -1.0 3.:0 -0.2 0.0

Atom VI-2: -0.025 0.0 -1.0 -0.2 -0.25

(a) from Pauling, Ref. (190), page 321; but Pauling does not
believe this result, ibid., p. 322

(b) wvalid if ion (with point-group symmetry C, ) tumbles or
rotates freely and approximates spherical ¥ymmetry, or iIf
statistical disorder in the crystal gives a spherically
symmetric average configuration

(e) naive "valence state" assignment of Monkhorst and Kommandeur,
Ref. (191), rather unrealistic

(d) T"perfect democracy"

(e)

"tyranny of the majority": the oxygens (Pauling electro-
negativity 3.5) gang up on chlorine (Pauling electronega-
tivity 3.0) and rob it of all its net charge
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TABLE VIT

Atom Charge Assignments for the pChl. Anion, in Units
of the Electronic Charge |eg|

Charge
Assignment
Label (CAL): VIIa VIIb _ VIIc VIId
Species: TMPD o &1 3% PCHI PCHL
Method: Theory Theory Theory Theory
SHMO SHMO HMO-McL R-SCF-PPP
Density: spin spin spin spin
Footnote: (a) (b) (c) (d)
Atom VII-1: -0.068 -0.1129 -0.1025 -0.103903
Atom VII-2: -0.034 -0.0496 -0.0918 -0.118956
Atom VII-3: -0.330 -0.2244 -0.2031 -0.153343
Btom VII-4: 0.0 0.0 0.0 -0.009944
AA(e): - - - 3.29 eV
(a) from MclLachlan, Ref. (182) with signs changed: the nine pi
electrons in pChl. are equivalent, in this approximation, to
the 9 pi electrons in TMPDY or pPDT
(b) from Broze, Luz, and Silver, Ref. (192)
(c¢) from Broze, lLuz, and Silver, Ref. (192)
(d) from Giacometti, Nordio, and Rigatti, Ref. (185) Tabella II,
: squares of entries for -3.289 eV
(e) electron affinity of pChl, from Koopman's theorem; it is

expected to be too large by 2 eV
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TABLE VIII

Atom Charge Assignments for the TCNQ. Anion, in Units
of the Electronic Charge el

Charge

Assignment +
Label (CAL): VIIIa VIIIh YILie VIIId VIITe VIITf VIIIg

Species: TCNQ. TCNQ TCNQ TCNQ  TCNQ. TCNQ TCNQ.

Method: Theory Theory Theory Theory Theory Theory Theory
ROS-SCF SHMO HMO-McL SHMO ROS-SCF R-SCF- UHF

-PPP -M PPP

Density: spin spin spin spin spin spin spin

Footnote: (a) (b) (c) (d) (e) L) (g)

Atom VIII-1: -0.067 -0.054 -0.043 -0.047 -0.058 -0.065 -0.045

Atom VIII-2: -0.072 -0.050 -0.010 -0.073 -0.070 -0.071 -0.056

Atom
Atom
Atom

vIIr-3: -0.206 -0.225 -0.297 -0.133 -0.201 -0.199 -0.225
vIit-4: -0.007 =0.013 0.0 -0.033 -0.012 -0.006 0.0
VIII-5: -0.037 -0.047 -0.054 -0.071 -0.045 -0.044 -0.067

*
(a)
(b)
(c)

(d)
(e)
(£)
(g)

CAL VIIIb' has charge -0.054 for Atom VIII-S (by mistake)
from Lowitz, Ref. (193), Table VI, Set 3
from Rieger and Fraenkel, Ref. (189)

from Rieger and Fraenkel, Ref. (189); we ignored the small
negative spin density at Atom VII-4 and reset it to =zero

from Menefee and Pao, Ref. (194)
from lowitz, Ref. (193), Table VI, Set 7
from Lowitz, Ref. (193), Table VI, Set 1

from Lowitz, Ref. (193), Table VI, Set 10; again the small
negative spin density at Atom VIII-4 was reset to zero
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TABLE IX
Fundamental Physical Constants Used in EWALD Programs

(see Ref. (195))

10 statcoulomb

It

Electronic charge: |[el 4.80298 x 10~

6.02252 x 10723

Avogadro's number: NO

il

Conversion factor 4,185 joule calorie” T

whence:
QNo|e|2 = 331.974192584 kcal A mole T
N |e)® = 1.389312065 x 107 erg & mole™”

Conversion factor = 23.05540 kcal mole‘:L eV_l molecule
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TABLE X

Crystal Coulomb Energy of Sodium Chloride (NaCl)

Crystal structure data of
CELLMAP run identifier
Space group
Number of molecules per unit cell,

Number of charged atoms per unitlfgll, M

Cube root of unit cell volume, V
Shortest interionic distance

: T. Batuecas (196)

: D24

Fm3m (197)

Z 4

8

I

5.63978 B (at 298°K)
2.81989 A (a)

INPUT PARAMETERS:

EWALD Run 5 BZB7
] = 5«0
Sum limits
to B term
(initial):

b,q,r = 3,3,53
Sum limits
to T term:

£, u, Vv = 0 1 M

CONVERGENCE ESTIMATES:

Final sum
limits to
B: p,q,r = 4,4,4

"Last"

contrib.

to B -10
(kcal/mole) =10 % 10

UTest"
contrib.
to I
(kcal/mole)

1l

0.0000227

B5500 COMPUTER RUN TIMES:

Compiler = 46 seconds
Processor = 121 seconds
I/0 time = 7 seconds

INPUT CHARGE ASSIGNMENT: Sodium cation = +1,

1,8,1

i 9 O

0.0000227

71 seconds
222 seconds
91 seconds

" BZBSA

9.0

2496 % 10

10

0.0000005

45 seconds
118 seconds
7 seconds

Chloride anion

= =l



120

TABLE X--Continued

Data Col. No. : xX-1 X-2 X-3
EWALD No. 2 BZB7 ZZ01 BZBSA
Cation Charge : 1 1 1
Anion Charge : -1 -1 -1
n = 5.0 5.0 9.0
RESULTS
(kcal/mole):
yiy = -148.519066 -148.519066 -199.259236
B = 1.071426 1.071426 14.894793
r = - 58.285975 - 58.285975 - 21.369240
Eg = ~-205.733615 -205.733615 -205.733684
-A = 0.0 0.0 0.0
EC = -205.733615 -205.733615 -205.733684
RESULTS
(eV/molecule):
Cation Ao = 0.0 8:.0 0.0
Anion Aq = 0.0 0.0 0.0
A = 0.0 0.0 0.0
H = - 5.106222 - 5.106222 - 5.106222
EC = - 8.923446 - 8.923446 - 8.923449
MADELUNG
CONSTANT, = 1.747564 1.747564 1.747564

(a) Note that Johnson and Templeton (198) use 2.813840 a and get
W = 1.74756.
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ABLE XI

Crystal Coulomb Energy of Yttrium (Tri)chloride (YC13)

Crystal structure data of
CELLMAP run identifier
Space group
Number of Molecules per unit
Number of charged atoms per

cell, Z

unitl %ll, M

Cube root of unit cell volume, V

Shortest interionic distance

: Templeton & Carter(199)

¢ B2l
Cc2/m

4

16
7.919833

Inwian

2.5845506 A

INPUT PARAMETERS:

EWALD Run : EX7
3'0

I

Sum limits
to B term
(initial):
P,q,Tr = 3,3,3
Sum limits
to I term:
oD = Ly Ly L

CONVERGENCE ESTIMATES:

Final sum
limits to

B: Dady®

"LaS't"

contrib.

to B v
(kcal/mole) = 3.0 x 10

”Test 1"
contrib.
to ¥s

(kcal/mole)

4,4,4

-0.432366

B5500 COMPUTER RUN TIMES:

Compiler = 337 seconds
Processor = 760 seconds
I/0 time = 68 seconds

INPUT CHARGE ASSIGNMENTS: Yttrium cation = +3,

PX1
5.0

3,3,3

1,1,1

-0.038092

47 seconds
607 seconds

61 seconds

PX6
8'0

3,3,3

-0.001043

49 seconds

PX8,2704 (a)
1.9

5,3, 3

By B B

3,29 » 10°%
5,8 x 1077

49 seconds

(70)

744 seconds 766 seconds
(653)

64 seconds 70 seconds
(92)

Chloride anion = -1
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TABLE XI--Continued

Data Col. No. : XI-1 XI-2

EWALD No. i PA7 PX1

Cation Charge : 3.0 3.0

Anion Charge : -1.0 -1.0

L8 = 3.0 5«0

RESULTS

(kcal/mole):

A = -491.535896 -634.570114
B = 1.114277 11.787606
r = =-575.290176 -444.767471
EE = -1065.711791 -1067.549977
~-A = =-272.010458 -272.010458
EC = -1337.722249 -1339.560435
RESULTS

(eV/molecule)

Cation Ao = 0.0 0.0
Anion Aq = 115798125 11798125
A = 11.79812% 11.798125
H = - 49.841485 - 49.841485
EC = - 58.022079 - 58.101808
MADELUNG

CONSTANT, &0 = 1.163734 1.165732
Johnson-Templeton

‘constant,A(Ro) = 8.296826 8.311137

O XI-4
PX6 PX8,
3.0 3.0
w140 ~10
8.0 14.2

-802.674757 -1069.
46.866222 153.
-311.913885 - 151.

-1067.722420 -1067.
-272.010458 - 272.
-1339.732878 -1339.

0.0 0.
11798325 11.
11.798125 11.

- 49.841485 - 49.
- 58.109288 - 58.
1.165882 1.
8.312478 8.

7704

396564
064590
395956

727929
010458
738387

0

7981.25
798125
841485

109526

165887

312522

(a)

Runs PX8 and ZZ04 differed in programming details, but were
given the same input parameters and yielded results which were
identical in all aspects; computer run times were different,
and those for ZZ04 are given in parentheses.
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TABLE XIT

Crystal Coulomb Energy of Wurster's Blue Perchlorate
(TMPD €10;)

Crystal structure data of : Turner & Albrecht
(200) (see Table
XVIII)
CELLMAP Run Identifier : Al3
Space group ¢ Pn2n (2)
Number of molecules per unit cell, Z = 2
= 26

Number of charged atoms per unitl?%ll, M

Cube root of unit cell volume, V 8.5480592 ﬁ

INPUT PARAMETERS:

EWALD Run Identifier :  ZZ09 ZZ03
Convergence parameter, W = 7.0 9.0
Initial sum limits to B term:

b,q,r = 354,4 3,4,4
Sum limits to 1 term:

Ty il = Lzl d T

Charge assignments: see below
for CAL (Charge Assignment
Label)

CONVERGENCE ESTIMATES:

Final sum limits to B term:
Ds Q5T
"Last" contribution to B term,
for e = 1, (kcal/mole)
"Test" contribution to I term,

4,5,5 4,5,5

+0.0000000001 +0.0000000229

I

r‘test for e = 1, due to
(d =t+1l, £f =0, g=0) cell
(kcal/mole) = +0.0000283667 +0.0000422864

B-5500 COMPUTER RUN TIMES:

Compiler time = 70 seconds 95 seconds
Processor time = 3556 seconds 3323 seconds
Input/Output time = 100 seconds 102 seconds
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TABLE XII--Continued

Data Col. No.: XII-1 XII-2 XII-3 XII-4
EWALD No. : ZZ09 (e=1) 2703 (e=1) 2709 (e=3) ZZ03 (e=3)
Cation CAL Ta Ta Ib Ib

Anion CAL VIb VIb VIb VIb

" = P 9.0 7.0 9.0
RESULTS

(kcal/mole):

A = -71.803358 -81.417355 -69.036170 -78.279659
B = 13.607681 22.208471 14.208432 23.071330
r = 5.155473 6.166234 11.463668 11.841760
E% = -53.040203 -53.042650 -43.364070 -43.366569
-4 = -42.232897 -42.232897 -51.724968 -51.724968
E = =95.273100 -95.275547 -95.089038 ~85 091537
RESULTS

(eV/molecule):

Cation Ap = 1.831801 1.831801 2.243508 2.243508
Anion Al = 0.0 0.0 0.0 0.0

A = 1.831801 18351801 2.243508 2.243508
I = -~ 2.767859 - 2.767859 - 2.770803 - 2.770803
E - 4.132355 - 4.132461 - 4,124372 - 4.124480
MEDELUNG

CONSTANT, @ = 1.492979 1:.493017 1.488511 1.488550
Data Col. No.: XII-S5 XII-6 XII-7 XII-8
EWALD No. 27209 (e=11) ZZ03 (e =11) ZZ09 (e =10) ZZ03 (e =10)
Cation CAL Ib Ib Ib Ib

Anion CAL VIa VIa VId VId

" = 70 9.0 7.0 9.0
RESULTS

(kcal/mole):

A = -58.166605 -65.954731 -22.659361 -25.693300
B = 15« 7220775 22.228868 10.644860 16.987968
r = 21.802492 21.084433 37.916887 34.614653
Eg = =22.641941 -22.641430 25.902386 . 25.909320
-A = =-72.389679 -72.389679 -120.465438 -120.465438
E = =95.031620 -95.031109 -94.563052 -94.556118
RESULTS

(eV/molecule):

Cation A2 = 2. 243508 2.243508 2.243508 2.243508
Anion Al = 0.896307 0.896307 2.981534 2.981534
A = 3.139815 3.139815 5:225042 5225042
H = - 2.770674 - 2.770674 - 2.769766 - 2.769766
E i = = 4,12188]1 - 4.121860 - 4,101558 - 4.101257
MEDELUNG

CONSTANT, &3 = 1.487681 1.487674 1.480723 1.480832
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TARLE XII--Continued

" H

Bata Col.: Noe«: XII-9 XII-10 XII-11 XII-12

EWALD No. Z7209 (e=9) ZZ03 (e=9) ZZ09 (e=5) ZZ03 (e=5)

Cation CAL i Ib B ~ Ib Ib

Anion CAL : Vie VIe VIc VIc

17} = 7.0 9.0 70 9.0

RESULTS

(kcal/mole):

A = =-25.557912 -28.979948 -764.688302 -867.075034

B = 9.870574 15.701534 3. 8535365 7.656566

r = 24.438274 22.033413 -1142.152999 -1043.859363

Eg = 18.750936 18.755000 -1902.987938 -1093.277831

- A = -103.158694 -103.,158694 1812.051839 1812.051839

E = =94.407758 -94.403694 ~-90.936099 -91.225992

RESUIES

(eV/molecule):

Cation A2 = 2.243508 2.243508 2.243508 2.243508

Anion Al = 2.230875 2.230875 -807839058 -80.839058

A = 4.474383 4.474383 -78.595550 -78.595550
= - 2.769507 = 2.769507 - 2.765618 - 2.765618

E = - 4.,094822 - 4.094646 - 3.944243 - 3.956817

M%DELUNG

CONSTANT, w = 1.478538 1.478475 1.426170 1.430717

Data Col. No.: XII-13 XII-14 XII-15 XII-16

EWAID No. ZZ09 (e=2) ZZ03 (e=2) ZZ0S (e=6) 2203 (e=6)

Cation CAL Ic Ie - Ic - Ic

Anion CAL VIb VIb VIa VIa

v = 7.0 9.0 7.0 9.0

RESULTS

(kcal/mole):

A = -68.4388546 -77.670051 -57.628982 -65.345124

B = 14.13182570 23.019607 13.696023 22.176317

r = 11.182421 11.514482 21.518390 20.7548329

E% = =43,133556 -43.135962 -22.414569 -22.413968

-A = -=-52.275518 -52.275518 -72.940228 -72.940228

I = -=95.409074 -95.411480 -95.354797 -95.354196

RESULES ’

(eV/molecule): ,

Cation A2 = 2.267387 2:267387 2.267387 2+ 267387

Anion Al = 00 00 0.896307 0.896307

A = 2.267387 2.267387 3.163694 3.163694

H = = 2.772759 - 2.772759 - 2.772658 - 2.772658

E = - 4,138B253 - 4,138357 - 4.135899 - 4.135873

M&DELUNG

CONSTANT, w = 1.492468 1.492506 1.491673 1l.491644
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TABLE XII--Continued

Data Col. No.: XII-17 XII-18 XII-19 XII-20
EWAILD No. Z7209 (e=8) ZZ03 (e=8) ZZ09 (e=7) Z7Z03 (e=7)
Cation CAL Ic Ic ‘ Ic Iec

Anion CAL VId VId VIe VIe

73 = 7.0 9.0 7 3 0 9.0
RESULTS

(kcal/mole):

A = =22.,121738 -25.083693 -25.020288 -28.370340
B = 10.616692 16.929626 9.841828 15.641538
r = 37.612802 34.268840 24.128480 21.682967
Eg = 26: 107757 26.114773 18.950019 18.954164
-A = -121.015988 -121.015988 -103.709243 -103.709243
Lo = -94.908231 -94.90121% -94.759224 -~94.,755079
RESULTS

(eV/molecule):

Cation Ao = 2:.267387 2.267387 2.267387 2+:267387
Anion Al = 2.981534 2.981534 2.230875 24230875
A = 5.248921 5.248921 4.498262 4.,498262
H = = 2.771954 - 2.771954 = ROTTLTSIS = PP HLTES
E = - 4.116529 - 4.116225 - 4.110066 - 4.,109887
MEDELUNG

CONSTANT, w = 1.485064 1.484954 1.482840 1.482775
Data Col. No.: XII-21 XII-22 XII-23 XII-24
EWALD No. 27209 (e=4) 2703 (e=4) ZzZ09 (e=13) ZZ03 (e=13)
Cation CAL I Id Id Id

Anion CAL : VIb VIb VId VId

n = 7.0 9.0 Lt 9.0
RESULTS '

(kcal/mole): ,

A = -66.600646 -75.518034 -20.223837 -22.931676
B = 14.977405 24.179964 11.338461 18.000543
iy = 16.540403 16: 2529351 42.993806 39.046572
EE = -35.082838 -35.085140 34.108430 34.115440
-A = -60.678699 -60.678699 -129.419169 -129.419169
EC = -95.761537 -95.763839 -95.310739 -95.303729
RESULTS .

(eV/molecule): :

Cation A2 = 2.631865 2.631865 2.631865 2.631865
Anion Al = 0.0 0.0 2.981534 2.981534
A = 2.631865 2.631865 5.613399 5.613399
H = - 2.779211 = 2.779211 - 2.779326 - 2.779326
E - 4.153540 - 4.153640 - 4.133988 - 4,133684
MEDELUNG

CONSTANT, « = 1.494503 1.494539 1.487407 1.487297
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TABLE XII--Continued

Data Col. No.: XII-25 XII-26
EWALD No. s ZZ09 (e=12) 72703 (e=12) .
Cation CAL 3 Id Id

Anion CAL s VIe Vie

1 = 7.0 9.0
RESULTS

(kcal/mole):

A = -23.122388 -26.218323
B = 10.545331 16.690095
r& = 29.515239 26.470521
EC = 16.928182 16.942292
-A = -112.112424 -112.112424
E = -95.174242 -85.170132
RESULTS

(eV/molecule):

Cation Ao = 2.631865 2.631865
Anion Al = 2.230875 2.230875
A = 4.862740 4.862740
H = = 2779555 - 2.779355
Ec = - 4.128067 - 4.127889
MADELUNG

CONSTANT, «@ 1.485261 1.485197

Il
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TABLE XIIT

Crystal Coulomb Energy of (1:1)-(N,N,N‘',N'-

Tetramethyl-para-

phenylenediamine:7, 7, 8, 8-Tetracyanoquinodimethan)

(TMPDF TCNQT )

Crystal structure data
CELLMAP Run Identifier
Space group
Number of molecules per unit cell, Z
Number of charged atoms per unit,yell, M
Cube root of unit cell volume, vl/ 3

i

A. W. Hanson (160)

¢ 819
: C2/m

2
48 5
9.869961 A

INPUT PARAMETERS:

EWALD Run Identifier s 4AZ12
Convergence parameter,w = 10.0
Initial sum limits to B term:

P4, = 35353
Sum limits to ™ term:

1, Ay ¥ = W A o
Charge assignments: see below

for CAL (Charge Assignment

Label)

CONVERGENCE ESTIMATES:

Final sum limits to B term:
P,q,T = 4,4, 4
"Last" contribution to B term,

4,4,4

for e = 1, (kcal/mole) = 0.0000182847 0.0008132633

"Test" contribution to M term,

Ptest for e = 1, due to

(d=t+l, £ =0, g =0) cell
(kcal/mole)

Il

B-5500 COMPUTER RUN TIMES:

Compiler time
Processor time
Input/Output time

i

-0.0000000468 < 1.0 x 10

10

85 seconds 70 seconds
8837 seconds 7526 seconds
107 seconds 110 seconds
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TABLE XIII--Continued

Data Col« No.: XIII-1 XITII-2 XIII-3 XIII-4
EWALD No. ¢ Z712 (e= 1) ZZ06 (e=1l) ZZ12 (e=2) ZZ06 (e=2)
Cation CAL y To! Ic! Ic? Ic!?

Anion CAL : NMIITa VIITa VIIIb' VIIIb'

1 = 10.0 15.0 10.0 150
RESULTS

(kcal/mole):

A = =-17.925667 -21.954369 -18.608925 -22.791186
B = 6.118647 12.509434 6.042233 12.400679
F& = 20.495305 18.132954 19.255440 -17.072519
EC = 8.688285 8.688020 6.688747 6.682011
-A = -100.616085 -100.616085 -99.476207 -99.476207
Ec = -91.927800 -91.928065 -92.787460. -92.794196
RESULTS

(eV/molecule):

Cation A2 = 2.204701 2.204701 2.204701 2.204701

Anion Ay = 2.159400 2.159400 2.109959 2+.109959
A = 4.364101 4.364101 4.314660 4.314660
H = - 3.,081412 - 3.081412 = 5.119223 = 3.119223
Ec = - 2.987257 - 3.987268 - 4.024543 - 4.024836
MADELUNG
CONSTANT, W = 1.293971 1.293974 1.290239 1.290333
Data Col. No.: XIII-S XIII-6 XIII-7 XIII-8
EWALD No. s ZZ212 (e=3) 2206 (e=3) ZZ12 (e=4) Z7Z06 (e=4)
Cation CAL r Eat Ic? Ic?! Ic?

Anion CAL s VIlIe VIIIc VIIId VIIId
n = 10.0 15.0 10.0 15.0
RESULTS

(kcal/mole):

- A = -22.534933 -27.599543 -15.556765 -19.053069
3 = 5.966947 12.343346 5.776354 11.780638
r% = 13.921365 12.609139 20.806178 18.295914
Ep = - 2.646621 - 2.647058 11.025766 11.023483
-A = -86.842786 -86.842786 -100.431013 -100.431013
E = =-89.489407 -89.489844 -89.405247 -89.407530
RESULTS
(eV/molecule):

Cation A, = 2.204701 2.204701 2.204701 2.204701
Anion Al = 1.562000 1.562000 2. 151375 2:1851373
A = 5.766701 3.766701 4.356074 4.356074
H = - 3.005797 - 3.005797 - 3.008714 - 3.008714
Ec . = - 3.881494 - 3.881513 - 3.877844 - 3.877943
MADELUNG

CONSTANT, w = 1.291336 1.291342 1.288871 1.288904
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TABLE XIII--Continued

Data Col. No.: XIII-9 XIII-10 XITII-11 XITI-12
EWALD No. : ZZ12 (e=5) Z7Z06 (e=5) Z2Z12 (e=6) ZZ06 (e=6)
Cation CAL s Ia! Ic? - Ic! ' Tt

Anion CAL : VIIIe VIIIe VIIIE VIIIf

. = 10.0 15.0 10.0 150
RESULTS

(kcal/mole):

A = =17.557574 -21.503549 -17.637866 -21.601886
B = 5.984813 12255828 6.035977 12+ 335283
T% = 20.207126 17.881666 20.105518 17.769966
Ec = 8.634364 8.633945 8.503629 8.503363
=A = -99.689427 -99.689427 -99.849724 -99.849724
Ec = =91.055063 -91.055482 -91.346095. -91.346361
RESULTS

(eV/molecule):

Cation A2 = 2.204701 2.204701 2.204701 2.204701
Anion Ay = 2. 119207 2.119207 2.126160 2.126160
A = 4,323908 4.323908 4.330861 4.330861
H = - 3.055664 - 3.055664 - 3.064104 - 3.064104
B = - 3.949403 - 3.949421 - 3.962026 - 3.962038
M%DELUNG

CONSTANT, @& = 1.292486 1.292492 1.293046 1.293049
Data Col. No.: XIII-13 XIII-14

EWALD No. 1 ZZ12 (e=7) 2706 (e=7)

Cation CAL + Ie! Il

Anion CAL : VIIIg VIIIg

w = 10.0 15.0

RESULTS

(kcal/mole):
- A = -18.808385 -23.035485

B = 5.843242 12.001998

nT = 17.368411 15.435415

EC = 4.403958 4.401928

- A = =94.448315 -94.448315

Ee = =90.045057 -90.046387

RESULTS

(EV/molecule):

Cation AQ = 2.204701 2.204701

Anion A4 = 1.891880 1.891880

A = 4.096581 4.096581

H = - 32.024899 - 3.024899

E . = = 35,905595 - 3.905653

M&DEIUNG

CONSTANT, w = 1.291149 1.291168
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TABLE XIV

Crystal Coulomb Energy of (1:1)-(N,N,N',N'-Tetramethyl-para-
phenylenediamine: para-Chloranil)
' (TMPDT pCh17)

Crystal structure data of : S. C. Wallwork (91)
(see Table XIX)
CELLMAP Run Identifier : D26
Space group - : OBy
Number of molecules per unit cell, Z 2

40 o
9.5742868 A

Number of charged atoms per unit ?ell, M
Cube root of unit cell volume, v/ 3

INPUT PARAMETERS:

EWALD Run Identifier 3 ZZ05
Convergence parameter, N = 12.0
Initial sum limits to B term:

p,q,r = 3,3,3
Sum limits to M term:

2 = 1 I I

Charge assignments: see below
for CAL (Charge Assignment
Label)

CONVERGENCE ESTIMATES:

Final sum limits to B term:

[oFRePys = 5,5,5
"Last" contribution to B term,
for e = 1, (kcal/mole) = 0.0003658670

"Test" contribution to T term,

rﬂtest for e = 1, due to
{d =t+l, £=0, g= 0) cell _10
(kecal/mole) = 1.0 x 10

B-5500 COMPUTER RUN TIMES:

69 seconds
7847 seconds
106 seconds

Compiler time
Processor time
Input/Output time

I
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TABLE XIV--Continued

Data Col. No.: XIV-1 XIV-2 XIV-3 XIV-4
EWALD No. : ZZ05 (e=7) ZZ05 (e=12) ZZ0S5 (e=6) ZZ0S (e=5)
Cation CAL : Ia Ia Ta Ia

Anion CAL VIIa VIIb VIIc VIId

n = 12.0 12.0 12.0 12.0
RESULTS ’
(kcal/mole):

A = -32.339147 -26.782801 -25.750280 -24.227530
B = 6.297833 7.083324 7.287370 7.710442
WT = 9.886424 15.196729 17.951436 19.750383
Ec = -16.154890 - 4.502847 - 0.511474 3:235295
-4 = -85.216636 -97.262210 -101.674288 -105.041229
Ec = -101.371526 -101.765057 -102.185762 -101.807934
RESULTS

(eV/molecule):

Cation Ao = Lo 820357 1.821351 1.821351 1. 820351
Anion Al = 1.874817 23897279 2.588648 2.734685
A = 3.696168 4.218630 4.4.09999 4.556036
H = - 3.367022 - 3.392768 - 3.405868 - 3.402497
Ec = - 4.396867 - 4.413936 - 4.432183 - 4.415796
MADELUNG

CONSTANT, &3 = 1.305862 1.300984 1. 301337 1297810
Data Col. No.: XIV-S XIV-6 XIV-7 XIV-8
EWALD No. 72705 (e=8) ZZ05 (e=10) ZZ05 (e=9) Z7Z05 (e-11)
Cation CAL Ib Ib Ib Ib

Anion CAL VIIa VIIb VIIc VIId

7 = 12,0 12.0 12.0 12.0
RESULTS
- (kcal/mole):

A = =29.104392 -23.548146 ~22.515525 -20.992775
B = 6.499017 7+025759 7.193447 7585748
r& = 15.214924 20.368214 23.087060 24.831212
EC = = 7.390452 3.845827 7.764982 11.374185
-A = -94.728734 -106.774309 -111.186387 -114.553328
EC = -102.119186 -102.928482 -103.421405 -103.179143
RESULTS

(eV/molecule):

Cation bo = 2233927 2233997 22535827 2:,233927
Anion Al = 1.874817 2597279 2.588648 2.734685
A = 4.108744 4.631206 4.822575 4.968612
H = - 3.389885 - 3.423817 - 3.438371 - 3.437539
Eq = - 4.429296 - 4.464398 - 4.485778 - 4.475270
MADELUNG

CONSTANT, & = 1.306621 1.303924 1.304623 1.301882
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TABLE XIV--Continued

Data Col. No.: XIV-9 XIV-10 XIv-11 XIV-12
EWALD No. ¢ 2705 (e=2) 2705 (e=4) ZZ05 (e=3) Z7Z05 (e=1)
Cation CAL § Ie? Tat Ie! It

Anion CAL : VIIa VIIb VIIc VIId

78 = 12.0 120 12.0 12.0
RESULTS

(kcal/mole):

A = -28.357338 -22.801091 -21.768470 -20.245720
B = 6.449782 6.886061 7.050417 7360370
F& = 14.500237 19.579168 22.301744 24.020214
EC = - 7.407318 3.664138 7.583691 11.134863
-A = -93.739057 -105.784631 -110.196709 -113.563649
E = -101.146375 =-102.120493 -102.613018 -102.428786
RESUUTS

(eV/molecule):

Cation A = 2.191001 2.191001 2:191001 2. 197:001.
Anion Al = 1.874817 2.397279 2.588648 2.734685
A = 4.065818 4.,588280 4.779649 4.925686
H = - 3.360216 = 3.397214 - 3.411660 - 3.412000
E _ = - 4.387101 - 4.429352 - 4.450715 - 4.,442724
MEDEIUNG

CONSTANT, & = 1.305601 1.303819 1.304560 1.302088
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TABLE XV

Crystal Coulomb Energy of N-Methylphenazinium 7,7,8, 8-
Tetracyanoquinodimethanide
(MPNZT TCNQT)

Crystal structure data of i €. Jd. Fritchie, Jr.
(145)
CELLMAP Run Identifier : E3
Space group : Bl
Number of molecules per unit cell, Z = 1
Number of charged atoms per unit ?ell, M = 30 o
Cube root of unit cell volume, vi/ 3 = 7.778924 A

INPUT PARAMETERS
EWALD Run Identifier : 2211 27210

Convergence parameter, = 60 9.0
Initial sum limits to B term:

b,q,T = 3,3,3 353,53
Sum limits to I term:

Tyl ¥ = Ay e 1 Jgelgds

Charge assignments: see below
for CAL (Charge Assignment
Label)

CONVERGENCE ESTIMATES:

Final sum limits to B term:
b,qr = 4,4,4 5)5:5‘
"Last" contribution to B term,
for e = 1, (kcal/mole)
"Test" contribution to © term,

0.0018434927 0.0002289059

il

r‘test for e = 1, due to
(d =+t+1, £f=0, g =0) cell
(kcal/mole) = 0.0890061284 0.0184908437

B-5500 COMPUTER RUN TIMES:

Compiler time = 70 seconds 70 seconds
Processor time = 2897 seconds 3481 seconds
Input/Output time = 101 seconds 101 seconds
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TABLE XV--Continued

Data Col. No.: XV-1 Xv-2 XV-3 Xv-4

EWALD No. : ZZ11 (e=1) 27210 (e=1) 2ZZ1l1l (e=2) ZZ10 (e=2)
Cation CAL ¢« IVat IVa IVa IVa

Anion CAL : VIIIa V1Tl VIIIb VIIIb

n Z B.0 9.0 6.0 9.0
RESULTS

(kcal/mole):

A = =13.123411 -16.127294 -13.672609 -16.7454%57
B = 89.402120 104.951976 85.542947 100.263065
F& = 38.319964 26.282846 35.961677 24.572765
E = 114.598673 115 107529 107.832017 108.090374
-E = -106.892389 -107.104183 -103.832754 -103.832754
Ec = 7.706284 8.003346 3.999262. 4,257619
RESULTS

(eV/molecule):

Cation Bo = 2.474001 2.483188 2.483188 2.483188
Anion A4 = 2.162326 2.162326 2.020431 2.020431
A = 4.636328 4.645514 4.503620 4.503620
H = - 1.679747 - 1.683031 - 1.688516 - 1.688516
EC = 0.334251 Q.- 347135 0.,173463 0.184669
MADELUNG

CONSTANT, @ = - 0.198989 - 0.206256 - 0.102731 - 0.109368
Data Col. No.: XV-5 XV-6 XV-7 XV-8

EWALD No. : 27211 (e=3) 27210 (e=3) ZZ11l (e=4) 2Z7Z10 (e=4)
Cation CAL : IVa IVa TN IVa

Anion CAL ¢ VILIIe! VIIIc! VIIId VIIId

v = 6.0 9.0 6.0 9.0
RESULTS

(kcal/mole):

A = =17.695692 -21.672708 -10.839688 -13:275853
B = 82.154302 96.558240 80.933070 94.783479
r& = 29.898179 19.729060 36.587065 25.444840
EC = 94.356790 94.614592 106.680446 106.952466
-A = =93.019725 -93.019725 -106.852818 -106.852818
E = 1.337064 1.594867 - 0.172372 0.099647
RESULTS

(eV/molecule):

Cation A2 = 2.483188 2.483188 2.483188 2.1831.88
Anion Al = 1.551429 1.:551429 2.151423 2151423
A = 4.034618 4.034618 4.634611 4.634611
H = = 1.673553 - 1.673553 - 1.705926 - 1.705926
B . = 0.057994 0.069175 - 0.007476 0.004322
MEDELUNG

CONSTANT, & = - 0.034653 - 0.041334 0.004383 - 0.002534
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TABLE XV--Continued

- A

Data Col. No.: XV-9 XV-10 XV-11 XV-12
EWAID No. y ZZ11 (e=5) 2710 (e=5) 2211 (e=6) ZZ10 (e=58)
Cation CAL s IVa IVa IVa IVa
Anion CAL : VIIIe VIIIe VIITE VILIIE
n = 6.0 9.0 6.0 9.0
RESULTS
(kcal/mole):
A = -12.806113 -15.684221 -12.885025 -15.780868
B = 86.948334 101.833840 88.219014 103.273969
TH? = 37.495823 25.740102 37.675918 25.760821
Ec = 111.638044 111.889721 113.009907 113:253922
-A = -106.163054 -106.163054 -106.330127 -106.330127
EC = 5.474990 5.726666 6.679780. 6.923795
RESULTS
(eV/molecule):
Cation A2 = 2.483188 2.483188 2.483188 2.483188
Anion Al = 2.121505 2: 121505 2:.128752 2.128752
A = 4.604694 4.604694 4.611940 4.611940
H = - 1.684208 - 1.684208 - 1.682904 - 1.682904
EC = 0.237471 0.248387 0.289727 0.300311
MADELUNG
CONSTANT, @ = - 0.140999 - 0.147480 - 0.172159 - 0.178448
Data Col. No.: XV-13 XV-14
EWALD No. i 2711 (e=7T) ZZ10 (e=7)
Cation CAL ¢ IVa IVa
Anion CAL : VIIIg VIIIg
n = 6.0 9.0 &
RESULTS
(kcal/mole):

= -14.035437 -17.189830
B = 82.969765 97.277693
F& = 33.737643 22.841083
EC = 102.671971 102.928946
-A = -100.929501 -100.929501
E = 1.742469 1.999444
rEsunrs
(eV/molecule):
Cation A2 = 2.483188 2.483188
Anion Al = 1.894506 1.894506
A = 4.377695 4,.377695
H = - 1.694709 - 1.694709
& \ = 0.Q075577 0.086723
MﬁDELUNG
CONSTANT, & = - 0.044596 = 0.051373
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TABLE XVI

Crystal Coulomb Energy of (1l:1)-(Naphthalene

(Naphth’ TCNE?)

:Tetracyanoethylene)

Crystal structure data of

CELLMAP Run Identifier
Space group

Number of molecules per unit cell, Z
11, M
178

Number of charged atoms per unit
Cube root of unit cell volume, V

: Williams & Wallwork

(85)

s EL

: C2/m

2
40

i

8.7166689 A

INPUT PARAMETERS :

EWALD Run Identifier
Convergence parameter, n
Initial sum limits to B term:
p,q,r
Sum limits to T term:
Ty w
Charge assignments: see below
for CAL (Charge Assignment
Label)

CONVERGENCE ESTIMATES:

Final sum limits to B term:
PyG, T

"Last" contribution to B term,
for e = 1, (kcal/mole)

"Test" contribution to T term,
(I for e = 1, due to
test
(d=t+l, f=0, g = 0) cell
(kcal/mole)

B-5500 COMPUTER RUN TIMES:

Compiler time
Processor time
Input/Output time

I

i nn

55550

0.0000033382

0.0000081735

70 seconds
5904 seconds
98 seconds

Z713

15.0
4,58

Bl

5,5,5

0.0003552742

0.0000000564

69 seconds
4992 seconds
98 seconds



TABLE XVI--Continued

Data Col. No.: XVI-1 XVI-2
EWALD No. ! 2707 (e=1) ZZ13 (e=1)
Cation CAL ¢ IIa IIa

Anion CAL ¥ Wa Va

n = 10.0 15.0
RESULTS

(kcal/mole):

A = =32.224436 -39.466713
B = 12.717601 22.745957
nT = 14+ 795215 12.009300
Eg = - 4.711620 - 4.711456
-A = =94.557419 -94.557419
Ec = -=99.269039 -99.268875
RESULTS

(eV/molecule):

Cation A = 1.416489 1.416489
Anion Al = 2.684825 2.684825
A = 4.101314 4.101314
H = = -:3.357014 - 3.357014
E = - 4.305674 - 4.305667
MEDELUNG

CONSTANT, ¢« = 1.285590 1.282588
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TABLE XVII

Crystal Coulomb Energy of (1:1)-(Hexamethylbenzene:
para-Chloranil)

(HMBT pChl®)
Crystal structure data of : Harding, Wallwork,
Jones, & Marsh (104)
CELLMAP Run Identifier : AlS
Space group :_Ezl[g
Number of molecules per unit cell, 2% 2

36 °
9.7441567 A

Number of charged atoms per unit ?ell, M
Cube root of unit cell volume, vi/ 3

INPUT PARAMETERS:

EWALD Run Identifier . 27202 2708
Convergence parameter, q = 9.0 10.0
Initial sum limits to B term:

p,a,r = By 3 3,3,3
Sum limits to I” term:

“Hat,; W = 1,1, 1 i [ T

Charge assignments: see below
for CAL (Charge Assignment
Label)

CONVERGENCE ESTIMATES:

Final sum limits to B term:
P>q,T = 4,4,4 4,4,4
"Last" contribution to B term,
for e = 1, (kcal/mole)
"Test" contribution to I'

r =
term, — for e 1, due

to (d =t+l, £=0, g = 0)
cell (kcal/mole)

0.0001671385 0.0004050352

0.0020085706 0.0010121726

B-5500 COMPUTER RUN TIMES:

Compiler time = 71 seconds 70 seconds
Processor time = 3385 seconds 3109 seconds
Input/Output time = 101 seconds 96 seconds
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TABLE XVII--Continued

B

Data Col. No.: XVII-1 XVII-2 XVII-3 XVII-4
EWALD No. : 2702 (e=1) Zz08 (e=1) ZzZ02 (e=3) Z7Z08 (e=3)
Cation CAL ¢ IIla ITIa ITTa ITTT=

Anjion CAL : VIIa VIIa VIIb VIIb

78 = 9.0 10.0 9.0 10.0

RESULTS

(kcal/mole):

A = -23.369768 -24.633898 -18.641803 -19.650186
B = 7.467943 9.456233 6.939577 8.837323
F& = 32.828274 32.107089 37.631481 36: 745106
EC = 16.926449 16.929423 25.929255 25.932242
=A = -115.744441 -115.744441 -127.990478 -127.990478

Ec = -98.817992 -98.815018 -102.061223 -102.058236

RESULTS '
(eV/molecule):

Cation Ao = 3.146447 3.146447 3.146447 3.146447

Anion Al = 1.873828 1.873828 2.404985 2.404985

A = 5.+ 020275 5:«020275 5551432 545514352

H = - 3.258340 - 3.258340 - 3.347024 - 3.347024

En = - 4,286111 - 4.,285981 - 4.426782 - 4.426652

M&DELUNG

CONSTANT, «@ = 1.315428 1.315387 1.322602 1.322564
Data Col. No.: XVII-S XVII-6 XVII-7 XVII-8
EWALD No. : Z7202 (e=4) Z7Z08 (e=4) ZZ02 (e=2) Z708 (e=2)
Cation CAL : IIla TTTS ITIa IITa

Anion CAL : VIIe VIIc VIId VIId

n = 9.0 10.0 9.0 10.0

RESULTS

(kcal/mole):

A = =]17:763117 -18.723969 -16.467366 -17.358128

= 6.943905 8.854317 6.847847 8.741923

r& = 40.446760 39.500187 42.090231 41.089907
EC = 29.627548 29.630535 32.470712 32.473702
-A = -132.378748 -132.378748 -135.882249 -135.882249

E = -102.751200 -102.748213 -103.411537 -103.408547

RESULTS

(eV/molecule):

Cation Ao = 3.146447 3.146447 3.146447 3.146447

Anion Al = 2.595320 2.595320 2.747281 2.747281
A = 5.741767 5741767 5.893728 5.893728
H = - 3.364824 - 32.364824 ~ 3:385302 -~ 3.:385302
E = - 4.456709 - 4.456579 - 4.485350 - 4.485220
M&DELUNG '

CONSTANT, w = 1.324500 1.324461 1.324948 1.324910
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TABLE XVITT

Unpublished Room-Temperature Crystal and Molecular Structure
Data for WBP (from Turner and Albrecht (200))"

Space group: Pn2n or, morg likely, Pnmn
Unit cell axes: 4=75.98+,01 A, b=10.21+.01 &4, ¢=10.23
+.015 A
Observed reflections: 46 out of 78 h0l, 64 out of 69 0kl
Unweighted Reliability
factor: 0.118 for hOl data, 0.252 for Okl data
Atomic parameters : X/ & v/b: z/c:
Chlorine : 055 0.5 0.0
Oxygen 1 : C.296 0.420 0..021
Oxygen 2 : 0.536 0.580 0.119
Carbon 1 : -0.092 0.118 0.041
Carbon 2 : -0.186 @:0 - 0.083
Nitrogen : -0.370 0.0 0.166
Carbon 3 : -0.466 0.125 0.209
Hydrogen 1: -0.166 +0.210 0.073
Hydrogen 2: -0.612 +0.106 0.270
Hydrogen 3: -0.345 +0.181 0+261
Hydrogen 4: -0.524 +0.181 0.121

ate

"At this writing, new crystallographic work on WBP is reported in
progress (cf. Ref. (201)).
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TABLE XIX

Unpublished Crystal and Molecular Strucfure for TMPD.pChl.
(from Wallwork (91))

Space group: C 2/m
Unit cell axes: g = 1

6.390+.015 A, b = 6.505+.01 A,
G = 8.91+.01 A, B = 112°30'+20"'
Observed reflections: not specified

Reliability factor: not specified
Atomic parameters : i as y/b z/c:
Carbon 1 : -0.030 0.0 0.128
Carbon 2 : 0.062 0.0 0170
Carbon 3 : 0.090 0.0 0. 030
Oxygen 1 : 0,181 0.0 0.311
Chlorine 1: ' 02035 0.0 0.072
Chlorine 2: -0.063 0.0 0.293
Carbon 4 : -0.021 Bie5 0.142
Carbon 5 : - D067 0.5 0.160
Carbon 6 : 0.088 0.5 0.019
Carbon 7 : 0.112 (5 0.459
Carbon 8 : 0.227 Q.5 0325
Nitrogen 1: 0.133 0.5 0.313

*
After the work described here and in Table XIV was completed, a
crystal and molecular structure study for TMPDipChl: was pub-
lished by de Boer and Vos (18); see Proposition II for a
discussion.
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E. Discussion of Test Crystals

The EWALD results are reported in kcal/mole* and also in
eV/molecule, and were obtained to four more significant figures
than are recorded in Tables X to XVII.

EWALD was first tested for Sodium chloride, Table X. The
value W = 1.747564** compares favorably with Madelung's original
a = 1.7434 (176), the value a = 1.747558 quoted by Sherman (202),
and Sakamoto's ultra-precise value*** o = 1.747564 594633 1822
(203).

A further, and more sensitive, test of both CELLMAP and

. EWALD was the calculation of Eg for Yttrium chloride (Table XI),
a monoclinic crystal for which we could not only check for inde-
pendence of Bg from 7 > but also confirm our calculation against
Johnson and Templeton's (198) recent calculation of Eg by Bertaut
series. Johnson and Templeton define a Madelung-type constant,
A(RO), based on Ro,the shortest anion-cation distance in the
crystal,and for R.O = 2,5845 A they get A(RO) = 8.313; we get for

A

'RO = 2.5845506 ﬁ the best wvalue A(RO) = 8.312522. E H and

c? "2?
& for YCl are discussed in Appendix I.
A final check on the applicability of EWALD for triclinic

crystals was made by calculating Eg for Mg2(OH)3Cl.4H20 (space

% 3= =
For DA complexes, a mole consists of NOD and NOA ions; for WBP
a mole consists of NO WBP monomers.

ate
w

"Actually = 1.747563 9556 (EWALD BZ87) and @ = 1.747563 9597
(EWAID ZZ01). |

wekst

Obtained by Ewald's method.
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group PI) (204). A value of Eg of about -1200 kcal/mole was
obtained, for g = 6.0 and Q= 9.0, with negligible -
dependence.*
F. Discussion of Wurster's Blue Perchlorate

We now turn to the organic crystals. The first general
trend that becomes obvious from a cursory glance at Tables XII to
XVII is the remarkable insensitivity of EC and H to the nontrivial
changes in the assumed relative charge distributions. It could be
argued that almost all the charge distributions chosen in Tables
I to VIII are, on the whole, "chemically reasonable", and so no
rude surprises in calculations of EC should be expected. We feel,
however, that this relative insensitivity of EC and H to charge
variations actually answers rather well the following objection to
our whole approach: that to substitute classical point charges
for diffuse charge clouds, and Ewald summations for quantum-
mechanical integrations is too crude an approximation. Indeed,
the variance of EC and H would be expected to be much greater than
observed if the point-charge approximation were an over-simplifi-
cation. Another general conclusion is that small (< 1%) deviations
from the electrical neutrality required by Eq. (216), which can be
observed on closer inspection of some of the charge distributions

in Tables I to VIII, do not seem to affect EC drastically.

The detailed results are not tabulated because a trivial error
was -made in the charge distribution assignment.
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It was found, however, that large deviations from Eq. (216) dQ
cause big changes in En.

The first organic crystal studied was Wurster's Blue Per-
chlorate. For an account of the known physical properties of
this interesting salt, the reader is referred to a review by
Nordio et al. (3) and to the references cited therein; more
recent work is reported in Refs. (183, 191, 205, 206, 207, 208,
209, 210). The EC data recorded in Table XII show satisfactory
independence from 7 , and a remarkably consistent value
& = 1.48 to 1.49.* WBP is hereby unequivocally shown to be an
ionic crystal that is sufficiently stable under the influence of
ordinary classical Coulomb forces, and there 1is no need to
invoke quantum-mechanical exchange Coulomb interactions to explain
its stability (167,168). There are two small trends in the data
obtained; (i) for fixed perchlorate CAL, EC becomes more negative
by about 0.3 to 0.4 kcal/mole as the TMPD ™" charge assignment
model is changed from Ib to Ic to Id: this trend parallels the
increase of the charge on the benzene ring at the expense of the
nitrogen atoms; (ii) for fixed TMPD " CAL, EC becomes more negative,
by about 0.45 to 0.67 kcal/mole, as the c1o; charge assignment
goes from either VIa or VIb to either VId or VIe; this trend fol-
lows the increase in charge on the oxygen atoms at the expense of

the chlorine atom.

B3
Except in Columns XII-11 and XII-12, where we assume with
Monkhorst and Kommandeur (191) that the chlorine atom charge
is 3.0, which seems "unphysical" anyway.
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One might like to discuss trend (ii) above in light of the
well-known phase transition in WBP. Many inorganic perchlorates
undergo a phase transition at relatively elevated temperature.

It is well established that the high-temperature phase (II)
exhibits freely rotating or statistically disordered perchlorate
ions, and hence higher crystallographic symmetry, whereas the low-
temperature phase (I) has perchlorate ions frozen into well-
defined orientations, and the phase I crystal frequently exhibits
twinning. At room temperature WBP is orthorhombic (phase IT,
space group Pn2n or more likely, Pnmn if perchlorates are dis-
ordered (201,212)); below a transition temperature Tt = 186°K or
190°K (213) it is monoclinic, with alternating interionic
distances along the TMPD linear chains and a doubled primitive
cell* (phase I, space group unspecified (212)). WBP is paramag-
netic above Tt’ and is an alternating Heisenberg antiferromagnet
below ‘I‘Jc with a thermally accessible Frenkel triplet spin exciton
state; the phase transition is of first order and exothermic;

ats ols
W

‘the experimental data are AH = Hp, - Hp = 0.408+4.5 kcal/mole

of WBP monomer (213), (dp/dT) = 0.1 kbar/degree (214), whence

AS = SII - SI = 2.18+0.02 cal/mole~deg, and AV = VII - VI = 1.5
‘ +0.1 i 3/monomer. The pAV term amounts to only 2.19 x 10_6
kcal/mole, so we derive from experiment AH ZAE = EII - EI =

+0.41 kcal/ﬁole.

*This model is due to Hausser and Murrell (215) and McConnell
(212)

atsote
v

e is the enthalpy for the high-temperature phase II, Hy is
tgg enthalpy for the low-temperature phase I.
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The entropy change AS = 2.19 e.u. may be partially accounted
for (213) by:i(i) statistical disorder of perchlorate ion orienta-
tions in phase II, which accounts for* R loge2 = 1s38 &:Us (2133
(ii) Chesnut's exciton condensation theory (216) which Hughes
(214) has shown would contribute only (1/2) R(pII—pI)loge 3 = (l/Q)R
(015 ) log, 3 = 0.16 e.u.; the remaining 0.64 e.u. (or 0.80 e.u.
if Chesnut's theory is not correct) must be explained by other
means. There is an entropy change due to the structural dissocia-
tion at Tt of the low-temperature ”TMPD+ dimer'": above Tt we
cannot tell whether two adjacent TMPD ions had belonged to the
same low-temperature dimer or to two adjacent low-temperature
dimers: this contributes (1/2)R log, 2 = 0.69 e.u. Thus all or
almost all of AS seems to be explained.

One might like to calculate AE. Let EC(II) be the
Madelung energy of WBP just above Tt and let EC(I) be the Madelung
energy just below Tt; then one might expect that the largest con-
tribution to AE would be BC(II)—EC(I). The exact evaluation of
'EC(II)—EC(I) is impossible for two reasons: (i) the absence of
reliable crystallographic data around Tt’ (ii) the theoretical
uncertainties in the charge distributioﬁ in the perchlorate ion,
for which no experimental estimate is available. It is likely

that the real charge distribution in the perchlorate ion is

intermediate between CAL VIb (chlorine -1, oxygen 0) and CAL VIe

' "See Ref. (217) pages 371-378.
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(chlorine 0, oxygen -0.25); of course CAL VIb describes the freely
rotating or statistically disordered perchlorate ion. One might
therefore hope that the EC calculated in Table XITI with CAL VIb
might approximate EC(II), and that EC calculated with CAL VId or
CAL VIe will give some estimate of EC(I). But subtracting for
instance Eq (Column XII-7) from Er (Column XII-3) gives -0.53

kcal/mole, which is close to AE in magnitude but has the wrong

sign. This is true for all such attempted subtractions din Table
XII: obviously the crystal-structure data used are unsuitable
for the calculation of EC(II) - EC(I).

Mention should be made here of the extensive efforts of
Kommandeur et al. (183,191,207,208) to interpret the phase tran-
sition of WBP as due to a transition from a high-temperature
lattice consisting of linear chains of equidistant TMPD+ ions, to
a low-temperature lattice consisting of linear chains of dispro-
portionated pairs, with TMpD " and TMPD constituting the low-
temperature dimer. The most important experimental evidence
‘adduced by Kommandeur is the purported optical spectrum of solid
phase I; however, Young has noticed (211) that Kommandeur's
spectra are actually solution spectra, as is obvious from the
spectra of Uemura et al. (206); moreover a recently published
study by Anderson (210) of the low-temperature crystal polarized
optical reflectance spectrum of WBP vindicates completely the

earlier model discussed above.
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G. Discussion of DA Crystals

The DA crystals will be discussed next. It was naively
hoped that for holoionic DA crystals the Madelung energy EC would
be negative and greater in magnitude than the respective I

ot Rer
and that for nonionic crystals BC would be either positive or, at
any rate, smaller in magnitude than ICT- ACT‘ This would offer a
relatively effortless

"final" proof of the correctness of
McConnell's classification of DA crystals,

The

N -independence is satisfactory in Tables XIII, XVI,

and XVII; the convergence of the results in Table XIV, for which
only one EWALD run was made,

is acceptable. The independence of
EC’ H and & in Tables XIII, XIV, XVI, and XVII from the details
of the charge model is very reassuring.

However,
of the EC with the relevant ICT_ ACT

the comparison
of Table I of Chapter I, and
also the comparison of Eg of Fig. IT of Chapter I with H in

Tables XVI and XVII show that the approximations H £ E
(ef. Eq.

a ~
g’ EC = 261
(119)) aretoo crude.

other

In other words, interactions
than direct Coulomb are very important in DA crystals.

Let us summarize the relevant results of Tables XIII, XIV,
XVI; XVII,

of Table I of Chapter I and Fig. II of Chapter I as
follows:

(i) for (TMPD'TCNQ ) (space group C 2/m):
EC =

-4.0 eV, H = -3.0 eV,

W= 1.29,
_ Ho ;
Top - Agp = 4.6 eV, eg = 0.075 eV;
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¢ii) for (TMPD+pChl_) (space group C 2/m):

Ec = -4.4 eV, H=-3.4 eV, @@= 1.30,
_ H
Iop = Bop = 5:0 eV, g

(iii) for (HMB: pChl) (space group P Zl/c):

= 0.13 eV or 0.16 eV;

Eo= -4.5 eV, H = -3.4 eV, W= 1.32,

_ L _ <4 _ _0. X
Iop - Rop = 6.6 &V, EF = -5.0 eV, HT7 0.5 eV;

(iv) for (Naphth:TCNE) (space group C 2/m):

Eqc = -4.3 eV, H = -3.4 eV, W= 1.28,
- oy o o
ICT - ACT = 6.5 &V, ES = -4.9 eV, HOl 0.5 eV.

If all exchange Coulomb and multipole effects were negligible,
then one would have to say that (TMPD+TCNQf) misses being a
holoionic crystal by Inp - Ao + Eq = 0.6¢ eV, (TMPD'pCh1™) by
0.6 eV, and that (HMB:pChl) and (Naphth:TCNE)kare nonionic by
2.1 eV and 2.2 eV/DA pair respectively. Such a statement is
patently belied by experiment. The donor ionization potentials
obtainéd from CT spectra have been verified by direct experiment
to be fairly reliable, but the same cannot be said for the
electron affinities of the acceptors, which are very difficult to
measure directly: so we could say that increasing the popularly
accepted values of AA for all acceptors in Table I of Chapter I
by about 1 eV would get us out of our difficulties. It is hard
to believe, however, that such a huge error in AA should have
gone unnoticed in the correlations of Briegleb (4), and accord-

ingly we shall accept the ICT Z ACT values and seek relief else-

where.
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By comparing our calculations with the relevant data pre-
sented in Chapter I we will show that if proper account is taken
of exchange Coulomb effects, i.e. if a good estimate of Ex
(Eq- (119)) is found, then McConnell's classification of DA
crystals can be salvaged. The following approximations shall be
invoked (cf. Fig. I to IV of Chapter I):

(i) Dbecause of the short range of multipole forces, the

-

2 R4 .
energies Ep, Em’ Em are considered comparable to HOO’

and since H?: is small (about 0.1 eV), therefore EP’

00
E Eé will be neglected altogether:

(279a)  2€, = E.+ Ex »

(279b) € = H +~EL 3
(id) Ecorr is neglected, whence:
{2780) L8 Lo =P 3

(iii) ei differs from Eé‘only by small charge-induced

dipole effects in the crystal, and similarly 7Y is

not very different from H81:
(279d) e/ = EF,
(279e) ¥ £ Hg 3

(iv) EX differs from E; only if the exchange Coulomb inter-
actions are not very short-ranged; a naive guess is

that EX may be bracketed by the following inequality:
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(279£) WES < Ex < EL<O,
which expresses the fact that the exchange Coulomb
forces are less long-ranged than direct Coulomb forces,
yet more long-ranged than multipole forces.

Solution EX values are available for (HMB:pChl) and

S
)

(Naphth:TCNE); from Eq. (279b) we obtain E; = -1.6 eV, caEX =

o

-2.1 eV for (HMB:pChl) and E; 2 -1.5 eV, aJB; 2 -1.9 eV for
(Naphth:TCNE). If indeed EX is anywhere between E; and uJE; as
assumed by Eq. (279f), then we can still safely predict that
(HMB:pChl} and (Naphth:ICNE) must be nonionic, since g, + € = 0
is reached only if BX < =2.1 eV and E>< < -2.2 eV respectively.

A different approach is required for (TMPD+TCNQf) and. for
(TMPD+pChl_) because solution Eg are not available. We use the
experimental activation energies for paramagnetism, eg =J, a
crude estimate of Haz, and the following expression obtained by

combining Egs. (129, 130, 279a; 279b, 279c, 279e):
E'S
’ 2 Per
(280) AEys~ k= (ZEC-H)—- (:rc‘_—ACT - L?;"-)-
e
€
For (TMPD+TCNQf) this equation becomes:

/ (GEr
(281a) 2Ex"'— E. . - O-4g — pigmemmc gl

for (TMPD'pChl™) it yields either:

; -‘.‘1-
(282a) 2E,— Ex = —ou - %f—;’__%
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or:

oy - LHe)

o6

I}

(282b) 2E. ~E!

, N i
Since all we really need is EX < -0.65 for (TMPD TCNQ ), BX-<—O.6
for (TMPD+pChl_), therefore we can rewrite Eq. (280) to require

that:
(2810) E, % OSEf -0ar -67(H&) £ -o-6g

for the former, and.either:

In

(282¢) E,2 OSEx —0.2-34(H2) " <-06

or:

(282d) E, % OSE, — 02 -38HI)<-06

for the latter. If Hdi is independent of ID - AA’ then we could

propose Hgi £ -0.5 eV for the TMPD complexes, whence the above
conditions are easily satisfied, except for the very unlikely
‘event E; > 0. Thus we seem to be easily assured of enough
additional binding energy Ex due to exchange Coulomb interactions
to guarantee that (TMPD+TCNQf) and (TMPD+pCh1_) are holoionic
crystals.

The need to obtain Ex theoretically in order to avoid the

above '"hand-waving" arguments is rather obvious. A formalism for

such quantum-mechanical calculations is developed in Chapter III.

w
Of course if HJ'

01 << -0.5 then things are even rosier.
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An interesting side-product of the Madelung calculations
is the remarkable constancy of & not only with respect to
variations in charge distributions for a given DA crystal, but
also for different DA crystals belonging to the same space
group.* The explanation probably lies in the fact that the
charge distribution pattern within the unit cell is rather similar
for all these complexes.

H can be evaluated trivially, and if & is indeed so
dependable, and known a Rfiori, then one could get a value for
EC good to 3% for any monoclinic DA crystal belonging to the same
space group with very little effort. This led us to wonder
whether, e.g., inorganic salts that crystallize in the space group
C 2/m have the same ¢ as the DA crystals described in Tables
XIII, XIV, and XVI. In Appendix I we show that things are not
quite so simple.

A "small" trend noticeable in the data of Table XIII, XIV,
XVII is that the SHMO spin densities produce consistently the
smallest binding energies, apparently because in TMPD+ and in
pChl™ they overrate the charge at atoms I-3, VII-3, but for
TCNQ such an interpretation fails. Runs were made for
(Naphth:TCNE) with charge densities for Naphth+ in place of the
spin densities of CAL ITa, but because of small errors these runs

were not recorded in Table XVI: they showed, however, that the

2,

W

Similar trends have been noticed by Templeton et al. for
inorganic salts, cf. Ref. (198).
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use of charge density models yields essentially the same EC as
the use of spin densities. Therefore it becomes evident that,
to within 3%, the same BC and H are obtained with SHMO spin den-

sities as with the best available SCF charge or spin densities.

H. Results for MPNZ' TCNQ

In a curious afterthought, the Madelung energy EC was also
calculated for the triclinic ion-radical salt MPNZ+TCNQT. The
crystal structure of this salt consists of linear chains of MPNZ
ions with vertical interionic separations of 3.36 ﬁ, and of linear
chains of TCNQ dions with interionic distances of 3.26 i, which
puts this salt in the same category as WBP or other TCNQ ion-
radical salts; but the MPNZ ions and TCNQ ions are strongly
slanted with respect to the stacking axis g, with almost equal
angles of tilt, and one could argue for some charge-transfer
overlap in a [101] projection: the difficulty is that although
the MPNZ+—to—TCNQf vertical separation is 3.5 i, the separation
between molecular centers is 8.2 i, and the overlap is rather
small. The resistivity of single crystals is remarkably low,
0.001 <2 cm at room temperature (144), presumably along the g
axis; no other physical properties seem to have been reported for
this interesting salt.

The EC data collected in Table XV show that direct Coulomb

forces provide little or no binding energy for the crystal. The

binding energy must obviously be found in exchange Coulomb inter-

actions; one wonders whether this situation has a strong bearing
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on the relatively very high electrical conductivity. This result
reinforced the need to develop a method for calculating crystal
binding energies due to exchange Coulomb forces, and spurred the

research described in Chapter III.
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APPENDIX I

The total Coulomb energy Eg for Yttrium trifluoride and

Bismuth trifluoride are tabulated in Tables XX and XXI. The

constant A(Ro) = 8.898887 for YF, agrees with Johnson and Temple-

3
ton's value 8.899 (198). The Coulomb binding energy of BiF,
Eg = -1306.68 kcal/mole agrees well with Cubicciotti's experimental

binding energy (218) AE = -1170 kcal/mole, once the conventional
10% correction is applied to EE for core repulsion forces.*

We now resume the discussion of w , Eq. (205). One can
readily define & for binary inorganic salts such as NaCl and
interpret @ as a measure of the additional Coulomb binding, over
the single-molecule interionic attraction, which is provided by
the crystal lattice. The interionic distance in a single alkali
halide molecule in the gas phase is about 20% smaller than nearest-
neighbor distances in the crystal (Ref. (190) Table 13-9 and Table
13-11); so H should really be calculated using gas phase data, if
¢ 1is to be a comparison between crystals and gas phases; we
feel, however, that calculations of H for an equilibrium crystal
interionic distance are not devoid of meaning, and thus we avoid

questions of different ionic contributions to the ground state of

the molecule in the two phases.

“Minor discrepancies may be due to inaccuracies in the
published crystal structure of BiP3 (219).
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The calculation of H, EC, and & for polyanionic salts
like YCl3 presents more serious problems. Let us postulate that
H is calculated to include the attractive interactions between
those neighboring ions in the crystal which approximate most
closely the geometrical shape of the ionic crystal in the gas
phase, as{determined by microwave spectroscopy. YC13, YFB’ and
BiF3 belong to a class of pyramidal molecules, the cation being
at the vertex and the anions at the base vertices. H is calcu-
lated accordingly in Tables XI, XX, XXI. To get values of <«
greater than 1, we decided ad hoc to correct EE for Bos the
Coulomb repulsions between the three same anions which were con-
sidered for H; this gives the E, and & of Tables X, %X, #T.

Note that the three organic DA crystais belonging to space
group C 2/m have & = 1.29 (Table XIII), 1.30 (Table XIV), 1.28

(Table XVI), whereas YCl, belonging to the same space group has

5

¢« = 1.17 (Table XI), and note alsc that the isostructural YP3

and BiF3 have W= 1.32 and W= 1.27, respectively. This
-shows that the "Madelung constant & ", as defined by Eq. (205)
and by the conventions above, is not as general as had been hoped,
because the effect of atoms in general positions in the unit cell

cannot be streamlined into an > universally valid for all ionic

crystals belonging to the same space group.



159

TABLE XX
Crystal Coulomb Energy of Yttrium(Tri)fluoride
(YF3)
Crystal structure data of : Zalkin & Templeton
(220)
CELLMAP run identifier : F9 SRI
Space group ¢ Pnma
Number of molecules per unit cell, Z = 4
Number of charged atoms per unit 7ell, M= 16 R
Cube root of unit cell volume, V1/3 = 5.760722 A&
Shortest interionic distance = 2.162973 1
INPUT PARAMETERS:
EWAILD Run: ZZ19SRT
= 12:.0
Sum limits
to B term
(initdal):
b,q,r = 5,65
Sum limits
to I term:
£, U, = i 1 3
CONVERGENCE ESTIMATES:
Final sum
limits to B:
P}q)r = 6)6}6
f!LaS»tH
contrib. to
B -10
(kcal/mole) = 6.4 x 10
"Test!"
contrib.
to I -9
(kcal/mole) = -1.60 x 10

B5500 COMPUTER RUN TIMES:

Compiler = 50 seconds
Processor = 712 seconds
I/0 time = ?

INPUT CHARGE ASSIGNMENTS: Yttrium cation = 3, Fluoride
anion = -1
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TARLE XX--Continued

Data Col. No.
EWALD No.

Cation Charge
Anion Charge

(4

RESULTS
(kcal/mole):

RESULTS

(eV/molecule):

Cation Ajp
Anion Al

A

H

Eo

MADELUNG
CONSTANT, o

Johnson-Templeton
Constant, A(Rb>

1l

1] i mwnni

XX-1

ZZ19SRI

3.0
~1.0
12.0

-1351.525882
136.376077
-150.655696

-1365.805501
-324.037620
-1689.843121

0.0
14.054739
14.054739

-55.596701

-73.294895

1.318332

8.898887
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TABLE XXI

Crystal Coulomb Energy of Bismuth

(BiP3)

Trifluoride

Crystal structure data of

CELLMAP run identifier

Space group

Number of molecules per unit cell, Z
Number of charged atoms per unit ?ell, M
Cube root of unit cell volume, yl/3
Shortest interionic distance

Zalkin (220)
Aurivillius (219)

F6SRI
Pnma
4

16

nuwnn

6.0646798 A
2.2352095 A

INPUT PARAMETERS:

EWAILD Run
w
Sum limits
to B term
(initial):
b,q,r
Sum limits

to M term:

tyu,v

i -

CONVERGENCE ESTIMATES:

Final sum

limits to Bia

pP,q,r

1" LaSt 1"
contrib.
to B

(kcal/mole)

"Test"
contrib.

to™

(kcal/mole)

1l

ZZ15SRI ZZ16SRT
4.0 10.0
o W 3,3,3
< o D 0
4,4,4 4,4,4
-10
<1.0 x 10 0.0003391974

= YO592973121

B5500 COMPUTER RUN TIMES:

Compiler
Processor
I/0 time

INPUT CHARGE ASSIGNMENTS:

31 seconds

125 seconds
i

Bismuth cation =
Fluoride anion =

67 seconds
279 seconds
1

3.0,
-1.0

ZZ17SRI

12.0

0.0000000024

-0.00000011011 -0.0000000030

)

721 seconds
2
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TABLE XXI--Continued

Data Col. No.
EWALD No.

Cation Charge
Anion Charge

L8

RESULTS
(kcal/mole)

RESULTS
(eV/molecule)

Cation Ao
Anion Al

A

H

Ee

MADELUNG
CONSTANT, >

Johnson-Templeton
Constant, A(RO)

mnnnn

.o

1l I numn

XXI-1

ZZ15SRI
3.0

-1.0
4.0

- 741.195442

1.057724
~ 565+933777
-1306.071496
- 321.890872

-1627.962368

0.0
13.961626
13.961626

-55.738005

-70.610892

1.266836

8.793886

XXI-2

ZZ16SRI

3.0
-1.0
10.0

-1171.

75.
~, 209,
-1306.
= 321.

-1628.

0.
13
13.

-55s

-70.

1.

8.

932894
119668
863018
676243
890872

567115

0

961626
961626
738005

637122

267306

797958

XXI-3

ZZ17SRI

3.0
-1.0
12%:0

-1283.

126.
- 149.
- =1306.
- 321.

-1628.

=55

788164
957136
846904
677932
890872

568804

.0
13.
13.
. 738005

~70.

961626
961626

637196

. 267308

s 1T9TST0
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CHAPTER III

A RAPID-CONVERGENCE FORMALISM FOR QUANTUM-MECHANICAL
CALCULATIONS OF THE ELECTRONIC BINDING ENERGY

OF ORGANIC IONIC CRYSTALS

E quindi uscimmo a riveder le stelle
D. Alighieri, Inf. XXXIV 139

A. Introduction

The results of the classical calculations described above
lead us to believe--and hope--that the stability of holoionic
donor-acceptor lattices must be explained by quantum-mechanical
calculations which include the short-range exchange Coulomb effects
neglected by the classical treatment. Accordingly, a formalism
for quantum—mechanical‘calculations of the ground state of non-
ionic and heloionic crystals will be sketched below. The ultimate
purpose is to use such formulas in digital computer calculations--
. 1f and when funds become available. The initial idea was to try
to merge the classical results of Bertaut (169), obtained via the
convolution theorem, with the Fourier methods recently developed
by H. Silverstone (221,222,223,224,225) for the so-called one-,
two-, three-, and four-center atomic integrals. Our intention is
not to perform ab initio calculations for the whole crystal
lattice, but to adapt the results of existing single-molecule

calculations to the requirements of crystalline periodicity.
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A few words about notation might be useful. The origin
for the "direct-lattice coordinate system" {ég(ssgigx-l),;gz,
E;} is located at some convenient spot in the "zeroth unit cell"
(see p. 93) and is referred to as the "center of the crystal."
Details about this and other local systems are discussed in
Appendix I. The label ¥ identifies one of the M nuclei (or
atomic cores) situated at Eg within the zeroth unit cell; the
label p identifies one of the 4\ electrons which on the average
are in the zeroth unit cell, at instantaneous "positions" gu; the
label XA identifies molecular or crystal orbitals. There are NO/Z
unit cells, each of volume V and each containing Z molecules, in
.our crystal. If any of the above labels is construed as
applicable to objects throughout the crystal, then it is under-
lined: thus if §{ % =1, 2,..., M} then {_g= 1, 2,een, MNO/Z}.
The single index {‘§ Wy Ly Faxesy NO/Z - l}» is restricted to
direct-lattice vectors £;§, previously defined as Edfg (see

Eq. (265)):

I

(301) ,Cé = Sdfﬁ = da+fb+sgg,

where a, b, and ¢ are direct-lattice translations and d, £, g are
are integers. The restrictions on d, f, g in Eq. (301) are taken

to be, without loss of generality:

(302) "%[("%.‘)1é‘f_] ¢ £ 9 < %[(—gﬂvs—-i_‘).
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We shall assume three-dimensional Born-von Kirm&n periodic bound-
ary conditions on the crystal.

We want to evaluate the quantity

vhA” DA
(303) AEc.-r = B _E'rx’
pta~
where ETX is the (electronic) internal energy of the holoionic
lattice and E?? is the corresponding quantity for the neutral
lattice. Both these quantities are for a mole's worth of donor-

acceptor pairs. If AE > 0 then the lattice is predicted to be

CcT
neutral at 0°K; if AE., < O then it is expected to be holoionic
at 07K, -

The Hamiltonian for the electrons in the whole crystal

(within the.limits of the Born-Oppenheimer approximation) is:

A A A }nb

(304a) ‘}C = ':x -+ :Lf.rx ,

TX

where we define:

A
(304b) j{

4 0
X
Il
]
St
Rl -
o

U

A z
(304c) j/[w: <) :
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and where in turn the one-electron kinetic energy and nuclear

attraction Hamiltonians are given by:

3

f

N KE 2, S ‘ ™ X - z

S = oA 3 3 T = HVE
(304d) A [ = ~ - = - o
S B(rﬁ) epf  AvW 2zm, h,}(rp} ’

(304e) 42;A' - lel* ;E:?l~ 3 .

We will next invoke a series of well-known approximations

i

in order to reduce the size of the calculations.
APPROXIMATION I: "The wavefunction for the whole crystal

~Vex 15 approximated by a single Slater determinant of
orthonormallzed one-electron 'crystal spin-orbitals'”

p\(r)

(305)

e T ) T T ) T )

. > . b
The spin-orbital ﬁ;?a_(r ) is assumed to be a linear
combination of atomic orbitals (LCRAO):

The labelling is such that all "spin down" or "B spin
function" crystal spin-orbitals can be denoted with " ", and
have A greatep than the A of the crystal apln orbitals with "spln
up® or "o spin projection": thus all I3 £1< A< Ko}have
"o spin' and all B fL + 1 g A" < AN /Zﬁhave "B spin. Y
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(306a) E‘If.: (EF) = dza%a (‘:- r_a.—r.!?)ﬂ

Y=1

We-t ™
§ ,Zd F5 ss&(fr: Cy— ’38)

d=0 =49
{A }_-‘:=‘)2/ JAi}

) are normalized atomic orbitals,

ntered about r§ ; and the d;zl are

i

(306b)

where the '\-P
possibly hybrLJ& ot
complex coefficients."

The ground-state energy EGS (which will be either Egi‘ or

+n -
E?XA depending on which crystal spin-orbitals are used) is given

by:

At o

;{ —\el‘[zslk]} el ) ;[Mlzz?_\]--
(307) .

S S S,

A=2 A=t +2 A=A+
where according to Slater's notation:

Q)\ = Kinetic Energy Integral for Crystal Orbital A =

(308a) = H[‘i"’("' )'? (VJ Eﬁ(p) ‘F-x(rg)

NV =1 N
ey ‘ =12, A%
[A[A] = Electron-Nucleus Attraction Integral for Crystal
Orbital A
o ™
(308b) = F«)'S.D' (£|:) = — (er
,‘" K ‘—-sl 2
§_-O =
N

{2_\:‘1/2, ey Fa¥ ’é‘“}
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[AAIA'TA'] = Direct Coulomb Interelectronic Repulsion
Integral for Crystal Orbitals A,A'=
T

S R

{ax=1a,. AE- but Aat-l}

[AA"1ATA] = Exchange Coulomb Interelectronic Repulsion
Integral for Crystal Orbitals A,A'=

(308d) Wd“’( P)ﬂ[ P)WF.‘:?“F)'—“—? ( ) ’1:‘[; g’-‘)

Ny
z

A0 which have opposibe
awX Spin prejecHons

{7\ 1 \2, ._,A-—- e.xce.rt' For these pairs of

B. Bloch's Theorem and Its Consequences

So far we havelnot invoked crystalline symmetry, and the
problem remains formidably difficult, because every step of the
calculation would involve Avogadro's number as a measure of the
rank of matrices and of the number of independent electrons and
orbitals that we would have to keep track of. Therefore, to
simplify matters at least formally, we introduce Bloch's theorem
(226) and the "tight-binding method" (227):

RECIPE I: "Assume that, thanks to some isolated-molecule

LCAO calculations (Hlckel, Hartree-Fock, or other ) we have

obtained an orthon grmal basis set of A '"zeroth unit cell
spin- orbltals"'g? (x ) for the M atoms and the A
electrons in the zerotﬁ cell:

™

(309) V:(L‘,ﬁ) = Z‘»A"hx(!r'rf)

7u i
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{hla‘sl1'2' cas il wiHe « S'.n'r.w for A=1,2,..,2
and 3 Spin ofer A=A, A

where the K£yx are complex coefficients and, as before,
the ~},a are normalized atomic orbitals:-

*
(310) gfdﬂ‘(!r) "}"ﬂ(tr-—r“)\ﬁa(sr— £3) =t.
NY

{r=12..,M; n=1,2,.., 1]

The orthonormalization condition for the zeroth unit cell
orbitals reads:

- f[fd»csmf ()T (5)= o -

i
o\ =12, A1}
cell 4 .
Let EGS , the ground-state energy of the unit cell, be:

E:‘s“ —Z{’”‘“Qx |el [AM]}-HG[ i’Z[mmj—

AS2Z W=
(312) Aa A~ A A-1

- |l Z Z 4 ZZ [uvfaa].
As2  N=4 Ang2 Ao

Then crystal symmetry allows N_/Z different wavevectors
all iylng within the first Brillouin zone, which we

Re
defihe as:

*Do not confuse with dthl (Eq. (214)):
Epge = —_ {,&[LAc] +k[ers]+fan b]}

As in Chapter II, all quantities with an implicit factor of 2m
bear a vertical slash. Thus WK = 2m k, etc.
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I

A
;1) K, =R %’3'(;,*—) {ﬂ»[bﬂs]+k[eae.q+ﬂfsnb]]

{a):O 1,2,.. %-1 3 ﬂ\_)hlﬂ, wi Win jﬁr:l- Brillovin }ohc:}

ta_vq

(314) \Ku(rr,_) {%ZMF(L% : é)ﬂjif'; ~p“5§)§
8:0

Y I e A

8:0
No
{l.:iﬂ/..‘//\-, W= O = 5 =,y 2}

will provide the N _/Z required crystal wavefunctions which
we baptize ’Bloch—gymmetrized crystal wavefunctions'."

In order that we may write the crystal equivalent of Eq.
(307) the "]'Z‘hm would have to belong to an orthonormal basis
Unfortunately, the orthonormality properties of ’Q"g do not
extend ipso facto to orthonormality for the ’\_3(‘7\92 (EH) We
. shall show that —\ym(};&) is orthogonal to ’\:E‘Ag,(}'_‘&) for
\ﬂw #:Etgl , but will find that it is not automatically normal-
ized and also that it is not orthogonal to f:T_/', (r ) when

ANed W™

AT A

In fact, we write, for W # I

~

(316a) I[[dm(xc,é (&) Frrr ()=

Q’
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&-1
(316b) _‘— ZMP( 8 :'PBQ.C ﬁ&(sp? (p- -")@" ~ A “J))
é =0 §'=0 v '

and note that the integral is a functlon of the difference

ré,, =ro- Lso whence by a change in the dummy variable of

integration fromr tor=E r -1 we get:
~ ~ ~

=

TL=%) erelihyry) _g(dw(s) T F (1) X
VoV

(316c) §'%=0 g .
X 'U"P[;(Q* "HSQ)‘EQ"’])

S'=0
and the last factor equals (NO/Z) 8‘39_!; whence I, = 0 as claimed,
it R+ By - If B =W, then:

s‘K
(s17a) I, = ff ) Toe (£ B, (51) =

-1

(317b) -“:Z R, )ﬂd‘-’@r}? (‘" %’(r ré’)

&=0

WBW

7]

which refuses to equal BXA’ w1thout further approximations.

APPROXIMATION II: "Assume that the zeroth unit cell
orbitals do not overlap with the unit cell orbitals of
any other unit cell, i.e.

> 1
(318) ﬂdw(rp)"‘l-"i (rp)?:(r ~2)= S Sio -

=z
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This most obvious, if severe, approximation yields I2 =
SM\" and makes our {'{fiw(r Y hm LaBprresdh § 88 = 02,0
cway N /Z - %} into an acceptable orthonormal basis set of
functions. This approximation is related to those of Pariser-
Parr and Hiickel theory, and is also rather routine in the treat-
ment of metals, where it is supposed to be far less realistic
than for the molecules in our molecular crystals.

Those who refuse to accept the crudity of Approximation IT
can always resort to a large-scale Gram-Schmidt orthonormalization
procedure (228) for the set of functlons{ iP’X<f - rd.) = 0,

i 2 g N /Z -1; »=1,2, ...,J&}' but this seems somewhat
cumbersome. Fortunately, however, L8wdin (229) has developed an
elegant recipe for orthonormalization:

RECIPE II: "We set up a gigantic hermitian overlap matrix
with elements:

(319a) S "‘[dﬂr(rp)‘lf (rr* .,,s)?,( ~56) -8, Sy g

AS, NS

This matrix £; consists of (N /Z) blocks of 11 elements
each; the general block is deffned by:

o - 1N
,S*

N
Oy [+
-. wln
o I
n
L
N »
SR
. .
lot

|Da

(319b) Bgéq =

¢

Oy
:
or
’a
&
.
m
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and the blocks are arranged inside the AE; matrix as
follows:

-+ B

)
0,51

Illgglli:::]
(319(:) % 10? % 41 1% . »
o @ . BN 5
%a,0 >3-
Therefore, the A; matrix will have zero elements along as
well as close to the main diagonal (A = AT, & = &' ), but
non-zero elements further away which rapidly go to zero as
the distance from the diagonal increases. The integrals:

oo [t B 2) oo

Z Z/CVA“C Y gd,\r(rr)’\}/‘ ('r- -rs- “‘é) o (rp_r:'_~§)

val| YL

must, alas, be obtained by some brufe-force methods, but
once (x = B o ) exceeds, say, 20 A, they can be set to
zero without éxcessive danger. Let us replace the four-
fold index A& by a single index i coupled by the ordering
procedure: i goes over all A for each value of & , then
goes to the next value &£ + 1, and again spans all A, etc.
Then Lowdin proves that the 'modified unit cell orbitals'
defined by:

(321) Y =¥ - —-Z ’_IL" , %};JZ:Y: S Sy

are normalized and orthogonal. In theory, the sums over i
go from 1 to AN /Z i.e. over the whole crystal, but in
practice thegy mlght be truncated if, say, Lo - Tg’

exceeds 20 A." =



174

Under the conditions of either Approximation II or Recipe
IT a simple form for the ground-state energy of the crystal can

be written (we will use Approximation II):

BoA J__L’%H F A A
- L - P Y Y g S v -
Egs E{ %o e }+2 pils Lo )—,[ Al Je.o_.'
w=0 sl @0 w0 Azi A'=1

(322)

rul,z
HJI,Z

1

ONKINRONN S

w'=0 | Az ;\'=1 atx,n A=t

The contribution to the second and third terms of the right hand
side of Eq. (322) due to the cases {A = 1', @ =@’} cancel
each other. If Recipe II were used, then the orbital labels A, AT
in Eq. (322) and in what follows would refer to a new set of
orbitals and orbital energies obtained from the original set

Eq. (308a, 308b, 308c, 308d) by Lbwdin's orthonormalization
scheme, and the zeroth unit cell would be replaced by a somewhat
- larger non-primitive cell containing more molecules.

The crystal Slater integrals in Eq. (322) may be written

as follows:

fff"""“ﬁ’ (<) E}(\- = () 5

pingt-co

Sd=o0 ¥=1

(32%a7 Q?\co

i

(3230) [AIA]
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323c x| = r ) \:&Q('g )?,Q(r,,)
aeae) faalin] _"qufw(gﬁfav( b e —~p[ 4
(323d) D A’l] .ﬂ/d"(r’*) ﬂd\r(\*)?’\&! (“p)“}?;‘i " r,,)”# , (~.~=‘) 5[3,_., (r‘e).

A formal simplification of Eq. (323b) will prove convenient:
we define, as in Chapter II, Eq. (211 ), the nuclear charge

density function:

(324) ZZ L, 8(g-x5 — 9,

=0 v=A

(325) [1}{]&2 m ,[(f CL"'CSI") '-ir‘m (Bp) A (E,a)vp"(rpﬂb o).

Note that, from Eq. (322), we may define the energy of the
one-electron state associated with the wavevector I#G) and the

~

orbital A as:

(326) 9) {— = Q — € [AJJ\] J+ !el [,ujm_LJ

w'=0 A'=1

_461 ji: a“wf ov )__f}[AXIAAlQSI.

w: 1 WA
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This energy E)\( Eh‘e) may prove useful in calculations seeking
explanations for conductivity and other transport properties in
donor-acceptor crystals; the formalism developed below can be
applied almost trivially to the evaluation of Ek( B},Q ) (see

Appendix IV). Our main concern is, however, E . We write:

= —Z --——Q,L-ld [Mx]"’}... ZZEO‘MTT

(327 ) A=1 A=t N=

IO IED WIS

A=1 Az 7\=)\°+1 A=A
where the "total" kinetic energy, nuclear attraction, direct

Coulomb and exchange Coulomb integrals for the crystal spin-

orbitals are defined by:

E xT
(328a) Q}L s E Q)\g 5
W=0g N.jz-1
(328b) Al = M
(17 (A, »
=0 i1 waz-q
' wT (B
(328c) [7\7\\71'7\(] = ‘ [aaln A’J@g’
. Nojz-q wfi-1 @=0 9'=0
®KT
328d [}\7( 2 = AN|AA .
(328d) )" = DA,
<0 _(._6’:0
Great simplifications are made possible by use of the identity:

Nojz -1

(329) Z%P(i%@’fg) = “;:550 ’
' w=0
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and of sundry symmetry arguments and "neglect of crystal end

effects." In fact, we obtain:

) By E Ed” Z?(F”)ZM) (5=

% [ﬂd»( ) (r,g S ()=

ﬂ,z

(330b) —
(330c) :'—: Q)\;
(3312) (AT jd”(w)ﬂd"(w)Z, (r k) _P(" +x)=

NoV
-1 2&-

. =_2:€ )_' fﬂ,fi’fﬁ"’%,)?‘ (cn)]
(332a) [AXIAAJ ‘[gd”(p) g[d,., _{)}E ? (~r . ..5 :.

o g el ]E!"I’(rr“-f
ﬁow(p)Z‘I’ ( _)‘P‘ Bp +E - s_)

Il

(333a) [M’]l'l]n:ﬂ[

EQL N“’ 5:0
2ty
%
3 ) B
5=0
(333b) =%~ﬂ dﬁ:l@[[dﬁ( e) T ( o T (1) X
CAA )
P 2
C*
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The total kinetic energy integral QéT is thus simply NO/Z
times the kinetic energy integral for the electron in the A-th
orbital in the isolated zeroth unit cell, Q%, and should present
no computational difficulties. Accordingly, we shall not con-
sider QﬁT any further.

If vast digital computing funds were available, then the
total integrals [KIK]XT, [KKIK'K']X? and [lk’]k'k]XT could be
evaluated naively by "brute-force'" techniques in direct space by
expanding Egs. (331b, 332b, 333b) in terms of atomic one-, two-,

three-, and four-center integrals, to wit:

AT = Z 533 ek 3 x

voq w1 S=0
(334)
dar(c :
ngl., _r{fza 'x{f,\ ( ) ’\k‘u(st*" Ly7)y
o
Z
M ™ ™
Poalad” = S ) L Z‘ L B% e B gy %
»=1 vi=1 ¥'=1 »"=1
e
£335) ( »*
X S ﬂ 2 fgdm(n,.) ’\kl(r,.-r;)lk,',a(:,‘-v;')x
8= 0 N—;.V.’ %
¥
x v/ (Er B r;" —rg') '\K,mx (rr-""f-"‘.‘-'-':"- -":5)7
™M ™M
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MF

1

) [ % ‘*”("ff[ AR AT LR

E=0 '.ii._

X G5 250 £5) Ko (30w 55)-

C. Evaluation of Integrals
in Fourier Transform Space

The feasibility of the brute-force approach depends on the
rates of convergence of the sums over & in Eqs. (334, 335, 336).
Physical arguments lead us to believe that [KX'IX'KJXT might con-
verge with reasonable rapidity, so that early truncation of the
sum over & dis feasible, but fhe long-range nature of the Coulomb
interaction will probably cause slow convergence of Eqs. (334 and
535

The main purpose of this chapter is, however, to utilize
Fourier techniques and the crystal translational symmetry in a
new scheme for the evaluation of [KIXJXT, [KXIK'K']XT, and
[KKTJK’K]XT. We shall concern ourselves with the integrands of

' Egs. (33la, 332a, 333a). Both pN(E) and

IQ?:(ﬂh“~é”z
S=o

enjoy the translational periodicity of the direct crystal lattice,

[T¢

and hence may be expanded in the Fourier series:

s P ) YD Pl et

hg.u R=-00 L=-00
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e ox g
z 7 T 7

(538) E | TS (e - 1) =-\i,—) ) ) W@ erldn):
S=0 '7=°; h"o" ""-“

The Fourier coefficient P(g“;;hkl) was evaluated in Chapter II, Eq.

(215) and is given by:
M

(339) P(é,im) — Z Kv ”P("Li"'.c.u‘.!:;);
»=1

the Fourier coefflclent W (ﬂ’hkl) is obtained as follows:

(3402) W, (d,,, md"’(‘n)”‘? SR ﬁ)ZI? G
(340b) = —,;,E-: ii Cyy By AZMMEQ“?( el “#)X

v=41 ¥Y'=1 820 !‘__

z M M
(340¢) - ‘%; MP(“'"., hu‘Eg)Z Z F:x Ly MT(‘lQ ,,u'!:,?x
_S_:O y=1 ¥'=t .
deu(f)%f ...)Y (.,)’I’P,;L("'”" +\~)-_—-_
Wy
z

M
s =) ) b ),

v=1 ¥=1
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where:

(340e) I (‘ﬁhu = Md”(cr)“f “‘ ~hke’ "n)w;a (‘n“' - )

v

—_——

=

is a two-center integral which is evaluated analytically for
Slater-type orbitals ig? in Appendix IT.

We would like to avoid the term h = k = 1 = 0 in the

N/z~1
q %
Fourier expansion for 5 I@Eh(rg-—ga} :
oro

car W (0)=% ff d«rmZ [5G = 15

otherwise nasty singularities will appear below in our results
for the total nuclear attraction integral [KIK]XT and for the
total direct Coulomb integral [XKIK'A'JXT. We can do this by
remembering that the overall charge 5f the crystal is zero. In
fact, we had not mentioned the crystal nucleus-nucleus (or atomic
core-atomic core) Coulomb repulsion energy Enucl which, thanks to

the Born-Oppenheimer approximation, can be treated classically:

z2 ™ ™M

= . il TN T\ T\ 55y .

(BA2) el 2 |z +rg -55 —xg|”
§=O 8’20 v=1 v'=1

LPI Y
2
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The reason for our neglect was that normally Enucl would not
appear in the calculation of quantities such as AECT (see Eq.
(303)). Now, the problem with the WK(O) for the electrons has

its complement in the Ewald treatment for the nuclei: the Ewald
method, applied to the nuclei, would reqﬁire electrical neutrality
in each unit cell (see Eq. (216)); this can be satisfied if the
electrons are included in the bookkeeping even when they are not
included in the Ewald calculation; likewise, in the present cal-

culation for the electrons we need to assume the presence of the

nuclei, and from the electrical neutrality condition:

£ ™
(343) -—[EIZK,JA(O) +\EIZZ”=O

A=d

we argue that the h = k 1 =0 term in Eq. (337) :nd Eq. (338),

ot
W

can be formally ignored. This result will be signified by a
single prime on the summation over h,k,1 whenever Eq. (337) and
(338) are used.

We now can attack [XIX]XT and [XKIK’K’]XT (Egs. (33la,
332a)) by the convolution theorem (cf. Chapter II, page 84 );

the Fourier transform of:

gw<rF>Zlv: (rem2l P o)
F-

§=O

ats

"See alsc footnote on page 187.
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is (N /Z)P(éL )W (dL- ), whence, following Bertaut (169)

hkl ~hkl

we get:
N, - cmr‘ o m/’
B = 7 Y%Z P ) P W () x
Ne¥, h=~co Re-00 L=—00
(344a)

)(JUFP{£§1hL'5):'

oo 0o

(344D) L"“N‘* r >_, fIP(&»ﬁ-W') (&‘uu) _
S e B hie

h__qg h::-oo L=-00

'(344@ A”N°> - >°° \) ) —&MZZ xplidl e ss).

oo,
h_—:..,‘. h=-“ L“” )’c‘l

Similarly, the Fourier transform of.
N.._ Mo 4

foete0) I EGoradf ) (e os)

is (N /Z)W (¢L w whence

~hkd ?x'("’hkl)’

oo

/

(345a) [11[7\'1’]”__ Vzﬂ&’(") \J hu)W:(#,,,,)x

Y \ A
hz-0e R=-0e fz-vo

% onp (i) =
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00

scN, ' X (4 we

h--oo ‘lc--ﬂ rt='°°

The total exchange Coulomb integral [AA'|A'M] {Eq.

(333a)) presents some complications. Let us define:

(;46a,b) K) = EZ Z - (v) = f[fc\u(z:n)f(x, :,'F,)_=_

S$=0 &'=0 - ’,4_1

(346c) Egméﬁ)zzz (,.,,,p) I{[d«{:,,);yl:x

(346d) X 'T;*(fh‘ rﬁ) ("3& ~") fqu'(p *e-x ):I"r h‘-”_r)

Now J(E’EL_L) is pericdic in EL& but it is not obviously periodic in
r; moreover, in contrast with the situation in Egs. (33la, 332a),
J(g,g&) as written cannot be decomposed into a product of twé
functions, one periodic only in TR the other pericdic in both o
and r. A procedure of uncertain legality, in view of the factor
+ in Eq. (346d),

M
(ii) pull the two sums over & and d 8 and the two factors

o3
'@E,(gu,* 26’) and ’I‘g(.r_'u, - g£> out of the integral over r ,

l/l l in Eq. (333a), is to: (i) user +p =r

MM ~

1L
(iii) use Eq. (318) on the remaining integral over L, and (iv)

obtain:

(3a6e) K(r) = ﬂf"‘"’(’r)z'y ( ~§) (-':r:"r’i)zZ- <

. ?h’ ("u-*i" g) Y (o +x- *5))
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whence J(£’§u> and K(r) become periodic. Instead of relying on
this '"proof" of periodicity, we proceed in a more roundabout

fashion. We first evaluate the aperiodic Fourier transform of

()\:T(l:u; Eé/)?(i(g&“ E.é: )
(s472) U, 0 s (&)= EMLSP)W(‘LE'E )?f(x":—.\:g)?: (r;@:
v

=

M ™M ¥
(347b) = exp(-ik: gﬁZ ZL',‘},,' eaorpl-ik "E;):E’(ii)( k),
Y=4 v'=4

where again we need the two-center integral of Appendix II:

(&) . o
(347¢) I,,x,,l(‘ﬁ) = ﬂfdﬂ(‘”)ﬁ*‘l’(dﬁfL )‘7‘”,,(-) Y (5 =23 +x3 —c5ex).
wY
2
The rapid decay of atomic wavefunctions will probably make

(8-8) B °
WAREN ( ‘6’9.) negligibly small if r!ss r§, exceeds, say, 20 A.
By the convolution theorem the Fourier transform of 9‘6’ (r) (Egs.
(346a,346d)) is ,[‘;51@ H!)I But the sums over _§ and &’ happen

" to introduce the desired periodicity into the two integrands

involved in the application of the convolution theorem to K(r):

_[((dnr(r)m?(-uk-r)\((r)_. Z Z ﬁd«r(r )mr(i )

S=o0 ¢=0

Xy (0 28) 5 (u5) md/v(ewr( k-£)x

(348)

x Ty (& -rg) T Q.z,—.v:§)
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whence the Fourier transform of K(gr) must be:

Bt S M-
2 2,
(349a) lUxéfxé(@'hkﬁ)l = ;1 ZIU ‘0AS (‘.‘.’L;.u)l;
=0 $=0 8=0
where:
M M
(349Db) 'Uh'ohs(é'i"“): Z Z pta’ Ly Mr(—iﬁkk-!;')l(ﬂ (iél,kﬂ)'
S YA vA
»=1 Y'e1

As before, we wish to neglect the Fourier coefficient for

h =%k =1= 0. From Egs. (318, 347a,349a) we get:

Baq N

2 =1
(350) i. Z IUA‘oz.g (O)r:" %.' Z CSM'

-l $=0

and since the exchange Coulomb integral cancels the contribution
A = A" made by the direct Coulomb integral to EGS (Bg., (322)];
therefore we can safely neglect the h = k = 1 = 0 term, and

ate

denote this fact by a double prime“:

If the above conclusion that K(r) is periodic proves to
be incorrect, then the final expression for the total exchange

Coulomb integral obtained below (Eq. (352b)) must be changed,
and a rather painful integration over E.rmwt replace the sum-

mations over h,k, 1l:

-

. i
] = (—:;) f{f % 2xp (1k-x) [Unsras (®)]-

8«0 &%0
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=2 = =l =
7 7 v 4 2.
(351) K( )=-\-?-’é-> . . tUxomg (‘iih\-ﬂ)]x
hz-oo Rzooco ALe-00 Sg=o0

A quick integration yields the total exchange Coulomb integral:

i?
’ 1 t\]o a
bl = 25) ) ) ) e s X
(352a) l,—-o: h=-\o Lt—o:' 8= 0
x‘g( \‘,' M‘F("cﬂhkﬂ- r)
Na_y

(352b) - ‘*StN > > ) ’”7: \Uxoxg(‘ﬂuu)]z

h:-m h-:-eo L= —vo SaO

The sum over & can be truncated after a very few terms in Eq.

(352b).

The expressions (344c, 345b, 352b) are Fourier transforms
"of finite expressions and therefore must converge.*. Of course,
no guarantees can be made here about the rates of convergence.

General arguments show that whereas early truncation in & for

the direct-space "brute-force" integrals, Eqs. (334, 335, 336),

R. H. Young has shown (230) that the h = k = 1 = 0 terms in
BEgs. (337, 338), if included in the Fourier expansions with due
precautions in the interchanges of sums and integrals, contribute
"finite quantities that are related to the self-energy of a cube
of uniform charge density" and that hence can be safely disre-
garded.
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will give a faithful representation of the "short-range" trend of
Blsten's npegrals TR[ATYE, G, Darlaad®, on whe
other hand, early truncation in h, k, 1 in the reciprocal-lattice
sums, Egs. (344c, 345b, 352b), will account for the long-range
behavior of Slater's integrals but fail to describe their short-

range, '"mon-smooth" portions.

D. Fast Convergence

Of course, the whole idea behind the Ewald technique in
classical physics is to exploit these mutually compensating
trends in direct and reciprocal space. Accordingly, we next
sketch an approach which is conceptually simple, and may simul-
taneously give reasonable rates of convergence in both direct
and reciprocal space. The idea is inspired by Shockley's
interpretation of the Ewald technique (see Chapter II, pages 70-
93) and consists of adding and then subtracting integrals involv-
ing a set of atomic orbitals each multiplied by a Gaussian "con-
_vergence acceleration factor."

We must ask the reader to bear with some further defini-
tions. We define a "Gauss-modified, Bloch-symmetrized crystal

wavefunction™:
-1

™M
e ) =4 L n ) Ae(thng) X
r=

&§=0

X W (o~ 05 = 29) e (- T me5 -£g]);

(353)
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as in Chapter IT, 3 is a convenient dimensionless positive
definite convergence parameter. Correspondingly, we define a

"Gauss-modified zeroth unit cell spin-orbital" by:

M
q
(ssa) T (c,) = Z PN (I PR CRC A P )
y=1

g s . _ : STO
Note that if "Llf'yl is a Slater-type orbital (STOQ) ’\'lrvl(r'u.)
then the extra convergence factor exp(}--%;z;IEUJ ) transforms it

into a "Gaussian-type orbital" (GTO) with a "displaced radial

GTO
: Bl 3 : . .
origin', and if '\¥;A'1S a GTO ‘\P“yA_CEM) then this factor will

merely change the constant factor in the radial exponent.
The "Gauss-modified total Slater integrals™ [KGIRG]XT,
[kGlleéké]XT, and fKGKé|XéKG]XT have definitions similar to
Eqs. (33la, 332a, 333a) with “}?‘SG(;H) and 'E‘?()i?(?-g) replacing
"E?%(%u) and éE‘i'(Sg'> respectively. The equivalents of the
direct-space brute-force expansions Egs. (334, 335, 336) for
'g?ge(gu) have, trivially, extra Gaussian factors for each atomic
" orbital; this should make the direct-space integrations analyti-
cally feasible and numerically easier than for the customary STO.
The Fourier expansions, Eqgs. (344c, 345b, 352b) can be
obtained anew for the 'g?§G<?H) by defining the suitable Fourier

coefficients which parallel Egs. (340a, 349b) namely:

Ne o
==

(355a) W;f ("é&u) = md"’(”t#)”"?("‘éhu' rn)z ?;q(rtﬁ'f'é‘)} )
v S=0
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? i . €
(355b) Z y?g Lyia MP("“énu'r;’) j ,A(q.u)

v=4 ¥'=1

L]
(356a) Uh, o ($) = ﬂdﬂ-"(‘“) wxp(-idhy e r ;,G(XZ) S—U;GC - rg)=

2
(356Db) = E £9 N Sy ‘e’KF( L&H\L v)]—ﬁ ﬂx(n-l-u))
vy=A1 Yi=4

here the two-center atomic integral:

jvgl 2 ”"L J,J dm-(r) MP ¢ ~s.u'r = Qv-wlrlﬁ -]'}/:: (.“.‘ X

NV

2

X ¥ ~v'”°“-)”"("l — )
(8

o, »N (Eq. (347c)) by trivial constant factors

(357)

differs from I
. _ Al GTO _ .LSTO

% & \l{;x“( wa 3 however if \k;w—- "'!ﬁvi then the difference
between Im ik and Iﬂ\ — is considerable. Indeed, in
' the case \V;R_ ‘\l/'ylo numerical integration procedures may be

advisable;" another, analytical, approach would be to start from

the Fourier transform:

TE. B Hagstrom (231) has developed a very efficient
computer program for molecular SCF-MO calculations, using
Silverstone's transform techniques. Hagstrom evaluates

I&q o (Qv) numerically for his three- and four-center integrals.
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8TO

(358) O +X (Hz) JJJAAJ(r?F)MF(’th Ly e rj)\llf (~V/)

2
evaluated in BAppendix III, and follow Silverstone's convolution
o
scheme to obtain the expansion coefficients WV, 2, 1,27 (ecf. Eq.
1

(Al18), and Ref. (224)) suitable for Gauss-modified STO, after

7

which the could be obtained trivially. (For the sake

v/
STO
of comparison the Fourier transform of q+ﬂvk s

(359) Fy md”(w )b (-2 8,5, Wi (Fuy)

2
is given in Appendix II).
The dependence of the integrals [A.[lX T Tl [XTK'JXT
G G G'G'' GG

and [A kélkGKG]XT on the arbitrary convergence parameter w
deserves a few comments. If wn is large enough to be "dominant™
then the direct-space integrals will depend on n as exp(- n rz),
~and their Fourier transforms will depend on q as exp(—- a;kl/'l>
We wish to exploit these mutually compensating trends in a method
for the evaluation of [AJa1*T, [MM*M]XT, and LA AT, 1E
we follow a scheme suggested by Shockley's derivation of Ewald's

technique, we write:

(360a) ] {[a@ [xslxﬁ]} LA i’i’i "(&




192

(sc0b) [aix]: {[n}x/\] - Al ]} Lyl ZZZ’W(A &(uu)

},:-cu

(360¢) [xﬁ}a’z]“:{[n’lz'aj‘i[m; M:,AQ]"} ““*ZZZ Z Mxﬁ:&(‘i‘uu)r.

h:-h hw,h-o- 3e O hke

The left-hand side of Eqs. (360a, 360b, 360c) is obtained by
choosing a reasonable value of n > evaluating the quantity in
braces by direct-space integration procedures (cf. Egs. (334,
335, 336)) and carrying out the summation over the Fourier trans-
forms: 1if wn was chosen wisely, rapid convergence is obtained
both for the direct-space calculations (few terms needed in & -
sums of Egs. (334, 335, 336) and their analogs for Gauss-modified
orbitals) and for the reciprocal-lattice sums (few values of
é’hkl required). The result should, of course, be independent of
W - BAn alternate scheme is however suggested by some comments

of Nijboer and de Wette (2&2): if a direct-lattice sum:
-

£( Xs)
8=0
is conditionally and/or slowly convergent, they suggest introduc-

ing a "convergence acceleration factor" f(r), summing :
NaA

e (2q) $ ()
=0

in direct space and adding to this result the summatlon over the

reciprocal lattice of the Fourier transform of E (~6)P j(r-)J
d=0
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the better its Fourier transform will converge. Thus we are led

to write:

(3612) AT :{[7\6}7@"" ‘*"”ZZZ P{éw)[“i{%:i)‘wft[‘iw)],

hz-o0 R=-wofz-c0
i = {henalng ac:)} "
(361b) sz }_’fia_lwx(&hm) (‘Hhm,) waﬁ’lbu)wﬁfw

‘HZ.

h=-v0 Rz-00 £=-v0

PN = { [ | e Ael} +

(361c) . M‘ZZZ’IZ |U7\01§(‘“m)) “Juxom_s(dw?)

hewso ketotr-oa 820

where again we must evaluate in direct space the integrals
enclosed in braces. An a priori choice between Eq. (360) and Eq.
-(361) seems difficult to the writer at the present time, and will
be left to a future empirical test: it is probable that Eq. (360)
and (361) differ only in the values of N which sundrily yield

optimal convergence.

E. Application to Donor-Acceptor Crystals
We now return to consider AE.. (Eq. (303)). The addition
or withdrawal of even a single electron from an isolated neutral

molecule disturbs the system sufficiently to justify separate
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quantum-mechanical calculations for the neutral molecule, for its
anion, and for its cation. This consideration is reflected in
the reminimization procedures of Hoyland and Goodman (180) and in
the effects of formal charge on the internuclear distances
observed in X-ray diffraction studies of holoionic donor-acceptor
crystals.

In practice, however, most published organic MO calcula-
tions have avoided such fully independent reminizations, and have
been satisfied with accepting:

APPROXIMATION III: "a molecular orbital description of

the ground state of the radical cation (radical anion)

of an aromatic molecule can be obtained from the MO

‘description of the neutral molecule by withdrawing

(adding ) an electron from the highest occupied (to the

lowest unoccupied) pi MO of the neutral molecule."

This approximation is discussed by Salem (Ref. (30), pages
152-158); din Pariser-Parr-Pople SCF theory it gives so-called
"yertical estimates of the adiabatic (experimental) ionization
potential of donors that can be about 30% too high, and estimates
. forythe electron affinity of acceptor molecules which can be
twice as large as the rather unreliable,(but popular) value
obtained indirectly from experiment (185). Thus it is fair to
guess that if these errors compensate sufficiently, then by
accepting Approximation IIT and the concomitant simplifications
in the evaluation of AECT’ one may get a value of AECT which
differs by 20-30% from the value calculated by using four
separate MO calculations (one for the neutral donor, one for its

cation, and for the neutral acceptor, and one for its anion).
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For the curious, we derive an equation for AECT that
incorporates the consequences of Approximation III. Assume, for
simplicity, that Z = 1, and .that upon ionization to the holoionic
lattice an electron from KD, the top-most filled orbital of the
donor molecule, is transferred to kA, the lowest unoccupied
orbital of the acceptor molecule, in each unit cell.* Then we

obtain from Eq. (303) and (327):

FaN=

cT

= —;3:: Q:: - Q.:;} - lel"{ 2, V21 [hb\m,]"j -

(362) -+ leli{ i ([%M\Nﬂw" [7‘07‘5\7"’\:]“)“

N=1
N#+Np
Ao

- Z ([nAxin'AA]”— D’ (X ] ’")}

N=A
Ne#EAD
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APPENDIX I

We had worried about  coordinate systems in Chapter II,
pages 93-96: the same headaches, compounded with some new

ones, return in the present chapter. On page 164 we defined the

S

y ; -1
"direct lattice coordinate system" {'é"'a = EE, ;) & = R\R s

l_l
'e'; = S\g]_l} as the obvious and natural coordinate system
(c.s.), with origin at the "center of the crystal" somewhere
inside the zeroth unit cell.

We further define the orthogonal "crystal Cartesian c.s.™
{'é"x, 5;, é;} as described by Eq. (262) of Chapter II; the dis-
crete direct lattice vectors (38’ or fl:dfg) and all other con-

tinuous vectors in direct space have Cartesian components as in

" : " = = == ), &
Eq. (266). The "crystal spherical polar c.s. {er\, € g e,f} is
defined in the usual fashion from the crystal Cartesian c.s.
Thus, the vector g?', has components (xs) 33, %, ) in crystal
Cartesian coordinates and (rS, , 23 '*?3 ) in crystal spherical

polar coordinates, where:

(Ala) x3 = (¢r5) s (93) e (93),
(Alb) yg = (o) A (93) B (95),
(Alc) 35 = ()eer(93);

in these crystal c.s. the general vector r will have components

(%, ¥ z) and (r, ~J, \f ), respectively.
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The LCAO technique assumes tacitly that the "local" Car-
tesian axes of quantization within th‘e zeroth unit cell are all
parallel to the crystal Cartesian axes, but this does not usually
happen, since in the various single-molecule calculations the
axes of quantization are usually chosen to utilize as much as
possible the internal symmetry of each molecule, and the
molecules usually differ in orientation from the crystal Car-
tesian axes. Assume that either by our own choice or by the whim
of others each nucleus in the zeroth unit cell is the origin for
a "local Cartesian c.s." {(’é‘vx, -é'.’y, 'é'vz), YPE T, Braasg M_}
and for a "local spherical polar c.s.' {(E‘ er "e'v&, = ) 5
W= Ay 25 ww g M} : then typical vectors from the »-th nucleus
to "the p-th electron," r =Er - EO

» U ~ »
»x vy

(ru P rp‘ 5 r:Z) and (r:, n9-:, L(?:), respectively.

We may then define a new set of M "local reoriented Car-

would have components

- 2y Sy - _ P
tesian c.s."{ (ex, ey, ez"), P 21 Zyeaey Mj which have axes
parallel to those of the crystal Cartesian c.s., and M "local
reoriented spherical polar c.s." { (é'l?, 3 "é':‘",) s o=l 3,
%5 M} . In these reoriented frames, r has components (rx
~» 9;1,’
Y , r% ) and (r_ , 9 <P, ), respectively. Of course
o' T R IV C A k4 ol
In general, we find at each nucleus P an atomic orbital
—-._&/’yl (};yu) consisting of the product of a radial part and an

angular part; if the atomic orbital is hybrid, then we find

instead a linear combination .of a few such products. We will



199

assume here that these atomic orbitals are normalized Slater-type
orbitals (STO): for the atomic orbital centered about the ¥-th
nucleus and used in the A-th zeroth unit cell orbital, call nz
the principal quantum number, l)s the orbital angular momentum
quantum number, m):., the quantum number for the 'é'v Z—p]c'oj ection of
the orbital angular momentum and 4:} the effective nuclear
charge: the following notations may be used interchangeably, as

convenience dictates:

sTo nAwmig
ey W (o) = Yoz 03, my, 03 (o) = N, (o)
aze,) = R (90 )= RI(GIL(52, )

The radial function is defined by:

| ot
e R:i(‘?»)-'-‘(“%zé—),)r CREE I

and the angular part is a spherical harmonic function defined
. according to the conventions of Condon and Shortley (Ref. (233),

Pe 52) as:

m> 0z Y;(«% "'P) = (—1)"ex1>(am¢)[u""' (2;_]

4 (e+m)!

d(ws)m R(eas),

(Ada)

m>O0: Y;m(.Q,Lf)E (=0~ [Y:(Sbt@]t
meo: Y7 (59 = 21" e 0),

(A4Db)

(Adc)
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where the Legendre polynomial may be defined by Rodriguez'
formula:

(A4d) P (eend) = 1 &’
£ T2t d(cw )t

(.c:m‘q}- 1)2

the radial functions are normalized; the spherical harmonics are
orthonormalized:

25 Jc ¥ e
(25) Jaq; J&M&YL (59X (8,9 =8,,.8,....
o o

We shall also need the Condon-Shortley coefficients (Ref.
(233), pages 175-176):

ise St m* M..m*
(R6a) LR(L,M;I.,M)E\,”‘%JC\? a9 Y, (8971, (‘sg,tf)’l’:"(qg\@=
e o

(A6Db)

2y X - Mew M-’
= N2 !d\f Of 6T, O], (397, (09,

where Iﬂ.— L] S£Agl+L, and L+ X + L = even positive integer.

Now, to go from the local Cartesian c.s.
[

—_ VX Y
{e » € y;
e

} to the local reoriented Cartesian c.s. we follow Messiah

(234) and define a set of three Eulerian rotation angles (ay, »

By » Yy ) and a unitary orthogonal rotation matrix

/(L
2L + 1 by its elements:

of rank
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(ﬂ) A A . ~
(A7) R ("(y BV Yol = <ﬂ\‘n‘ﬂ<‘= (-‘ lo(yL}-;.[g’ Lﬂ —Y, Lx)

wm m

emD

where the ket l,ﬁm> is a simultaneous eigenket of the square of

A2 . .
the orbital angular momentum operator, L, with eigenvalue
. A .
44C £ + 1), and of the z-component of this operator, L,, with

eigenvalue ’ﬁm'. Then we may write:

2
™ . (‘e') M’ »

mi=-2

and the "old" in terms of a sum over the "new'" is:

A
ao Y (s2, ¢)= Z RE s ) Y] (9,000

m=-L

Thus we can '"realign™ ’\{f' (v

¥ vu) so that in the local reoriented

spherical polar c.s. {"e";, €§, ‘é'fr’} Eq. (A2d) becomes:

' nlwmd £ '
a0y W, (o= RE) Y000 R s
m'=-

The reciprocal lattice vector @h and the reciprocal

k1l

space vector \ilw both have origin at the center of the crystal
and are adequately described by Eq. (214)and Eq. (313), respec-

tively. The components of these vectors along crystal direct

lattice Cartesian axes {é‘x, E‘y, E'Z} are given by Eq. (263) and
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(264). The components of é—i’hkl in the direct-space crystal spheri-

_

P s ,l’ .Y
cal polar €.8. T Cy s O‘?} are (dihkl, “S—hkl’ thkl)' The
local continuous reciprocal space vector { "g_p, W= iy 2yeas M}
used in Eq. (358) has origin at 53 and is defined with respect to

-y =y P 4
eq,} of

the local reoriented spherical polar c.s. {er, CR

direct space as having components ( \kv’ \; 5 ‘f\: ).
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APPENDIX ITI

We must now worry about the Fourier transform F,, ( B
of the atomic orbital yX(Eq. (359)) and about the two-center

(8)
"’A’V'I\'(Qhkl) (Bq- (3406)).

Given a general form of "-}‘;7._ , numerical integration

integral I

schemes may prove to be the most convenient approach, but, for

the STO defined in Appendix I:
+31

nlwmi g ol
'\lf 5 (E,).L) (éﬁ)z ( ,,_) Ju&p l:r,,,L)X

XZ@M BB L, (%, 6)-

mw-'l.

(A11)

Silverstone (221,225) has already obtained explicit and elegant
expressions for both .'l.’_‘,1 and Ig";) wA and for the sake of com-

pleteness we quote his results here.

Indeed Fvl is given by Eq. (12,13) of Ref. (221):

P () = ﬁfdm( e ik, n,) Y ()=

all Space

)" +i
(R12) o (Z(Zn)' Z @ dv@v 9) HULP#)X

L-n-1
xamlr(n-z ) [ & (7:-‘-&)2 &fgﬂk’) )

nAM'C
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where " (3) is the Eulerian gamma-function:

(Al2c) F(z) = fd*- t%—‘lﬂ’(’ €), Re(z> O,
o

and the following identity (Eq. (14) in Ref. (222)) may be
helpful:

£

sy [L AT L) e ety

— B n X -

o (e-3)13t2° d-x
‘ =0
To use Eq. (Al2b) in Eq. (359) we blithely replace the components
@ E_{y in the local reoriented spherical polar c.s. by the com-
b . % - -
ponents of 4&hkl in the crystal spherical polar c.s. ier, €9
-

2 2 ) :
To obtain the integral T VA, WA (éLhkl) we first need the

expansion (235) of exp(—iiL *p) in spherical harmonic functions:

hkl

enp(-id g ) =

(Al4a)
o

= Z Z b€ (Hy, "mﬂ?ﬁ?mm@v‘m%

,P:—.O m&::-?

(R14b) = Z i bse (- L)Té,P(dim r‘)—Yf:l(S} ‘\‘)Y: l(ss.w‘ﬁ.u))

0 g
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where the spherical Bessel function of the first kind jl(xy) may

be represented by its Rayleigh formula:

£ .
(A15) ?(1 (x-';}) — (— 3‘—)1& j-x,] )o:gjf?

nﬂ.mf R
The atomic orbital [’\}f' (z)]” is the complex conjugate of Eq.

(Al11) with (r, » ¥ ) replacing (r,, /\9;,}‘

orbital , (r ( rs, )) is centered about the point:
»'A ~

b "fyr. ). The atomic

= o -9 -
(AI8) B o' Ly ¥ X ~ 5y

-

in the local realigned spherical c.s. centered about this same

(")

point the vector r - R , has components (lg ~y§v |, vﬁv'-’tﬂfgv

MY.é.y

the Eulerian angles required by Eq. (A11) are (or.y,, B 3+ Wei 2
as is readily seen from Eq. (340c); in the crystal spherical
Q

polar c.s. the vector Rvé_‘v has components (Rv_é‘-.-‘ " n9'yd-v, g

o 3 -
Py ), so we can finally write:

' 2’
’\}/‘ 3N (~ - (-!:3 = S_é_'—r;‘)):

o "‘(Zﬁgm—z Z ‘RW (4 )
me =-2/
XY ( vSr"(fv(;i Bv_é:v’ I_B'é"p‘
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Silverstone (224) has shown how Eq. (Al7) can be rewritten in
terms of spherical harmonics whose coordinates ('Sycf) are those
of the vector r, measured from the center of the crystal; another
spherical harmonic function with arguments ﬂ9i}y, and lﬁ»év‘

will also appear. In fact he obtains:

o
L ' ! S\’ L '
A% P v “ngv')'-' @s)""% Z (R(e)* e By

wA! (an)! m'ms
Mss-l'
) oo LR, ' ( ":) - 1
7 7 w'g! +
..o.: 2
(Al8a) X ? ? 1”12", ,é-,) E (
L,=0 £y=|e'-4,4 "= -2
M-ty Cy , . M:""“q( o m‘l(
XZ2* e (£ ms3 2"'"")'17;1 \9;»§V’JY”§¢)YL 3'?)’
where if » < Rvgy’ then:

(“1¢l)

Vgng?;‘: > Ry gy )- "'*5::[) (’;) e [E’ ng (g)e-m
( )
e xF, (2R,g,) T, (=),

and if r > R then:
»S8vy’

zf:;i?,:( Ryge) = e (-1)" (T) [g, dg] (;,)“,

X% (B'R,g,) F, (57,

(Al8c)
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and K , are modified spherical Bessel functions of the

Je

third kind, whose Rayleigh representations are:

- - £ s (¢
T = e [ 4] e

(A19)

20y KG9 = o[ i enled),

Substituting Eq. (All, Al4b, Al8) in Eq. (340d) we obtain with

Silverstone the following:

. w, A
(«S’) n-+-5-_ AN ""'i 7
(dh)= 2)""= Rg) § : (R_(mej A

vk ¥ (zn)j (2n))
2! ==L
2
DY () ) e 9"Y Ty
ma= p=e "“",eux,

| 4 d- ‘7
- (A21 X (—dl [—_ ] E 28+ 1,
(A21a) ( hhe) &hu ddi g, Z TR

“ 40 L= L] m =z

. £3=44 ot My
2, E 2 L]

X(“‘)“'(Lj‘—g-;)h“t [,;» = (4)1-*1{3( (§ R,ay)(f;)

’

Rus
X[g ag’ L jdr [ra T () Tk (D) %

r"" Mf(" “)}‘l‘(‘) 3 (§ R;&y)(l;je’[gz %‘Jé
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co
bt et
R?éw’ |

ar 5% mX P —_
X (d (dosmd Y " (50X, (29X (),
o o '

where each differential operator differentiates everything to
its right. This expression can be simplified by using Condon-
Shortley coefficients, Eq. (A6b), which will restrict m, to

= m and the sum over ,9.1 to ‘l- pl < 21 < 2+ p.

! -
The integrations over r may be simplified by a change of

variable to t = I‘(Ryiyr )_l. We get:

+§ et L
T® @)= k=) (a2 ZR(:L s

V'l ¥ (210)‘ (Rn)l
m1=—£
(t)“
XY R ) 3 3 mer ¥ T

ma— " :r-f

L+p ,C’+.¢,1
L4+ * PR

(A21b) % } V5 F (4 my; pym) § gl Lo
L= 12-¢l ' L= | -2

n-p-ALy

P “h'““;*““i o
XE L(x’y mysLis imy- ""1)-311 (’3,,;,:, ‘fyg,) (Rv.{v' >

x(—am)*[ﬁ:u o] e ] ()"

\ 1]
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1

b0 4 . N d 7% "' -4, _1
x{ la(; Rvgyb({;) [_;" dg’] g’ 3 j
o

L

X {exp [~ - L) Ry s ] ant- (G bl )R g -

- .vxf[- (g-z;’-»-i &hha)ﬂvgy’ L‘J +axp[-(B+E + 8 ) R,;,I‘}}}"‘

._‘;-.2 —~A

“4 j:tt = i g

g’ ds] s 20

+ (4T, (cfa,,s,)(-e)[

x {ang [ (545"t Rogy E] - omp [ (B /=i dhyg)X

XRys i:]} }_

The two terms of the second integral are, very simply,

generalized exponential integrals:

(322) E,(3) = fcu.t Texp(-%E); fq=a13,..}

these functions satisfy the very useful recursion relation (236):

dEq(¥)
ERRRLt

The four terms of the first integral, taken severally out of Eq.

(R23)

(A21), look: like:

9
Iou: £ axp(-3H),
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%
-which for positive q diverges at t = 0. However, if we perform
the explicit differentiations with respect to &’ and ahkl indi-
cated in Eq. (A20), then the sum of these four terms in Eq. (A21)

does not diverge. In fact, as r — 0,

1 d ‘If S (a[,",_,_r) zr+1[ ]wa Lzeet
Hipg ddhyl & v

!'h \1((\') \_1(,*’ _:1__“__‘__]‘};\_-_..5::. cc‘,u.ﬁ
g' dvs = x da o =3

and all negative powers of t vanish from the first integrand in
Eq. (A21), and the first integral is non-singular when differenti-
ated properly with respect to &' and 'ﬂ’hkl' We need, therefore,
a non-singular ‘representation for each of the four terms of the

first integral; this is provided by:

R )N
2 wil(m-q+1)

(S
N
S
o
m
D
—~
&
i

m=0
[""4“1""1
(-7
e £ orelC 3¢ Z )
(A24D) j £ T |anp(-39) - Cat). ) Sy
In fact, the differentiations with respect to ﬁl and ‘ﬂ'hkl of

Eq. (A21) will kill all but the integral in Eq. (A24b). Further-

more Eq(z) also satisfies the useful relation:

W ;
I am very much indebted to H. J, Silverstone for helpful
correspondence (251) clarifying this point.
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dE.(3) _ _F .
(A24c) —dj— = E1_1 (3
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APPENDIX IIT

We evaluate here the Fourier transform of the STO defined
in Appendix I and modified by the Gaussian convergence parameter ¥

(and hence unnormalized):

nim&s

\K’A"Z (-v,m) (3 3 ( )“.1 [Z" "'IVJB( r)_]x

£
E (DX ™
X R :nq, (dv ﬁ.v Xv)Y L ("930,‘. ) Lfv,a.)'

wm=-g

(A25)

The Fourier transform is defined as:

nlmzg

(A26) fo (_;H_tv) = ffw(:,ﬁ)m?(-f'. k- ,.':,.,‘J 1}’,)7 (,!‘,.P).

By using the expansion of exp(ﬁLHSv-EI”u> in spherical

Bessel functions:

e - ¥ |
%p(—i&ly. B,,,_) = Z Z Aﬁ(_"")r"kr (\kvr’f")Yr («93,,‘,\‘0, X

(A27) y=a -y

><Tf;?‘(¥ﬁ:; qﬁ;))

we get after using the orthonormality properties of the spherical

harmonic functions in the angular integration:
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F jx (\gv) = 4se () (Ji;))' Z @'(QK("‘vﬁvW)x

(R28) ==L
My ¥ » ntzg
XY,Q (‘9'\41:“?&) kvx J

where the radial integral, defined by:

oo
(A29) ]k::::; EE-J;iV rn*i (E:Y)X#T[ Qy-'B 2.__z:t}

can be solved by the technique used by Silverstone (221); from

Eq. (A15) we get:

0o

KT = o)t o] o far

©

(A30)

X{MP[-VZ\I%\"—- Cr-i-il‘h,\:]—Auy[- 'z\; V:' 2.Zr -L\k, a}

The integrals can be solved in terms of Weber's parabolic
cylinder functions or of confluent hypergeometric functions

. (237)3

hlz;

n =2t 5 oun] & e (Y /3)~=-:+;

o (G- Jk )v v
{“P( 8y (z-4J] D 2 (retd )
/3 13
e %?_ (.;""H{V)] = (1) (c"'i'lkﬂ)v )}

K

(A31la)
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(L Em ot g1 AL

7 21 W dk) W,
X 1 (n-£+1 I (ﬁ-d‘kv)l)
(n_—_&;‘:a. 4 1 2 227 “n
2 I3
A31b neled 4 . ‘/-'(r:-o-e\k) v
( ) "‘F.‘ ( z 220 > (n-‘g....f) \/TZ-'X

The confluent hypergeometric functions are defined by (238):

| . 3 tfet-9) ... (xt=n)
(A32) . F1 (0(;(3 > 3‘) = % Al B(EDem (o))

and so we obtain more simply:

2/3 h-—ugj-" i & 2 4
I?:‘vl J-ﬂfﬁ(nfua-+{)( ) (—WQ)[-wv‘i“&J ¥9><

¥

‘A
vV n- 0+ .N
- X{ vy F(n--u-‘) :j"‘[(‘:*‘"*v) ( 1 f LTX

S = e r(__:u [ (-u«,%;" (=i ))}

Some further research is obviously advisable to ensure

that the optimal form, amenable to rapid and precise computation,

is found.
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APPENDIX IV

For the purpose of reference we give heré the Fourier
T - - T 1 1 1
series of Qm, [MA]Q , [Dadiara ]93, , and [ArTIA ”m«.—z

We use the Fourier series for the periodic functions:

(A34) @7‘2 (!.‘F_ = M‘-P(‘i &‘—g°£|b) F\Irm__e (!I-‘-'))

and 31 (r,) B, G

oo oo oo

o BRIV ) ) ) (s,

2,0 (50 By ()= “3}“?7”- 71\3&@,@,@5».;)%?(‘#,,“-:,).

(A36) = ~00 ha—ﬂ la-w

It can be shown that:

_ (AB?&L)C:,“:‘a (‘H-L.u jﬂ&"(’u)uf[""(‘&ku"'\h ~p] (!r_e)"-"

(A37b) =J—§—; Z o 24P [ (g ) 23] P (o + i) 5
y=i

where Fvl is given by Egs. (359, A25). Also:

D, rr (i) ﬂfw@w o ) 5] B () B (50

(A38a)
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(A38b) WNu/; "1

where Iif)»w is given by Eq. (340e). Alternately, the multipli-
2

cation of two Fourier series for §:w (E}J and §7\'&2'(¥"M)

yields:
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- Then it can be further shown that:
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Similar expressions can be written for the "I’ §w<gu).
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ABSTRACT OF PROPOSITIONS

PROPOSITION I - ILATTICE SUMS FOR CLASSICAL MULTIPOLE
INTERACTIONS, AND APPLICATIONS TO ORGANIC
DONOR-ACCEPTOR CRYSTALS

The Ewald technique for calculating Coulomb interactions
between electrical charges in crystals can be extended by explicit
differentiations to calculate multipole interactions in crystals
(Ewald-Kornfeld method). Explicit computer calculations are sug-
gested to test Kommandeur and Pott's molionic lattice model for
(1:1)-(Tetramethyl-para-phenylenediamine:para-Chloranil).

'~ PROPOSITION II - X-RAY CRYSTALLOGRAPHY OF DONOR-

ACCEPTOR CRYSTALS

Four crystallographic problems related to McConnell's
classification of organic donor-acceptor (DA) crystals are
discussed: (i) a reinterpretation or redetermination of de Boer
and Vos' structure for (1:1)-(N,N,N',N'-Tetramethyl-para-phenylene-
diamine:para-Chloranil); (ii) the formal fractional charge on the
atoms of a DA crystal, and its possible effect on the calculated
structure factors; (iii) current work on (1:1)-(Chlorpromazine:
7,7,8,8-Tetracyanoquinodimethan); (iv) a possible phase tran-

sition in (1:1)-(para-Phenylenediamine:para-Chloranil).
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PROPOSITION III - THE PHASE TRANSITION AND CHANGES IN THE
FINE-STRUCTURE SPLITTINGS OF A FRENKEL TRIPLET SPIN
EXCITON CRYSTAL: A HIGH-PRESSURE, LOW-TEMPERATURE,

HIGH-FIELD ELECTRON PARAMAGNETIC RESONANCE STUDY
OF THE ION-RADICAL SALT TRIPHENYLMETHYL-
ARSONTUM (TCNQ);

An abortive attempt was made to measure the changes in the
D and E splittings in Triphenylmethylafsonium (TCNQ); at 130°K
and 144°XK across the phase transition, using a high-pressure bomb
with a hybrid helix resonator in place of the EPR resonant cavity.
The changes in D,E could help describe the nature of the transi-
tion and the changes in the spin system. Improvements in the
experiment are suggested.

PROPOSTITION IV - SEARCH FOR QUARKS IN SEA-WATER: THE

USE OF ION-EXCHANGE COLUMNS

High-energy physicists have been searching in vain for the
quarks, three hypothetical massiQe long-lived elementary particles
carrying a fraction of the electronic charge. Their search for
quarks in sea-water could be made more efficient by the use of
ion-exchange chromatography.

PROPOSITION V - SOLUTION DIMERS OF ORGANIC DONOR CATIONS
AND OF ACCEPTOR ANIONS. THE BENZIDINE
REARRANGEMENT REVISITED

The cations of the donors, para-Phenylenediamine, N,N-
Dimethyl-para-phenylenediamine, N,N,N',N'-Tetramethyl-para-
phenylenediamine, Diaminodurene, and the anion of the acceptor:

7,7,8,8-Tetracyanoquinodimethan, are known to dimerize in polar

solutions. A theoretical calculation for these exchange-bound
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dimers is suggested to explain their stability and their correla-
tion with the crystalline ion-radical salts. The caged-radical
transition state theory for the benzidine rearrangement is
closely related to these dimers, but lacks experimental proof;
EPR experiments on the rearrangements of specially selected
hydrazobenzenes may help determine the plausibility of this

theory.
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PROPOSITION I

IATTICE SUMS FOR CLASSICAL MULTIPOLE INTERACTIONS, AND

APPLICATIONS TO ORGANIC DONOR-ACCEPTOR CRYSTALS

A. Introduction

A complete classical calculation of the Coulomb binding
energy of a crystal would have to include not only the Madelung
energy due to monopole-monopole interactions between point charges,
but also the lattice energy due to all the multipole interactions
between the diffuse charge distributions.

Multipole interaction energies involve higher powers of
the reciprocal interatomic distance, and hence their calculation
for a crystal will converge more rapidly than the Madelung energy.
It is of some formal interest, however, to show how the Ewald
fast-convergence scheme utilized in this Thesis can be adapted to
multipole calculations. The mathematical sketch developed below
. can make no claim to originality, and is given only for didactic
completeness. It is the object of this proposition to suggest
that thanks to digital computers such multipole calculations can
be performed to obtain "better" values for the binding energies of
organic donor-acceptor crystals insofar as that is possible within
a classical framework (i.e. neglecting overlap and exchange); in
particular, we propose that a rigorous test be performed of

Kommandeur and Pott's assertion (1) that the interactions due to
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the induced electric dipoles are very important in "molionic™
lattices of organic donor-acceptor (DA) crystals.

As mentioned in Chapter I, Kommandeur and Pott suggested
that, because of multipole effects, organic DA complexes may
crystallize in molionic lattices, i.e. lattices of mixed ionic
and neutral species. This suggestion is in direct opposition to
the predictions of McConnell et al. (2), which, however, are
based on monopole-moncpole interactions. A schematic calculation
was performed by Kommandeur and Pott, presumably by the Evjen
method (3), for a highly idealized cubic lattice consisting of
two intefpenetfating sublattices: sublattice A contains an
ordinary array of sodium ions and chloride ions, at twice the
ordinary interionic separations; sublattice B is a molecular
array of neutral sodium atoms and chlorine atoms. The DA crys-
tals - are presumed by Kommandeur and Pott to consist of similar,
if random, alternations of neutral and ionic species. In a later
experimental effort Pott and Kommandeur (4) presented evidence
that (l:l)—(N,N,N*,N'-Tetramethyl*pafa-phenylenediamihe:para—
Chloranil) (TMPD:pChl) is a molionic crystal, with statistical
disproportionation into TMPD++, pChl ~, TMPD, and pChl; exact
disproportionation was not claimed either by Pott and Xommandeur
or in the later crystallographic study by deBoer and Vos (5); the
spectroscopic evidence for such a classification has been dismissed
in Chapter I; the crystallographic evidence is discussed in

Proposition II. A thoroughgoing numerical calculation on a
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molionic lattice model of (TMPD:pChl) would settle Kommandeur and
Pott's claims conclusively.

The Evjen method is obviously unsuitable for Coulomb calcu-
lations in organic crystals, but we shall show that the same
reasons that made the Ewald method so convenient for the calcu-
lations of monopole interactions described in Chapter II will
make the Ewald-Kornfeld method ideal for calculations of multipole
interactions in organic crystals.

B. Multipole Expansion of the
Classical Coulomb Binding Energy

We review briefly the derivation of the multipole expansion
of the molar crystal Coulomb energy due to Coulomb interactions
between arbitrary non-overlapping charge distributions. As in
Chapter II, assume that there are M atoms per crystallographic
unit cell, and NO/Z unit cells per mole (where NO is Avogadro's
number ). After setting an arbitrary origin for a Cartesian

-3

coordinate system '{E;, ey, E;.} (see Eq. (262) of Chapter II)
somewhere in the zeroth unit cell, assume that rg — xilE; +

S A ; i - _—
Xi2ey z€, denotes the i-th atomic position (i = 1, 2,

«esy M N /Z), which is the center for a charge distribution p.;
o %

+ + K
.

the elements of charge Api can be described by a (source) vector

£ = x:'L'e'x + x’Qé’y +x4e . Let 5? = le'e"X + Q'é‘y + xjs'é'; denote

the center for a different distribution pj; the charge element
. . —n
Apj can be described by the (field) vector B = xlé; + x2ey-+

o=

L gen

- = 6w o w o o o o
5 - - s = Ll =i
+ x4& . The vectors §& € I R R -z, and Li; = I
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; / > W -
have Cartesian components s 'de , and % (a Iy 25 30
respectively. Let us adopt the Einstein summation convention:

repeated Greek subscripts in any term imply summation over those
subscripts (in our case, always from 1 to 3). The electrostatic

energy due to the Coulomb interactions between Py and pj is given

by:

f

(I-1a) w

J

f{( dr(R)p; (R) f[fdar €)p. (5) IB gl
jffd”(g)ﬁ’ (BJ) m M(Eu) P (g.) lBJ— ¥ ﬁtj).;

(I-1b)

where the domains of integration are the whole crystal and the
zero of energy is assumed to be for infinite distance between Py
and pj. The integral over EL is the scalar potential Y:’L(Bj +
Eij) due to p,. Let a be the limiting dimension of the bounded

. : : o ; _ o
distribution of Py* if Ej is so large that a/ ‘.EJ 5¢ + E-ijl<< 1,

: o =1 ;
then we can expand lBj = ‘z‘g‘,_ 4 Sij\ as a Taylor series about E?:

1 -1 +3.Q[a 1}
R;~B+rg]  I8;+rg] Loyl el g

(T-2)

/ / T
_}_5“.‘5;@[ i 1] -
2! 24: 0yis 12| Ir= B+

i

+_j__ "3’ y ’ ,3/ [ >° 1 %
- L LR R m ’ ’ T 1 LT
f.! w Ji8 ast’dz‘stﬁ.Bu L\:I a

375
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Let us define the QP—pole (multipole of order p) of the charge
distribution p; as a symmetric tensor of rank p and dimension 3,

by writing its general Cartesian component:

(I-3a) M:dp...st' = fffdw(é) XG Xg e % P, (€) =

(I-3b) = .(Ud'v (‘%-.)'Hf« pr‘-- 3:::91 (E;),

where there are p Greek subscripts. If p = 0 then MOi = Zi is the

charge or monopole moment; if p = 1 then M;!_'OL = Dia is the dipole

; _ 2 — : .
moment; if p = 2 then Mi g = OiaB is the quadrupole moment; if

a
= 3 then M?
1Q

4 = H
iaBYe iaBYe

any function g(ngj - € : + Ezj,) it can be shown that:

= 0. is the octupole moment; if p = 4 then
BY iaBY

D
M is the sedecupole (hexakaidecupole?) moment. For

(I-4) o8 - _ i‘é_
LE 7 Yja

' Using Egs. (I-1b, I-2, I-3b, I-4) we obtain for the potential:

00
5 S
ol L Hre) = Lol
e Lf;(8;+"14) P! Mg 2Y;42sp 2y 151 .
,Pza :':-Sj‘.sg
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TF P, (R + r ) is a slowly varying function over the region
where pj(Isj) is non-negligible, then we may expand it in a Taylor

series around 5?’ the center of pj:

AW 1 a¥
(I-6) Lﬂ(B-J-*-!lJ-)-— ?."'35"35""'2“‘[ng;agjp...'am._ 95(,8)) g

R=r?
i

~ o~y

If we also define multipole moments for pj by:

(I-7) ["I;ﬁ = Emdﬂ”(gj)&ﬁ«‘dsﬂ - Yie £ (E.i))

then we obtain finally:

o0

VJ{J‘ EZ '=Z )Za(—(;);)' :«;'--lx

,r

P
x M, 2 4
ST ] By, B30+ 2Y5a R 2o+ Oy [T} - 2

~ ‘J
or in greater detail:
- ?_L_z.a_ + {-7_&_ Dyw - Z D }[ 2
4 l Yot Lot ‘:a 3
(I-9) 3-’):'-"; <
; +{ 2 QJdp Q;QFZ) quDJ@}[ \ o \(3
"’*.: ~'-.|
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* {% (2 ¢J°¢Fx - "Jéi«px Z)-%(o, Qe prbjx)}x
i =N 7 (% + e x-t“iﬁa)fﬁi‘ x; x"sx}jﬁ-

{ 24 ( Hipre ""@’6‘ Z-‘)_ %(DM ¢3Fx€+¢3dﬂx D+

Ruus ,,e}[‘ ‘l‘( a‘cq-apxsw- 5,35 -

15 ) &
- r.lv(ééqmpxw+5 x = +6xequﬁ+a 2

+ 8o Sy xS 4 g "/:\1 )4- e x"x“'ac‘;x“']+,_.

where e.g. S B is a Kronecker delta. The total molar Coulomb

interaction energy, after we invoke the periodicity of the lattice
(or three-dimensional Born-von K4rmdn periodic boundaries on a

unimolar crystal) becomes:

n
(I-10) \W = N E AW
ToT oz ™3
me J=1
g

and by using the lattice translation:
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Ls = ra5? = da+fb+gs -{é‘=0,'l,2, -1;—1[(15)”-1]66,,:431&)”1}

given by Eqs. (265, 266) of Chapter II, we obtain:

= 23737 3757

mz4 p=4 p=0 9g=o0

(I-11) |if $=0 tum wmpn)
Naf2q S
XM:rﬂ "’2 , ['b: mp....'ax l:l-'] *
5 4 x Wl repe +Ls

C. Convergence of Lattice Sums
The crucial problem in the evaluation of wTOT to any par-

ticular order p is the convergence of the lattice sum:

Yo
( ) -y 1
I-12
§=0 L e # s

By the integral test one can show thaf this sum converges abso-
lutely if p > 3. Therefore lattice sums of the monopole-
monopole, monopole-dipole, monopole-quadrupole, and dipole-dipole
interactions converge only conditionally, or, in other words,
their convergence is dependent on the shape of the crystal, i.e.,
for any truncated summation scheme the true value of the sum can
oniy be approcached if the order of summation has been chosen

wisely.
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D. Fast-Convergence Schemes

All the popular fast-convergence schemes for cvaluating
lattice sums can be considered as inspired by the work of Epstein
(6,7). They rely on the periodicity of the lattice, which justi-
fies the use of Fourier transform (FT) techniques, and either on
wise choices on the order of summation (0S) or on some integral
transform (IT) which allows calculations in direct space of short-
range effects and in reciprocal space of Qquasi-pericdic long- %
range effects; they include Madelung's method (8) (multipole
order p = 1, 0S and FT), Bertaut's method (9) (p = 1, FT),
Ewald's method (10) (p = 1, IT and FT), the Ewald-Kornfeld tech-
nique (11) (p > 1, IT and FT), Nijboer and de Wette's method (12)
(p > 1, IT and FT), and its close relative, the technique of
Erdélyi, Born, Misra, and Bradburn (13) (p > 4, IT and FT).
Another OS technique is that of Evjen ((3), oo i

For our organic crystals neither Madelung's nor Evjen's

methods are helpful. The transform used by Ewald, namely:

1 <L 7 .
:: = iﬁ? .J-Citr emq:ﬁ—r E:)
o

cannot be applied directly for r_p, P > 1; hence Nijboer, de

Wette, Erdelyi, Born, Misra, and Bradburn use instead:

A = R Y
Sl P F(‘E‘_')Idk ’*”‘r(" >) pea
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where ™ (n) is Euler's gamma function:
oo
h-1
(I-14) f'(n,) T fd,t‘t: Mf(—t7- h>0O
o

By techniques very similar to those described in Chapter II for
the Ewald method, Nijboer and de Wette obtain for the lattice sum,

valid for p > 3:

-

B q
) = (R
[ Jx=egT @ =

h o T S,
SRS WM CWER o

where all symbols have been already defined in Chapter II except

for the incomplete gamma function:
0
(v )= fou: €™ emp(-©
'

If Eg = 0 must be excluded then the term - __(V'/‘) should
be added inside the curly brackets of Eq. (I-15). Because

of the conditional convergence, special precautions must be
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followed if p < 4 (12b). Unfortunately, the methods of Nijboer
and de Wette and of Born, Erdé€lyi et al. require the use of the
exponential integral as well as of the error function. Kornfeld's
elegant adaptation of the Ewald method, however, does not need
the exponential integral, and is conceptually very straightforward;
accordingly, it is considered in greater detail below. Xornfeld's
recipe is disarmingly simple: to obtain the desired crystal
multipole potentials, electric fields, or binding energies, per-
form explicitly all the partial differentiations on the Ewald
series for the monopole-monopole interactions (see Chapter II),
that may be required by Eq. (I-5) or (I-10). As p increases, the
expressions rapidly become rather lengthy, but their evaluation
presents no problem for a diéital computer, once a good program
is available for the p = 1 case.
There is, however, one important diffiéulty, related to
that encountered in Chapter III: whereas in all crystals the
zero unit cell must be electrically neutral, ZM-_': 2,,, = O , the
e
- multipole moments do not necessarily add up to zero:
™M ;
(I-17) Z M #0 ; {“’f("-v”:“"z"}
a3, ... S P2
mz=1

this is especially true in ferroelectric crystals or for crystals
placed in a polarizing external field. If p > 4 this presents no
problem since the relevant lattice sums converge absolutely, but

the cases p = 2, 3 are a headache. BAs in Chapter II, Eq. (217),
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the left-hand side of (I-17) is the h = 0, k = 0, 1 = 0 term in
the Fourier expansion of the periodic multipole distribution;
both in the Ewald-Kornfeld method and in the Nijboer-de Wette
method the sum over reciprocal space involves a fraction, whose
numerator does not vanish if Eyhkl = 0, but whose denominator
s S nka

seems to arise from an infinite but meaningless self-energy which

&l }2. This singularity has been discussed often (14): it

is customarily ignored by avoiding pari Eassu the summation term
h =0, k =0, 1=0 even when inequality (I-17) holds. Some
writers superimpose a fictitious "neutralizing" uniform back-
ground which supposedly legalizes everything, but probably gives

an erroneous macroscopic external field (14b).

E. Effects of Induced Dipole Moments
Assume, with Kommandeur and Pott, that an arbitrary holo-
ionic DA crystal, say (TMPD:pChl), is molionic: sublattice A is
ionic, with M charged atoms per unit cell; sublattice B is neutral
with M' atoms of finite scalar polarizability o1 CiF = B 25665y
M! NO/Z) (primed subscripts will refer to atoms in sublattice B).
ind = ind 4 Dind

The induced dipoles Di' e, + Di'2 ey i13

é; in sublattice B
are due to the electric field E created by the charges Zi'
(i = Ay 25seny M NO/Z) in sublattice A. These induced dipoles are

described by:

ind.
(I-18) D = d Z -;i; S_;_l aqé,Eﬁ(r;).
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They interact with each other and with all other multipoles in

both sublattices just as if they were the permanent dipoles D

ig

1nd

of Eq. (I-9). The interaction energy between the D '8 and E is

given by:
1, ind
(1-19a) W '

(I-19b)

w=1

'
= -—Zo( Eq (,.,‘)E ()=
t'=14

— _ N

ﬁzo«m, E, (¢ Ea(e2).

The electric field is obtained by a straightforward differentia-

tion of Ewald's series for the electrical potential '\Y(r) (Eg.

(229) of Chapter II):

(I-20a) E@ (E;,)

(I-20b)

(I-20c) = -

—

i

wm=-1

ey 2., _Z’ [-f—;p f‘ﬂ -

By
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where
EE di (é—'lézy F.(@¥“1@DJ thﬂ%%S (@zbzf@
replace |
E-m.J Ha.a. 2 H-,Q) (Hkh,a_) "M/ e "‘m} dﬁ’ \..‘;a&%/ "3'53,
of Egs. (201, 264, 267, 266), respectively.
The computer program EWALD described in Chapter II was
modified to calculate EB(PE,); this modification, nicknamed FIELD,

was not completely debugged when computer funds ran out.
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PROPOSITION IT
X-RAY CRYSTALLOGRAPHY OF DONOR-ACCEPTOR CRYSTALS

A. Introduction

Crystallographic evidence is discussed here with reference
to the classification of McConnell et al. (1) of organic donor-
acceptor (DA) crystals into the holoionic ID+Ai> and the non-
ionic lD§>- categories. In particular: (i) we review the bond-
length data on the holoionic crystals studied to date, and sug-
gest a reinterpretation or a redetermination of the molecular
structure of (1:1)-(N,N,N',N'-Tetramethyl-para-phenylenediamine:p-
Chloranil)(TMPD:pChl); (ii) we discuss the feasibility of detect-
ing the effect of complete charge transfer, ’D§> — ’D+Ai> 3
on the calculated X-ray structure; (iii) we describe current
experiments on systems for which the molecular symmetry of the
D' ion must be sufficiently different from the symmetry of the D
molecule to lead to an unequivocal distinction between a {D+Aj>
structure and a [DA) structure; (iv) we discuss a possible phase
transition in (1:1)-(para-Phenylenediamine:para-Chloranil).
B. The Bond-Length Argument and
the Structure of (1:1)-(TMPD:pChl)

In the recent room-temperature crystal and molecular
structure determination of (1:1)-(TMPD:pChl), de Boer and Vos (2)

conclude that the crystal consists of neutral TMPD and pChl
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molecules, but admit that a small fraction (< 20%) of doubly
charged species TMPD " and pChl  cannot be excluded. Their con-
clusions do agree with the statements of Pott and Kommandeur (3)
but we have shown in this Thesis that the spin resonance and
optical absorption data of Pott and Kommandeur should be
reinterpreted to show that the crystal is indeed holoionic, and
consists mainly of TMPD " and pChl ions and maybe some 10% or less
back-charge transfer TMPD and pChl molecules.

Accordingly, we propose that the crystal and molecular
structure of (1:1)-(TMPD:pChl) be redetermined with a larger set
of observed diffraction intensities, or, alternately, we argue
that a more extensive comparison of de Boer and Vos' interatomic
distances with published data for closely related crystals sug-
gests (but does not prove) that de Boer and Vos in fact may have
studied a holoionic crystal consisting mostly of TMPD " and pChl .
Tables I, II give bond-lengths for TMPD+, pChl, and pChl in
various crystals. For the sake of comparison, data for 7,7,8, 8-
Tetracyanoquinodimethan (TCNQ) and TCﬁQ_ are given in Table ITT.
The atom designations are given in the diagram below (p. 256).

The bond-length argument used by de Boer and Vds and by
many other authors runs as follows: the bond-lengths are "ben-
zenoid" for TMPD, pChl”, and TCNQ , and "quinonoid" for TMPD',
TCNQ, pChl; in a benzenoid structure, bond 2-3 is relatively
long, and bonds 1-1' and 1-2 tend to be equal in length; in a

quinonoid structure bond 2-3 is relatively short and bond 1-1"
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TABLE IT

Interatomic Distances in i for pChl and pChl_, with
(Standard Deviations)

Sl A - -

L= % 1342 (11.) 1:343 (85) 1.350 (10) 1375 (2)

1 1. 877 £13) 1.400 (85), 1.459 (10), 1.408 (2),
1.435 (85) 1.466 (10) 1.485 (?)

2-3 1.195 (11) 1.326 (85) 1.230 (10) 1.258 (7)

1-6 1.714 (8) 1.705 (65), 1.713 (77, 1.743 (2?),
1,829 (65) 1.718 (7) L1750 €72)

In DA crystals.

(a) In pChl, see Ref. (9).

(b) In (1:1)-(HMB:pChl), see Ref. (10).

(c¢) In (1:1)-(TMPD:pChl), see de Boer and Vos, Ref. (2).

(d) In (1:1)-(TMPD:pChl), see Wallwork, Ref. (8).
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/

is much shorter than bond 1-2. For TMPD * a quinonoid structure
and for pChl_— a benzenoid structure are predicted.

The data for TCNQ and TCNQ in Table III confirm this
trend, but the bonds 1-1' and 1-2 do not become equal in TCNQ :
their difference, however, is significantly smaller in TCNQ  than
in TCNQ; the 2-3 bond distance is sigﬁificantly longer in TCNQ
than in TCNQ.

The data for pChl and pChl in Table II are so imprecise
. that we wish to follow de Boer and Vos in ignoring them. The

data listed in Table I for TMPD' in crystals other than DA

crystals are not significantly different from the data for DA

crystals, including those of de Boer and Vos. Accordingly, to
within 2 standard deviations in de Boer and Vos' bond distances,
(1:1)-(TMPD:pChl) along with (1:1)-(TMPD:TCNQ) is a holoionic
crystal.  One might hope that a more extensive set of X-ray data
on (lil)—(TMPD:pChl) would ultimately reduce the uncertainty in

bond lengths and reinforce our conclusion.
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C. The Effects of Charge Transfer
on the Calculated Electron Density

If in a DA crystal the organic donor molecule is ionized
D —# D+, or if the acceplor molecule A is ijonized A —PF A", then
the fractional positive or negative net charge density at the
various atoms might be detectable in an electron density map
obtained from X-ray diffraction data. Or, the calculated
structure might refine better if account were taken of charge
transfer by adjusting slightly the atomic scattering form factors
to allow for fractional net atomic changes.

A similar problem in boron hydride chemistry was resolved
by Simpson and Lipscomb (17) who showed that "stripping" elec-
trons off B_H worsened the reliability factor of its calculated

g- a5
crystal structure sufficiently to prove that no more than a 5% B

9
hydride impurity could have been present.

The usual atomic form factors tabulated for crystal-
lographers do not even account for bonding delocalized electrons,
because the quality of X-ray diffraction data has been too low to
allow for realistic detection of bonding effects. Typically, a
3% long-term variation in X-ray source intensity and a 3-5%
uncertainty in the visually estimated diffraction intensities arc
To be expected in manual X-ray techniques.

Recently, current and voltage-regulated X-ray generators

with a 1% power output stability have been manufactured for use

with Tour-circle automatic diffractometers. Careful spot shape
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analysis and integration techniques may lower significantly the
uncertainties in the diffracted intensities. Indeed, Hartmann
and Hirschfeld (18) and Steward (19) have observed reasonable
electron densities between atoms, and the day may have already
come when the effect of charge transfer in organic crystals is
observable by X-ray diffraction analysis (35).
D. A Holoionic DA Crystal for which D' and D
Have Measurably Different Molecular Symmetries®

On the basis of intercalation experiments (20) of chlor-

+ ;
promazine radical cation (I:CPZ ) with deoxyribonucleic acid,

o T

(cny)

L ® H
we o,

I I

McConnell has proposed (21) that, while neutral phenothiazine

(IT:PTZ) is known to be a non-planar, butterfly-shaped molecule

: : +
(22), the radical cation PTZ. is planar. McConnell suggested

“For the sake of completeness, we report here on current
research, which had originally been scheduled as part of the
thesis requirement, and comment on recent results obtained by
Fratchide.

ata sl

£l

“This prediction disagrees with the calculation of Malrieu
and Pullman (23).
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further that a DA complex of PTZ or its derivatives with strong
electron acceptors would yield a holoionic crystal in which X-ray
diffraction techniques could identify a planar PTZ T nucleus and
thereby prove complete charge-transfer (except for the predicted
small amount of back charge-transfer).

With 7,7,8,8-Tetracyanoquinodimethan (TCNQ) as the
acceptor, beautiful crystals of (1:1)-(PTZ:TCNQ) and of (1:1)-
(5-MethylPTZ:TCNQ) were obtained (24), but partial disordef (25)
prevented further X-ray studies. No acceptable crystals were
obtained for PTZ or 5-MethylPTZ with the acceptors Tetracyano-
ethylene, para-Chloranil, para-Bromanil, or Pyromellitic Dianhy-
dride. Crystals of (1:1)-(CPZ:TCNQ) have been obtained in very
low yield, and are under study in collaboration with P. G. Simpson
{26 ).

Fritchie has obtained good crystals of (1l:1)-(PTZ:sym-
Trinitrobenzene) ((PTZ:sTNB)) (27) and of (1:1)-(PTZ:2, 4-Dinitro-
toluene) (28). The former contains either planar PTZ species or

‘a statistically disordered mixture of non-planar PTZ molecules
(29);* while in the latter the PTZ molecules are definitely non-
planar.

The scanty experimental data presented in Chapter II for

(1:1)-(PTZ:sTNB) seem to classify it as a nonionic crystal, but

"I understand that the (1:1)-(PTZ:sTNB) structure determi-
nation has been submitted for publication, but do not know how
the ambiguity has been resolved. :
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it is remotely possible that, even though ID— AA = 6.6 eV is 0.6
eV higher than our guessed threshold for complete charge trans-
fer, exchange effects may suffice to make (1:1)-(PTZ:sTNB) into

a holoionic crystal.

E. Phase Transition in (1:1)-(pPD:pChl1)?

Recently Hughes and Soos (30) studied the electron para-
magnetic resonance (EPR) spectrum of single crystals of (1:1)-
(para-Phenylenediamine:para-Chloranil) (pPD:pChl) obtained by
co-sublimation. Below about 315°K three EPR signals are observed:
they are due to Wannier spin excitons severally delocalized on
the three magnetically inequivalent linear chains allowed by the
room-temperature space group P3ml or P3ml. The other crystallo-
graphic data at ~ 295°K are (31): g = 14.83 i, c = 6.62 A, Z = 3,

3

= 1.630 + 0.005 gem ~, p = 1.4. BAbove 315°K only one

pobs calc

EPR signal is detectable, even though the linewidth decreases
continucusly with increasing temperature. Two mutually exclusive
.interpretations are possible (30): (i) there is a relatively
sluggish phase transition at or about 315°K, whereby the linear
chains become magnetically equivalent; (ii) the Wannier spin
exciton, which is a one-dimensional spin wave below 315°K,
becomes three-dimensional or is very strongly affected by mag-
netic dipole interactions between different linear chains above

315° K.
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The latter interpretation has been reformulated in theo-
retical language by Soos (32), but the former has not yet been
disproved by X-ray techniques. Hughes (33) has suggested that
a determination of the space group and unit cell parameters of
(pPD:pChl) at 320°K would settle the ambiguity. In preliminary

work (34) the data of Graeber (31) have been verified at 295°K.
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PROPOSITION IIT

THE PHASE TRANSITION AND CHANGES IN THE FINE-STRUCTURE SPLITTINGS
OF A FRENKEL TRIPLET SPIN EXCITON CRYSTAL: A HIGH-PRESSURE,
LOW-TEMPERATURE, HIGH- FIELD ELECTRON PARAMAGNETIC RESONANCE
STQDY OF THE ION-RADICAL SALT TRIPHENYL-

METHYLARSONIUM (TCNQ );

A. Introduction

We report here an experimental measurement of the fine-
structure splitting parameters D, E in the electron paramagnetic
resonance (EPR) powder spectrum of the thermally accessible
Frenkel triplet spin excitons in the ion-radical salt Triphenyl-
methylarsonium (TCNQ); ("arsonium salt™) at 144°K as a function

of applied pressure, across the phase transition.

B. The Phase Transition

Merkl et al. (1) investigated the phase transitions in *
the arsonium salt and Triphenylmethylphosphonium (TCNQ); ("the
phosphonium salt") by high-pressure EPR techniques at about 170
MHz and about 60 gauss in the temperature range 220°K to 362°K
.and the pressure range 1 bar to 9 kbar. They determined for both
salts that the transition is of first order and that the shape of
the p-T phase separation curves can be accounted for very simply

by the phenomenological equation:
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_ \QT 'f"‘..Pz
(IIT=1) P = P, + F ’&"2«: (1__& -

Pr is the concentration of Frenkel triplet spin excitons in phase
I, which is the thermodynamically stable phase at 0°K and 1 bar;
P11 is the corresponding concentration for phase II, which the
data show to be attainable at 0°K and pressures Po of 3.26 kbar
for the arsonium salt and ~ 4.5 kbar for the phosphonium salt (2);
A = VII - VI is the difference in volumes between the two
phases at the transition point: +this difference seems to be
independent of temperature and pressure; for one pair of arsonium
molecules AVO = =1 le 7 33, for one pair of phosphonium molecules

AVO E =g ﬁ3. Furthermore, Pr is given by corrected boltzon

statistics (3):

3 enp (T /RT)
4 *-3.LNP(; JE//hTQ 7

(III-2) _?I &

" where JI > 0 is the singlet-triplet energy gap in phase I, (JI =
0.05 eV at 295°K and 1 bar for the arsonium salt); a correspond-

ing expression can be written for pII and J As p increases, J

1o i
increases almost linearly, except for a large and sudden decrease
across the phase transition. The volume change is very small:
Arthur (4) finds V = 1630 i3 for two molecules of the arsonium
salt at room temperature whence AV/V = -0.0072; Goll and Phillips

(5) measure a change Ab/b = -0.007 along the crystallographic b
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axis, which Arthur had measured to be 9.06 i (4). So most of the
volume change is along the b-axis. Previous findings that the
transition for the phosphonium salt is endothermic for increasing
temperature at 1 bar and reversible (5-10) were confirmed and
extended to the arsonium salt. The enthalpy of transition is
given by AH = Hp - Hy = (p - pO)AVO > 0. Iida et al. (7) found
that as the temperature is increased the conductivity of a single
crystal of the phosphonium salt increases anisotropically by a
factor of about six across the phase transition.

For the arsonium salt at constant temperature and for both
pPhases the exciton concentration p decreases (and the singlet-
triplet gap J and the EPR linewidth increase) with increasing
pressure; at constant temperature at the transition pressure, as
we go from phase I to phase II, p and the EPR linewidth increase
discontinuously (and J decreases discontinuously). Kepler (8)
had found for both the arsonium and the phosphonium salts that at
1 bar J decreases continuously and linearly with increasing
temperature; for the arsonium salt alone J has no discontinuity
at 1 bar, whereas the phosphonium salt at 1 bar exhibits a large
drop in J at the phase transition. The decrease in J with increas-
ing temperature can be attributed to a decreasing intermolecular
overlap due to the thermal expansion of the lattice; similarly,
the increase of J with increasing pressure can be due to an
increased overlap at high pressures: these arguments have
been presented in a review by Nordio et al. (11). But the

effect (dJ/dT) < 0 need not depend
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entirely on lattice thermal expansion: indeed for the strongly
alternating Frenkel spin exciton salts Wurster's Blue Perchlorate
(WBP) and triethylammonium (TCNQ); Soos and Hughes (12) performed
a very satisfactory two-parameter curve fitting to Kepler's data (8)
of Soos' (13,14) theoretical pseudo-spin expression for the para-
magnetic susceptibility as a function of the temperature (with J
at T = 0°K and the lattice alternation parameter & as the two
parameters): thus dJ/dT < 0 can be a many-body effect; for the
arsonium salt, however, the fit obtained by Soos and Hughes was
poor, presumably because lattice expansion effects are not
negligible for the arsonium salt. But none of these explanations
allows for the sudden small av® < 0 and the large AJ < 0 at the
phase transition. It is furthermore dbvious that the exciton-
exciton interactions méntioned by Chesnut (15) cannot be
responsible, since it has been deduced experimentally that both
phases may exist at 0°K (1). Merkl et al. (1) have obtained the
limited result that the shape of the phase separation curve can
be accounted for by some simple theor§ that allows for a large
decrease in J accompanied by a small decrease in V, i.e. by some
change in the spin system. Hughes (2) and Goll and Phillips (5)
proposed that the small changes in molecular orientation reflected
in Av® may account for AJ; Itzkowitz (16) had observed in calcu-
lations of J for WBP that J was rather sensitive to the distance
between adjacent Wurster's Blue cations. However, the experi-

mental decrease in J for the arsonium salt at 295°K is AJ =
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=188 cm_l, whilst Itzkowitz calculates that for Wurster's Blue
cations J decreases from 500 em L to 300 em™t if the interionic
distance increases from 2.94 i to 3.4L i, which would correspond
to a positive AVO, i.e. the wrong effect. Of course, it is
possible that sideway slippage of the TCNQ ions in the (TCNQ)Q—
(TCNQ_—)2 tetramer, with a very slight compression, may lead to
acceptable AVO < 0 and AJ < 0, but this cannot yet be calculated,
since the molecular structure of the salt has not been completely
determined (4). The temperature-dependent X-ray study of typical
diffraction intensities for the phosphonium salt, done by Maréchal
and McConnell (17), shows no sudden intensity change at the tran-
sition temperature: accordingly the structural differences
between the phases are very slight (5); definite X-ray evidence

thereof has been noted by Iida et al. (7).

C. Soos' Proposal

Soos (18) has suggested that the fine-structure splitting
in the EPR spectrum of the Frenkel triplet spin excitons in the
. arsonium sélt be followed experimentally across the phase line:
this would give some idea of the change in the intermolecular con-
figuration in the (TCNQ), (TCNQ__)2 tetramer, and maybe also give
some clue as to the reason for the change in J. We shall next
review briefly the theoretical EPR fine-structure Hamiltonian,

and the pertinent experimental information.
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D. The Fine-Structure Splitting

The electron spin-electron spin interaction Hamiltonian:

AP ? §§§V_3Sv~‘£w§v'rm’)
(ITI-3) D -—jﬁ Z lrw’ls 'WE J’

can be transformed (19-24) into the experimentally convenient

principal-axis representation:

(III-4) ‘}%&b = Dé; -+ E(g:—gg)

—

where (E;, ey, 5;) is a unique coordinate system, fixed in the
crystal or the molecule, D is a real number which gives the
"magnitude" of the fine-structure interaction energy,and E is a
real number which represents the "deviation from spherical
symmetry" of the interaction.

For triplet states in zero external magnetic fields (24)
" the experimental EPR transitions occur at ID+E|, b-—El, and
2,El ; These transitions are allowed if the RF magnetic field
vector is polarized in the E;, é;, and é; directions, respec-
tively. In relatively high external DC magnetic fields H (say 3

kiloGauss ) the Zeeman coupling B éf@;ﬁi is usually much larger

A
than QICfS; accordingly, the fine-structure splitting is treated
as a perturbation, and for a constant microwave Irequency

and variable DC magnetic field intensity H, the EPR spectrum of a
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single crystal containing triplets consists of two lines sym-
metrically placed about the "g-field" HC = h-yuk/gB; the

splitting between these two lines depends on the mutual orienta-

-

B é;), and their intensity depends on the

mutual orientation of the microwave magnetic field E@A, H, and

- -—
tion of H and (ex,

— — — = . ] = A
(GX; ey’ ez)' If E‘15 parallel to e,
am = 1 transition is |D-3E|; if H u'e"y then it is [D+3E]; if

, then the splitting for a

Hl!é; then it dis Q\Dl; these fields can be called "axial fields™

(24). In general, if H has direction cosines 1, m, n with

— — —
respect to (ex, ey, ez)'
. =) oy —_
(III-S) [—j ey l\j\C&cx +mev+ne%),

then the "resonance DC magnetic fields at constant 9Mk" for the

Am = 1 transitions are given by:

s 2
(III-6) H =W :‘:[D;’E,e}-h DZEH—I"\"Dnﬂ.

Wasserman et al. (24) point out that one can observe
simultaneously the six EPR lines due to all the axial field
absorptions in a "powder" spectrum of randomly oriented molecules.
In fact, sinece all the values of L= cos g, m = eos B, n = egs Y
are equally probable if the orientation of each molecule is per-
‘fectly random, therefore the fraction of the molecules which

absorbs microwave radiation ‘QDK at a DC magnetic field between
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H and dH is given (25) by:

(III-7a) 3(H)dH < dF = N (Ao + (dm)¥+ ) =

s L }
{ TET=75) = dH ’:‘L“l e ’;i"l-.- ’;115’,_ =
(c\d) (dp (dtf
- 1 1 4 :
(III-7¢c) = dH T i T

Thus for signals of vanishing linewidth, "infinite" signals are
obtained for dH/da = 0, dH/dB = 0, dH/dY = 0 at the same axial
fields as for single crystals, superposed on a background that is
white in the short range, but whose long-range trénd will tend to
influence strongly the lineshapes of the axial EPR transitions

(24).

E. Known Fine-Structure Splittings for TCNQ Salts

For single crystals of the arsonium salt (where the
Frenkel triplet exciton state is localized on a tetramer (TCNQ)2
(TCNQ_)Q) Chesnut and Phillips (9) obtained in a high-field EPR
experiment D = + 66.0 gauss, E = + 10.5 gauss, D/E = -6.3 at
123°K. In a temperature-dependent zero-field experiment at
atmospheric pressure Thomas et al. (26) obtained at 123°K D =
+ 69.1 gauss, E = + 10.9 gauss, (D/E) = -6.35; at 144°K their
data extrapolate to D = + 67.3 gauss, E = + 10.6 gaaes, (D/B) =

=6 55
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For single crystals of morpholinium+TCNQf (where the trip-
let exciton is localized on a dimer (TCNQ ),) Halford and
McConnell (27) obtained at room temperature and atmospheric
pressure lDl = 191 gauss, |E| = 19.2 gauss, D/BE = B.4; in a
theoretical calculation Maréchal and McConnell and Itzkowitz
(16,28) obtained D = -166 gauss, E = 15.7 gauss, D/E = -10.6.
There has been some doubt as to the charge distribution in the
(TCNQ)Q(TCNQ__)2 tetramer: recent crystallographic work (29) for
the salt tetraphenylphosphonium (TCNQ)é cannot resolve the ambi-
guity between statistical disorder of TCNQ species with respect
to TCNQ species, and redistribution of half on electronic charge

among four TCNQ molecules to give (TCNQl/Z_)

.

4
Preliminary crystallographic evidence (15,28) would have

the TCNQ  ions overlap exactly in morpholinium TCNQ , and
partially in an arsonium salt: this would explain the difference
in the observed lDl. The theoretical calculation of D,E cited
above lends more credence to the "statistical disorder theory"
for the arsonium salt, with perhaps fhe requirement that in the
triplet state the TCNQ™ species be adjacent. This could be con-
firmed by actual calculation once the crystal and molecular
structure of the arsonium salt are determined.

In a high-pressure room-temperature EPR experiment using
a hybrid helix resonator in place of a conventional cavity,
Halford and McConnell (27) determined that for morpholinium TCNQ
IDI and lE] increase by 1.1% and 1.6% per kbar in the range 1 bar-

680 bar, which is consistent with the compressibilities of 1% to
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2% per kbar determined by Bridgman (30), and the assumption that

D,E are proportional, in these salts, to intermolecular overlap

between TCNQ ions.

F. Experimental

Soos' proposal was put to test in an experiment devised by
A. W. Merkl, carried out by Merkl and the present writer in 1966.

The EPR equipment was a Varian V-4502-15 EPR spectrometer
modified as follows: the microwave cavity was replaced by a
special length of RG-52/U rectangular waveguide bearing the high-
pressure bomb and terminated in a sliding slotted microwave short-
ing plug; to accommodate the microwave bomb in its low-pressure
dewar, the detachable pole pieces of the rotating 12" electromag-
net were removed, and the Fieldial Hall-effect prcbe was reapplied
to one of the bare pole faces. The pressurization equipment con-
sisted of a Pine hydraulic pump, which delivered a maximum
pressure of 0.7 kbar; the pump was connected to a Harwood
. Engineering Company Model A2.5J pressure intensifier (intensifi-
cation ratio 14.5); output pressures of up to 10 kbar could be
delivered to the high-pressure bomb by 1/8" 0.D. stainless steel
high-pressure tubing (also supplied by the Harwood Co.). The
pPressurizing fluid was a 50-50 mixture of n-pentane and iso-
pentane. Pressures were monitored by balancing a home-built
Wheatstone bridge, the unknown resistance being that of a

pressure-sensitive manganin wire coil pre-calibrated by the
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Harwood Co. This pressure equipment has been described previously
(2). A sample temperature of 144°K was obtained by heating
electrically liquid nitrogen in a Carboy-type dewar and directing
the resulting gas to the high-pressure bomb enclosed in a cylin-
drical styrofoam dewar. The temperature was monitored with a
copper-constantan thermocouple; the reference junction was kept
at 0°C and the thermoelectric voltage measured with a Leeds and
Northrup K-2 potentiometer. A section of the waveguide above the
high-pressure bomb was kept at room temperature by a stream of
nitrogen gas. This kept water from condensing in the microwave
bridge, but did not prevent some frosting inside the waveguide
section which carried the high pressure bomb: in especially long
runs this became a nuisance, as the microwave bridge balance
started to drift and the crystal detector current increased.

The heart of the experiment was the high-pressure bomb
originally designed by Halford (27,31). A preliminary version,
of brass, was used by Halford and McConnell (27) up to 0.7 kbar.
‘Later models were machined of Berylco-25, a non-magnetic
beryllium-copper alloy, and hardened by heat-treating for 3 hours
at 320°C. The bomb consists of (1) a male part connected to the
high-pressure line and partially drilled out to form a small high-
pressure sample chamber, (2) six sturdy bolts; (3) a female part
about 2" wide and 1" thick electrically coupled to the microwave
waveguide and also (in the original design) to the magnetic field

modulation source, (4) a high-pressure mating seal.
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The male part is clearance-drilled to accept the six
radially disposed bolts; the female part is tapped for the same
purpose. The male part is drilled out in its center to half its
thickness, to form a cylindrical pressure chamber of 1/4" padius
and 1/4" depth, on the side facing the female part; a small ridge
was added by Merkl to "bite into" a copper washer which, when com-
pressed against the flat surface of the female part, formed the
high pressure mating seal. The tip of the 1/8" stainless steel
high-pressure line is threaded, mated and silver-soldered to the
other side of the male part and opens into the high-pressure
chamber.

The female part is fastened by a clutch-plate to the flat
side of a RG—SQ/U waveguide: 1f the clutch plate is loosc the
bomb can rotate about an axis perpendicular to the flat side of
the waveguide. Along this axis a O?OSQ” hele is drilled through
the female part to accept a coaxial wire of 0.012" diameter
phosphor bronze. A matching 0.070" hole pierces the center of
the flat side of the waveguide. The coaxial wire protruding half-
- way into the waveguide acts as an antenna parallel to the micro-

wave electric field vector in the TE waveguide mode (32) and

1,0
as a coaxial path for microwaves into the high-pressure region
of the bomb. The wire terminates in a small helix of four or
five turns, which protrudes from the flat surface of the female
part but fits inside the small pressure chamber when the bomb is

assembled. The single crystal to be studied is inserted into the

helix. The helix alone is a narrow-band slow-wave microwave
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resonator that resembles a low quality-factor cavity but can have
a very high filling factor. The antenna-coaxial line-heliX
system constitutes a wide-band slow-wave hybrid resonator.
Through two other holes drilled into the female part Halford
inserted two more coaxial wires ending in a loop inside the high-
pressure chamber: by connecting these wires to the output of the
Varian V-4560 100 kHz oscillator-phase-sensitive-detector,
Halford introduced 100 kHz magnetic field modification.

By rotating the bomb around its axis and the 12" magnet
around its base Halford could determine lDl, lB\ in single crys-
tals. At pressures above 1 kbar, however, Merkl found that
Halford's epoxy-packed coaxial lines leaked. Accordingly, Merkl
redesigned the bomb somewhat. The wire-loop modulation scheme
was discarded for sake of simplicity; this implied that an
external 400 Hz modulation scheme would have to be used with an
attendant sixteen-fold loss of sensitivity because of the
increased 1/f noise in the microwave diocde mixer crystals. A
’ Berylco-25 cone pressure seal (height 0.15", base diameter 0.25")
was made to replace a section of the coaxial wire; the helix was
soldered to flat base of the cone and the coaxial wire soldered
to its vertex. The seal seat in the female part was filled with
epoxy resin, cured and then drilled out to a small residual thick-
ness with a countersink bore. This metallic seal introduces a

regrettable power mismatch on the coaxial line.
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Merkl decided to study the arsonium salt at a temperature
for which (i) the exciton line-widths werc not cxchange-broadened,
(ii) the fine-structure splittings were not. exchange-narrowed,
(iii) the exciton concentration p was reasonably high. The con-
ditions are met (26) in the temperature range 120-150°K. Merkl
decided to avoid the technical difficulties involved in crystal
orientation studies at low temperatures and opted for studying
a microcrystalline powder of the arsonium salt at the cost of
impaired sensitivity. It was confirmed that the arsonium salt
was insoluble in the pressurizing fluid. To keep the powder
sample from drifting out of the high-pressure chamber into the
high-pressure plumbing, a teflon cup was constructed to line the
chamber, with its 1lip pressing against the female part of the
bomb when the bomb was assembled. A pinhole in the bottom of
the cup allowed the pressurizing fluid to reach the sample.

The microwave systeﬁ consisting of the Varian V-4500-41A
Microwave Bridge with its slide-screw tuner, the hybrid helix
- resonator, and the sliding short proved to be rather difficult to
operate. The metallic sliding short is a reflective termination
so that the whole waveguide section from the magnetic to the
short becomes a very low-Q cavity. Under ideal conditions for
maximum power transfer to the helix, the sliding short is adjusted
to be A/4 wavelengths away from the antenna. If the klystron
wavelength has been so chosen that the distance from the magic T

to the sliding short is an integer number of half wavelengths,
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then the reflected wave is in phase with the primary wave and we
expect a purely absorptive EPR signal from the sample in the
helix. X is typically 4.36 cm for 3?1? 9.5 GHz (Ref. (32), pp.
113-123). For one reason or another many difficulties were
encountered with the behavior of the helik, since for most fre-
quencies it seemed to produce arbitrary mixtures of the
absorptive and the dispersive EPR signals ("mixed coupling"). We
were relieved in discovering that Webb (33) had similarly noticed
that this helix would give pure absorptive EPR signals over only
one-tenth of the helix bandwidth (1.6 GHz), and we proceeded
empirically to locate in room-temperature experiments klystron
frequencies for which pure absorption was obtained ("absorptive
coupling"). At these frequencies compromises had to be made in
the microwave power coupling to the helix.

When a klystron frequency was empirically found, for which
a reasonable fraction of the power was coupled into the helix by
adjustment of the sliding short, and for which the EPR signal was
only slightly (< 30%) dispersive, thén the final elimination of
the dispersive component was achieved by (i) using the spec-
trometer's klystron mode display to select a klystron reflector
voltage VR for which the klystron power output was a symmetrical
maximum of the klystron mode sweep; (ii) introducing the micro-
meter slide screw tuner of the V-4500-41A bridge into the wave-
guide until a reasonable ("cavity-1like") dip due to absorption by

the tuning stub was recorded; (iii) adjusting the position of
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this tuner on the waveguide until the tuner absorption power dip
was at VR’ and the mode display was symmetrical about VR; (iv)
locking the klystron automatic frequency control (AFC) circuit
onto the tuner power dip. AFC was found to be necessary despite
Halford's claims to the contrary. 400 Hz external magnetic field
modulation was achieved by driving two large Helmholtz coils

installed on the bare pole faces of the 12" electromagnet.

G. Results, and a New Experimental Design
Two runs were made--one at 130°K in the pressure range 1
bar to 3.86 kbar and one at 144°K for pressures ranging from 1
bar to 5.08 kbar. At 144°K a transition pressure of 2.95 kbar is
predicted by graphical extrapolation (1). For reasons explained
below the data obtained were very poor, so poor that they are not
recorded here. A safe conclusion we can draw from them is that
changes in D,E at the transition point did not exceed 5%. But
the scatter of the results was so great that the 1% to 1.6%
increase per kbar observed for D and E by Halford could not
be verified.
We present here the reasons for which our experiments
failed, and suggestions for improvements:
(1) By crushing our sample we introduced a large
"impurity signal," presumably due to free radicals at
the end of the TCNQ linear chains. This g = 2 signal

at HC followed Curie's law, and was so large and so
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broad that the signals at Hc.i D,HC + (D - 3E), and
especially Hc + (D + 3E), appeared as small bell-
shaped shoulders on the Hc signal. Theoretically,
2]D|obs - ]D - 3E|ObS should equal lD + SElobs; we
found, by reading the peaks of the exciton signals,
that \D + 3Elobs exceeded 2 ‘D‘obs - {D - 3Elobs by
6 to 10%. Theoretically, the center of gravity of
the three signals should coincide; we found them to
differ by as much as 3% of the smallest splitting
({D + BE)ObS). The effects were reproducible and
were not due to malfunctions of the Varian Fieldial
unit. Such discrepancies are intolerable. Two
remedies are possible:

(a) Computer simulation of the powder spectra
in a scheme similar to that of Wasserman et al. (24).
This would aid the identification of the correct
axial fields, which are then measured with a NMR
gauss—meter.l

(b) Abandonment of the powder technique. The
study of a single crystal of the arsonium salt will
require rotation of the Halford-Merkl bomb on its

axis at low temperature.

(2) The substitution of 400 Hz external modulation for
100 kHz dinternal loop-modulation had almost fatal

effects on the signal-to-noise level. We therefore
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propose that, at the cost of two more cone seals in
an enlarged high-pressure chamber, Halford's loop
modulation at 100 kHz be. restored.

(3) The accumulation of moisture in the cold waveguide
section bearing the high-pressure bomb proved embar-
rassing, since the EPR signals changed from absorptive
to dispersive during the course of the experiment.
This can be avoided by keeping the waveguide at room
temperature by blowing nitrogen gas through it, and
keeping the bomb alone at low temperature. The
price which has to be paid is a steep temperature
gradient aloné the axial bearing shaft of the bomb.

The redesigned bomb and dewar are shown to scale in hori-

zontal cross-section in Fig. I. They are designed to fit within
the cylinder of diameter 5.35" described by the pole gap of the
rotating Varian V-3603 12" electromagnet. W is a hofizohtal
cross-section of the RG-52/U copper waveguidg, T is a brass brace
that surrounds the waveguide and bears the bomb. Nitrogen gas at
room temperature is introduced into the waveguide through ports
(not shown) and also into the brace T to heat locally part of the
bomb shaft and ease the rotation of the bomb about the horizontal
axis AA'. PT is the non-magnetic stainless stéel high-pressure
tubing, wrapped loosely six or seven times around the dewar to
allow rotation of: (i) the male part MB and the female part FB

of the Berylco-25 bomb, (ii) the hemispherical styrofoam dewar DW,
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Figure T

Redesigned Halford High-Pressure EPR Bomb, in Varian V-3603 mag-
net pole gap. Horizontal cross-section, approximate scale 1:1.




284

and (iii) the brass index dial D. AA' is the axis of cylindrical
symnetry for D, FB, MB, DW, the brass clutch-flange F, and the
copper high-pressure seal S4, except that: (i) F bears 4 tapped
holes for the clutch flange fastening screws B7 to B1ll, (ii) FB
and MB bear six holes, tapped in FB and clearance in MB, for six
3/8"-24 Berylco-25 bolts; (iii) FB has two epoxied conical seats
for the modulation loop ML cone seals S2, S3, plus the tapped and
silver-soldered hole PH which receives the tapped end of PT. S2,
83, and PH are all symmetrically 0.5" apart at the vertices of an

equilateral triangle centered about AA'.
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PROPOSITION IV

SEARCH FOR QUARKS IN SEA-WATER: THE USE OF

ION-EXCHANGE COLUMNS

A. Introduction

Despite many partial insights, great confusion reigned for
almost three decades (1932-1961) in the physics of hadrons
(strongly interacting elementary particles), be they baryons
(proton, neutron, ¥ and .=, hyperons, etc.) or mesons (pions,
kaons, etc.). In 1961 Gell-Mann and Ne'eman helped systematize
the field by discovering the physicists' analog to Buddha's
"Eightfold Way" to virtue.

These systematics, when coupled to all previous efforts, do
not yield a description of the interaction potentiél in the
classical or sehi-classical sense, but do allow for empirical con-
servation theorems for a set of new '"quantum numbers", and for
correlations of a vast amount of exﬁéfimental data. There is an
obvious analogy to Mendele'ev's achievement in classifying the
chemical elements. This writer does not feel confideﬁt with the
group-theoretical language or competent in the field of high-
energy theoretical physics to present here an authoritative
review, but refers the reader to books by Gell-Mann and Ne'eman

(1) and Hamermesh (2).
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Very roughly, Gell-Mann and Ne'eman found that hadrons can
be classified by (i) parity, (ii) spin s, (iii) isotopic spin T,
(iv) the z-component of T, TZ, (v) hypercharge ¥ = B + S, where
B is the baryon number, which is O for mesons and 1 for baryons,
and where S is the strangeness, a quantum number defined semi-
empirically by Gell-Mann and Nishijima in 1955 to classify the
sundry hadron half-lines and decay schemes.

Consider three linearly independent vectors4yl, 22, EE
that span a three-dimensional complex vector space 3. The direct
(outer) product space 3 x 3 x 3, of dimension 27, can be decom-
posed into the direct sum of four invariant subspaces, 1, 8, 8,
and 10 of dimensions 1, 8, 8, and 10, respectively. Correspond-
inglx baryons can be organized in a set of 8 (the spin-l/Q, parity
+ baryons) and of 10 (the spin-3/2, parity + baryons). A similar
classification of mesons into two sets of 8 (the spin-0 and the
spin-1 mesons) "cofresponds" to the dimensionality 1, 8 of the
invariant subspaces gy glwhich constitute the direct product
‘space E‘x 3} where E;is the vector space conjugate or dual to éﬂ
This classification of mesons and baryons is not trivial: it can
be used to predict and confirm rest maés differences, magnetic
moment ratios, and so forth. The intriguing possibility exists
17 Voo V3 ére not mathematical

curiosities but might correspond to three real, if hitherto

that the three'vectors Y, v

unobserved, particles, which Gell-Mann baptized the p-quark, the

n-quark and the A-quark.
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The classification predicts for the p-quark (qp): B = 1/3,
o= 1fe, £, = 1/2, 8 = 0, spin s = '1/2, and electrical charge
2/3; for the n-quark (q): B = /e, T = 159, 2, = A%, 8 = {,
spin s = 1/2, and electrical charge -1/3; for the A-quark (q,):
B=1f3T=0, TZ =0, S=-1, spin s = 1/2 and electrical
charge -1/3. The antiparticles to the quarks, if they exist,'a;,
a;,'a;, would have charges -2/3, +1/3, and +1/3 and B = -1/3. A
proton would consist of qp, qp, and qn, a neutron would consist
of Ay Ay and q_; a m meson would consist of A and E;. All
nuclei of baryon number A would consist of 3A quarks. Moreover
the quarks would react only with other quarks to form mesons or
baryons; left to themselves or as extra "hangers-on" to other
hadrons or nuclei, quarks would undergo only weak or electromag-
netic interactions. It is guessed that the more massive quarks
(the A quark according to some, the p quark according to others)
can undergo B-decay into the lighter quark, but the "fraction-

ality" of this change would be conserved, i.e., fractional changes

would essentially "live forever."

B. Search for Quarks: A Review

These intriguing predictions led to very extensive experi-
mental efforts to detect and isolate quarks. Accelerator experi-
ments have yielded no trace of fractionally changed particles
with rest masses below about 5 GeV/oz, the upper center-of-mass

limit for quark-antiquark pair production in the more powerful
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accelerators (3-10); cosmic-ray experiments (11-24) have set
-10 -2 -1

typical upper limits for quark fluxes of 10 cm sec

steradian_l, at 90% confidence levels, as compared to typical

: -2 =1 T
total secondary cosmic-ray fluxes of 1 cm sec steradian

and to typical Z = 1 primary cosmic-ray fluxes of 4 cm—2 sec—l
s‘ceradiarf:L (25). Millikan oil-drop experiments (26-29) have also ..
been fruitless. Lines in the far ultraviolet solar emission
spectrum have been calculated and could be assigned to "quarked
atoms" if they could be measured to better than 0.04 A (30,31);
mass-spectrometric investigations on random samples of meteorites,
air, dust, and sea water (29) have failed to yield quarks as have
those on pre-concentrated samples of sea water (32); in a con-
certed attack on two present-day conundrums, the proposal has
been made (33) to reassign quasar spectra to quarked-atom tran-
sitions.

All these experiments to date have been fruitless, and
quarks seem to be destined to the role of mathematical curiosi-
ties. One big question that comes from the negative accelerator
experiments is how three quarks, each with rest mass greater than
5 Gev/c2 can combine to give é proton with a rest mass of only
0.9 Gev/cz.

The chemical and geological consequences of the possible
quark-atoms and quark-molecules have been sketched by Ritson (3),

Chupka et al. (29), McDowell and Hasted (34) and Nir (35).



291

What the p-quark (or the A-anti-quark or the n anti-quark)
with its positive charge would do is a bit hard to predict; it
may act like a bare proton and create a hydrogen-like "atom" with
its one electron and net charge -1/3; with ordinary nuclei the
p-quark would interact electrostatically: the nucleus-p-quark-
plus-electrons system would probably be unstable.

The n-and A-quarks (and p anti-quark) would interact with
nuclei and electrons like a negative muon: if captured by an
atom, it would go into the K-level; and the p-quarked atom would
resemble a pi-mesic atom. The Bohr radius in fermi for a quark
of rest mass M_, and electrical charge Q [e] in the K level, and
a nucleus of rest-mass M_ and charge Z \el is, if Mp is the pro-

ton rest-mass:

_ R8? (ﬂf_ Mp
% = =aq M,‘+M¢,)

and the nuclear radius in fermi is, very crudely:

Y
R, & 1.3 (ﬁ"-'—) °

Therefore for a proton-plus-A-quark atom the quark Bohr radius
would be just outside the nucleus, but for heavy nuclides it

1ZN and for a A=-quark
with M ~ 5 BeV/c?, R, = 3.1 fmand a_ = 3.2 fm. If quarks are

would lie inside the nucleus. Already for

present in primary cosmic rays, albeit in low concentrations,
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then apart from a fraction of thermalized secondary quark
particles tied down or recycled into high-altitude plasmas (34},
the quarks will either arrive on the surface of the earth as
high-energy secondary particles or as ions solvated in rain
drops. Ultimately, preferential solvation of the quark atoms

quark-D

(quark-N quark-A, or quark—HQO) will tend to make

2 2?
. the oceans into repositories of quark atoms and molecules, within
a geological time span of 5 x 109 years (3,29). Ritson and Pad-
more (%2) obtained samples of bittern, a 100-fold concentrate of
sea water, from the Leslie Salt Co. salt evaporators, crystallized
much of the salts by further evaporation, and analyzed the remain-

ing liquid, and some of crystallized residue in a mass spectrome-

ter. No quarks were found,

C. TIon-Exchange Purification of Sea-Water

We suggest that during evaporation of the bittern, the
quarks in sea water could easily co-crystallize with the ordinary
. salts in lattice defects, and propose that large-scale ion-
exchange chromatography be used instead of evépbration to deionize
sea water or bittern samples. Since the selective adsorption on
anionic or cationic resin columns is a function of ionic charge,
therefore fractionally charged quark species will tend to reside
on the columns between the bands due to ions differing by one

whole electronic charge.
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Careful identification of band edges, by isotopic label-
ling if necessary, and sampling of the interband eluates, should
make a systematic search for quarks almost fool-proof. The
intraband eluates could then be analyzed by mass spectrometry.

Primack (36) has suggested that n-quark-HD or n—quark—D2
molecules would exhibit properties similar to those observed by
Alvarez (37) for p-mesic HD molecules: the muon catalyzes

fission reactions:
lH + 2D —Pb 3He + energy
1 1 2

Thus, bubble chambers filled with D2 could be used to detect
quark-induced fission reactions and help confirm the presence of

quark in injected samples.
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PROPOSITION V

SOLUTION DIMERS OF ORGANIC DONOR CATIONS AND OF ACCEPTOR

ANIONS. THE BENZIDINE REARRANGEMENT REVISITED

A. Calculations on Solution Dimers

The strong organic donors (D):para-Phenylenediamine (pPD),
N,N-Dimethyl-para-phenylenediamine (DMPD), N,N,N',N'-Tetramethyl-
para-phenylenediamine (TMPD), Diaminodurene (DAD), and the strong
acceptor (A):7,7,8,8-Tetracyanoquinodimethan (TCNQ), when they
are respectively oxidized to their long-lived radical cations D+,
(reduced to the radical anion A ) and are dissolved in a polar
solvent, tend to form weakly bound cationic (anionic) dimers D+D+
(A"27) (1, 2.53;4) These dimers are formed in spite of the strong
direct Coulomb repulsion between like ions; they are diamagnetic,
i.e., spin-paired (2); their optical absorption spectra display
all the transitions of the free monomeric ion, somewhat attenuated
and blue-shifted (< 0.5 eV) (1), plus a éharge-transfer band and
some new unexplained transitions. Tﬁe heats of dimerization AH
in aqueous solution are: (pPD+)2 8 kcal/mole of monomer (1);
(DMPD+)2 10 kcal/mole (1), (TMPD+)2 either 5 or 8 kcal/mole (1,2);
(TCNQ,—)2 5.2 kcal/mole of monomer (3). The solution dimers
resemble very closely the dimers observed in the low-temperature
phase ofwTMPD+ perchlorate (Wurster's Blue Perchlorate or WBP)
crystals (5), and in the other TCNQ Frenkel spin exciton salts

(B 7 )
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It has been suggested that these dimers are bound by
exchange Coulomb forces (8). Nordio has suggested (9) that the
overlap between the two ions is staggered so that the polar 1, 4-
substituents interact strongly with the polarizable benzene ring.
We propose here that a thorough pi—electrbn calculation be per-
formed for these dimers, using the interplanar separation and the
degree of staggering between the parallel planar iong as two free
parameters, in an attempt to discover minima of the interionic |
potential with respect to these parameters, and hence the equi-
librium interionic configuration(s). In a semi-empirical scheme,
the electronic spectra (1) and the heats of dimerization (1,2,3)
could be used to obtain the "best" ionic wavefunctions.

If solvent effects are neglected, then such a calculation
would not only provide a rationalization for the solution dimers,
but also allow us to estimate the effect of the crystalline
electric field in changing the equilibrium solution configurations
to the crystal configurations. There is some likelihood that
these may differ: in fact, the expefimental heats of transition
for WBP are in the crystal AH = 0.408 kcal/mole of WBP monomer
(10), and in solution either S kcal/mole (1) or 8 kcal/mole (2)
of WBP monomer; the difference, of course, cannot reside in the
pAV term, but may be due either to some subtle difference in
molecular configurations or to crystal-field effects.

Two related dimer calculations have already been performed:

the calculation by Monkhorst, Pott and Kommandeur (11) on the
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(TMPD+)2 dimer was biased a priori in favor of a disproportiona-
tion in the solid state at low temperatures, and may be discounted;
a calculation by Fritchie, Chesnut, and Simmons on the (TCNQ‘)2
dimer has been mentioned twice (12,13) but has not been published
so far: it apparently obtained the desired result that the
(TCNQ_—)2 dimer has the lowest energy when the molecules are in

parallel planes but in a staggered overlap configuration.

B. The Benzidine Rearrangement

If the excited electronic states can be included meaning-
fully in .the dimer calculation suggested above, then this calcula-
tion may also become useful in the famous controversy over the
mechanism of the acid-catalyzed benzidine rearrangement.

This reaction has occupied the attention of organic
chemists for over a century, but the reaction pathway has never
been completely explained. After a very brief sketch of the
problem and its connection with the radical dimer discussions
above, we shall suggest some electron paramagnetic resonance
(EPR) experiments which might help to clarify the situation.

In acid solutions hydrazobenzene and substituted hydrazo-
benzenes (I) can rearrange to as many as eight different products
(II to IX), all of which are never obtained in any given

reaction:
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I is Hydrazobenzene or 1,2-Diphenylhydrazine, and may bear sub-
stituents, as indicated by the labels A, B, or else the phenyl
ring itself may be replaced by naphthyl, etc.; II is ortho-Benzi-
dine or 2,2'-Diaminobiphenyl; IIT is (para)—Benzidine or 4,4'-
Diaminobiphenyl; IV is Diphenyline or 2,4--Diaminobiphenyl; V is
ortho-Semidine; VI is para-Semidine; VIII is Azobenzene and IX is
Carbazole.

The literature to 1922 is reviewed by Jacobson (14); the
work of the London group (Hughes, Banthorpe and Ingold) to 1964
is reviewed in Refs. (15, 16); the literature to about 1964 is
reviewed by Shine (17) and by Dewar and Marchand (18). More
recent work is reported by Hammond et al. (19), by Shine et al.
(20), and most recently by the London group (21).

It is now firmly established that the acid-catalyzed
benzidine rearrangement is intramolecular, "specific acid-
catalyzed [i.e. the proton addition is not rate-determining],
is of first order in hydrazo compound, and may be either separately
or simultaneously first- and second—drder in aecid" (17)« Things
are not quite that well-established for the transition state; in
fact, there are at present three competing models: the polar-
transition-state (PTS) theory of the London group (16), the pi-
complex theory of Dewar (18), and the caged-free radical pair
theory (22). The first two involve a heterolytic scission of
the N-N bond, whereas the last predicts a homolytic scissions

The PTS theory assumes that a concerted mechanism breaks the
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N-N bond and forms the C-N or C-C bonds in the same step, e.g.:

H H
—i 12
< ‘
gy [

This theory explains substituent effects on reaction rates, but
fails to account for the para-semidine VI and the disproportiona-
tion products VII, VIII. The pi-complex theory involves a tran-
sition state of the type:

HN <

50

The caged-radical dimer theory postulates a transition state

which for the first-order acid-catalyzed rearrangement is:

HN‘ N -

slie

and for the second-order acid-catalyzed rearrangement is:

5 ¢
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Both dimers would be bound inside a "cage" of solvent molecules.
The difficulty is that one might expect the radicals to interact
either with dissolved oxygen or with the solvent whenever they
"leave the cage", whereas no evidence has been found of the
products of such side-reactions; also, the attempts made so far
to detect free radicals by EPR techniques (19d, 20b, 23) have
been fruitless. It could be argued that in the reactions followed
by EPR techniques the free radicals were too short-lived for
detection when they left the solvent cage, since EPR at 10lO Hz
cannot detect a radical whose lifetime is shorter than about
10_10 seconds. This writer does not know whether the cation
radical of, say, aniline has been observed by EPR, but wishes to
propose that the choice of a properly substituted hydrazobenzene
could yield a transition state in which a free radical, if formed,
would be relatively stable even outside the solvent cage and

+ +
, DMPD , and TMPD" would be such

hence detectable by EPR: pPD
radicals. Jacobson's tabulation (14) provides six examples of
substituted hydrazobenzenes which might be suitable: they are

listed below with the indices showing the known reaction products

(14) as schematized on page 300.

HN Q—RO 1y v, vir, vir
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A thorough monitoring of the benzidine rearrangement reactions of

ZE

- the above compounds by EPR could either provide direct evidence of
radical intermediates or send the caged-radical theory to final

oblivion.
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