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Abstract

The subject of this thesis is electronic coupling in donor-bridge-acceptor
systems. In Chapter 2, ET properties of cyanide-bridged dinuclear ruthenium
complexes were investigated. The strong interaction between the mixed-valent
ruthenium centers leads to intense metal-to-metal charge transfer bands (MMCT).
Hush analysis of the MMCT absorption bands yields the electronic-coupling strength
between the metal centers (Hag) and the total reorganization energy (A). Comparison
of ET kinetics to calculated rates shows that classical ET models fail to account for the
observed kinetics and nuclear tunneling must be considered.

In Chapter 3, ET rates were measured in four ruthenium-modified high-
potential iron-sulfur proteins (HiPIP), which were modified at position His50, His&81,
His42 and Hisl18, respectively. ET Kkinetics for the His50 and His81 mutants are a
factor of 300 different, while the donor-acceptor separation is nearly identical.
PATHWAY calculations corroborate these measurements and highlight the importance
of structural detail of the intervening protein matrix.

In Chapter 4, the distance dependence of ET through water bridges was
measured. Photoinduced ET measurements in aqueous glasses at 77 K show that water
is a poor medium for ET. Luminescence decay and quantum yield data were analyzed
in the context of a quenching model that accounts for the exponential distance
dependence of ET, the distance distribution of donors and acceptors embedded in the
glass and the excluded volumes generated by the finite sizes of the donors and

acceptors.



In Chapter 5, the pH-dependent excited state dynamics of ruthenium-modified
amino acids were measured. The [Ru(bpy) o chromophore was linked to amino acids
via an amide linkage. Protonation of the amide oxygen effectively quenches the excited
state. In addition, time-resolved and steady-state luminescence data reveal that
nonradiative rates are very sensitive to the protonation state and the structure of the

amino acid moiety.
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Chapter 1

Introduction to Electron Transfer in Chemistry and Biology



The global impact of electron transfer (ET) becomes clear when the detailed
reaction mechanisms of photosynthesis and aerobic metabolism are considered

(Equation 1.1) [1].

hv
Photosynthesis
Equation 1.1. 6 CO, + 6 H,O —_— CgH,0¢ + 6 O,
/_ Metabolism
work

Light absorption in the photosynthetic systems of plants and algae drives the generation
of glucose and oxygen from atmospheric CO, and water. The energy stored in glucose
is liberated in the respiratory system to perform mechanical or chemical work as
required by the organism.

ET in the bacterial photosynthetic reaction centers is well characterized thanks
to high-resolution crystal structures [2,3] (the first structure of a membrane Spanning
protein), spectroscopy and fast kinetics measurements [4,5]. Electromagnetic radiation
captured by surrounding pigments is transferred to the reaction center (RC) in a few
picoseconds, which results in excitation of the special pair (P). P* is a strong reducing
agent and transfers an electron over 18 A to bacteriopheophytin in 3 picoseconds. The
following ET events to reduce menaquinone and subsequently ubiquinone occur in 100
ps and 100 ns, respectively. Each forward ET step is exothermic. Nevertheless, the
final charge separated state lies more than 0.3 eV higher than the ground state, energy
that is available for synthesis of high-energy molecules such as ATP. Charge separation
in the reaction center occurs efficiently over long distances (>50 A) on a nanosecond

timescale, while the energy wasting charge recombination reactions are orders of



magnitude slower. There are still many interesting, unanswered questions, such as the
curious fact that only one arm of the nearly symmetric reaction center is ET active
[6,7]. And so, the reaction center has and will continue to provide a fertile laboratory
to examine ET theory.

ET plays a central role in many other biological systems, most of which consist
of metalloproteins. Many metalloproteins have been synthetically modified to attach a
ruthenium complex that can act as an artificial redox partner [8,9]. These types of
systems have been prepared extensively to study long-range intramolecular ET
mediated by the protein matrix, and the parameters that govern the ET process.
Investigations of distance dependence revealed that the efficiency of long-range ET
depends on the secondary structure that bridges the space between the redox partners.
In general, B-sheets mediate ET more efficiently than o-helices, and hydrogen bonds
are important in both [8,9]. [-strands are structurally straight, with almost direct
covalent connections between the donor and acceptor, while o-helices present a more
circuitous route. The wealth of experimental data has allowed formulation of
theoretical models that try to determine the most efficient pathway connecting the
redox sites. Pathway models that assign differential coupling strength to covalent,
hydrogen-bonded and through-space segments, and search for the most efficient
coupling pathway between the redox sites have been successful at describing many of
the experimental data [10-14].

Many elegant, synthetic efforts have generated model systems that provide a
more controlled environment in which to perform systematic studies on ET parameters
[15-17]. Controlling the structure of the donor, acceptor and bridge have allowed

3



systematic studies of free energy, orientation, and distance dependence. These findings
confirmed many of the theoretical predictions and provided insights for more
sophisticated formalisms.

After four decades of an iterative relationship between theory and experiment,
we have a better understanding of ET processes. Nonetheless, many challenges need to
be met before we can reproduce nature’s efficiency in photochemical energy storage.
Beyond that, molecular electronics [18-20] coupled with nanotechnology [21,22]
endeavors to create molecular sized supercomputers; But first and foremost, a clear
understanding of the properties that govern ET is required.

Electron transfer (ET) is the only chemical reaction that can occur at distances
several times the spatial extension of the donor and acceptor centers, sometimes

exceeding 20 A with rates that are greater than 10"

In ET reactions, no bonds are
formed or broken and only bond length and angle adjustments in the ET partners and
the reaction medium are needed to accommodate product formation. The simplicity of
ET reactions has allowed the development of elegant and powerful theoretical

treatment that describes ET in terms of a small number of experimentally accessible

parameters [23].

Classical Marcus Theory

In 1956, Marcus published the seminal paper on what came to be known as
classical electron transfer (ET) theory [24]. Classical ET theory is based on the
Franck-Condon principle and the law of energy conservation. The Franck-Condon

principle states that since the masses of nuclei are much greater than that of an electron,



the positions, or momenta of the nuclei change much slower than those of an electron.
Consequently, the nuclei do not have time to change either their positions or momenta
during the ET event. Therefore, ET can only occur (classically) at the transition state
(Figure 1.1), where nuclei do not need to move and energy is conserved upon product
formation. Thermal fluctuations in the nuclear and solvent coordinates of the reactant
(D-A) lead to the transition state geometry [23]. Following ET, the nuclear and
solvent coordinates relax to stabilize the new charge distribution of the ET product
(D-A").

The rate constant for ET (kgr), according to classical theory, is given by:

~(AG* +Af

Equation 1.2. k.. = Aex
q ET p KT

where A is the preexponential frequency factor that depends on the nature of the ET
event. For bimolecular reactions the prefactor is equal to KAG", where K is the
transmission coefficient, and Ac" has dimensions of collision frequency. In an
intramolecular reaction the prefactor is equal to xv,, where v, is the nuclear vibrational

frequency, usually taken to be ~1 x 10" s

The crossover probability to form
products depends on the transmission coefficient, k. In general, classical theory is
utilized to describe adiabatic (i.e., strongly coupled) ET reactions where x= 1 [25].
The standard free energy for the reaction is represented by AG® and the reorganization
energy by A. The total reorganization energy (1) is composed of inner sphere (A;) and

solvent (A,) contributions:

Equation 1.3. A=A, +4,



Equation 1.4. A= %Zfz (A‘]e,l)
I

Equation 1.5. A, = (Ae)2 [% + 21 — %]I:L _ L}
a, 2a, E. €

The inner-sphere reorganization energy can be estimated from intramolecular
vibrational force constants (fi) and the change in equilibrium positions between the
reactants and products (Aq.,) (Equation 1.4). These parameters can be gleaned from
vibrational spectroscopy and X-ray structures. An estimate of A, can be obtained by
using a model in which reactants and products are rendered as spheres and the solvent
as a dielectric continuum (Equation 1.5). Here a;, a,, R, €4, and &, are the radii of the
donor and acceptor, the distance between their centers, and the optical and static
dielectric constants, respectively [26,27].

Classical ET theory predicted that the cross-reaction rate (k;;) of two reactants
(labeled 1 and 2) can be calculated from two self-exchange rate constants (k;; and k»2)

and the equilibrium constant (K;>).
Equation 1.6. ki = (kpkn K i)

where f,, is a known function of k,;, k2;, and K., and is usually close to unity [23].
This relation was later validated by experimental data obtained by Sutin in 1962 [28].
The most famous prediction is the existence of the inverted region (Figure 1.2).
As the driving force (—=AG”) for the reaction is increased, the logarithm of the ET rate
increases (normal region), reaches a maximum (activationless), and decreases again

(inverted region) in parabolic fashion. It was not until 1984 when experimental



Figure 1.1 Plot of the free energy of the reactants and products as a function of nuclear
configuration (reaction coordinate) for ferric-ferrous self-exchange. Thermal electron
transfer occurs at the transition state configuration. The change in nuclear
configuration of reactants (where the circles represent inner-sphere coordinates, and the
arrows represent solvent dipoles) to form products is illustrated by the difference in the
radii of the oxidized and reduced forms of the redox couple and the change in the

average orientations of the solvent dipoles [30].
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Figure 1.2 Logarithm of ET rate vs. free energy plot. ET reactions occur in the normal
region, activationless or in the inverted region when —-AG’ < A, -AG° = A, -AG® >

A, respectively.



In(keT)

Driving Force (—AG°)

10



evidence for the inverted region was found by Closs and Miller [29]. The inverted
effect has been used to explain the efficient charge separation in the photosynthetic
reaction center. Small reorganization energies allow charge separation to occur nearly
activationless at low driving forces, minimizing the energy loss. The charge
recombination is highly inverted, and thus slow, allowing subsequent charge separation
steps to be competitive with energy wasting charge recombination.

Similarly, the photophysical properties of [Ru(bpy);]** exemplify a model
system of the photosynthetic reaction center. MLCT excitation of this complex leads
to a charge-transfer state that has a lifetime of 600 ns. Charge recombination is highly
inverted (~AG® and A of 2.0 eV and 0.26 eV, respectively) and thus faces a large
activation barrier. The long lifetime is noteworthy, considering that the distance of
charge separation is only 3.4 A, the electronic coupling (H,p) is strong (400 cm™) and

about 3 x 10° vibrations will have occurred during the lifetime [30].

Quantum Mechanical Models for Electron Transfer

Electron Tunneling

Electron tunneling occurs when a potential barrier exists for electron motion in
the space between the donor-acceptor pair. The rate of electron tunneling depends on
the magnitude of the electronic-coupling strength, Hsp, between donor and acceptor.
The electronic-coupling strength is the effective electronic Hamiltonian matrix element
that couples the reactant and product states for the ET reaction. For weakly coupled
(nonadiabatic) ET reactions, the transition state must be formed many times before an
electron is transferred, and is described by semiclassical models [31,32]. The most

11



Figure 1.3 Plot of free energy vs. reaction coordinate for an ET reaction. The splitting
at the intersection of the curves is defined as 2H,p, where Hug is the electronic
coupling matrix element. The reorganization energy (A) is the free energy difference of
the reactants at the equilibrium nuclear coordinates and at the equilibrium nuclear
coordinates of the products. The activation barrier and the free energy of the reaction

are designated AG* and AG®, respectively.
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frequently used semiclassical model used to describe long-range ET treats all nuclear

coordinates classically (Equation 1.7).

2

4’ ) , —(AG" + ),)
Equation 1.7. ki, =|—— H,,) exp| ————
quation ET KT ( AB ) P kT

If Hss becomes large, the rate of product formation becomes limited by the rate at
which the transition state is formed (see page 27).
The magnitude of Hap declines exponentially with distance (R) from Hasp at

contact (H"sp) and is scaled by the distance-decay constant (8) (Equation 1.8) [33-38].
R
Equation 1.8. H,,=H,, exp(—%j

The exponential distance-decay constant (f) is believed to be sensitive to the
composition of the intervening medium [39]. The electronic coupling between redox
sites in vacuum decays rapidly with distance, leading to large values of B (3-5 A™)
[10,40]. Moderated distance decays, however, are provided when an intervening
medium bridges the redox sites. Distance dependence studies have been performed for
a variety of redox partners and bridging units including alkanes [41,42], alkenes [43-
46], alkynes [47-49], phenyl [50,51], protein matrices [52,53], DNA [54,55], and
frozen solvents [56,57]. Distance decay factors () are centered at 1.0 £ 0.3 A, with
the exception of alkenes, alkynes and DNA (Barton), which range between 0.2 A" and
0.5A™"

Superexchange models are frequently employed to explain the distance
dependence of ET reactions in which coupling via hole and/or electron states of an

intervening medium (bridge) provides enhanced coupling [58-60], with respect to
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vacuum. The bridge group levels, consisting of the lowest unoccupied (LUMO,
electron transfer) or highest occupied molecular orbital (HOMO, hole transfer), can be
significantly higher energy than the donor and acceptor levels. Nonetheless, the bridge
group orbitals constitute lower tunneling barriers than direct ET where the barrier
would correspond to full ionization. Therefore, the electronic coupling via the nearest-

neighbor bridge groups is more favorable than direct coupling of donor-acceptor

wavefunctions. The McConnell superexchange model, illustrated in Equation 1.9,

Equation 1.9. H,, =hD—"”(M"—)’H h, .
Ae | Ae

is an attractive formalism that is used in contemporary work on pathways or bond
counting, and highlights the important factors that govern superexchange [33]. The
model describes the electronic coupling between a donor and an acceptor separated by
a bridge comprised of identical repeat units, D-(br),-A. The matrix elements /.5, -
- and hy,.4 describe the electronic coupling of donor to bridge, adjacent bridges, and
bridge to acceptor, respectively. The tunneling energy gap, Ae, is defined as the
vertical energy difference between the tunneling energy (energy at the transition state)
and the energy of the bridge levels, which are the one-electron oxidized (for hole
transfer) and one-electron reduced (for electron transfer) bridge states. Organic bridges
are usually easier to oxidize than to reduce; thus, superexchange via hole transfer will
dominate.

From this model and the exponential distance dependence of H,p we obtain an

expression (Equation 1.10) for 8 in terms of two parameters,
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Figure 1.4 Plot of free energy vs. reaction coordinate for bridge mediated ET. Bridge
reduced and bridge oxidized states can give rise to enhanced overall coupling (Hag)
between the donor and acceptor. The tunneling energy gap (Ag) is defined as the
energy difference between the energy at the transition state and the energy of the
mediating bridge states. The oxidized and reduced bridge states mediate ET via hole-
and electron-transfer mechanisms, respectively. Simple superexchange models predict
that the distance dependence of ET is a function of bridge to bridge electronic coupling

(hyy) and the tunneling energy gap (Ae).

16



Free Energy

Reaction Coordinate

th (hbb )N_l 0 ("ﬂR j
=== | h,=H,exp —=
=2 UAe bA ap €XP 5

{/3 =-2a" ln(%jj

17



Figure 1.5 Schematic depiction of nearest neighbor superexchange coupling via two
bridge units, each of which has an occupied (HOMO) and an unoccupied orbital
(LUMO). The uppermost diagram serves as a legend for the processes depicted in (a)
and (b). Diagram (a) depicts electron transfer mediated superexchange, and diagram

(b) depicts hole transfer mediated superexchange.
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Equation 1.10. B=-2a" ln(hhr—br )
Ae

where a is the length of a bridge unit. Alternative approaches in determining f3 involve the
distance dependence of the optical intervalence bands of mixed-valence compounds (see
page 28).

The limitations in the McConnell model are that either hole- or electron-transfer
states, but not both, mediate ET and that the bridge consists of identical repeat units. Ab
Initio calculations have shown that superexchange models are not quantitatively correct
[34,35,37,61]. However, more sophisticated superexchange models that account for

many-particle and hybrid pathway perspectives provide improved results [39].

Nuclear Tunneling

ET products can be formed by nuclear tunneling, which presents an alternate route
to electron tunneling. Rather than forming ET products by electron tunneling at the
transition state, the products are formed by tunneling through the activation barrier [62-
64]. At room temperature, nuclear tunneling in the normal region is negligible, but can
lead to significant rate enhancements in the inverted region, especially if there are high
frequency modes associated with the donor and/or acceptor groups. This rate-enhancing
behavior in the inverted region has been observed for both intra- and bimolecular electron-
transfer reactions [29,65,66]. Moreover, nuclear tunneling can occur at low temperature
where the thermal energy is too low to populate the transition-state geometry significantly.
In fact, at sufficiently low temperatures, all of the reaction occurs by nuclear tunneling.
The magnitude of the nuclear tunneling contribution to the rate of ET can be determined

by calculating the quantum mechanical Franck-Condon factors [67-73]. In general,
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Figure 1.6 Plot of the free energy of the reactants and products against the reaction
coordinate overlaid with the vibrational wavefunctions of a single mode. Nuclear
tunneling is facilitated by overlap between reactant and product vibrational
wavefunctions (Franck-Condon factor). In the normal region (a), the overlap between
reactant and product vibrational wavefunctions is small, and thus nuclear tunneling is
often negligible. In the inverted region (b), the overlap of the vibrational wavefunctions
can become significant, especially when high-frequency modes are present (bottom).

Here significant increases in rate due to nuclear tunneling can occur (Figure 1.7).
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Figure 1.7 Plot of log(ker) vs. —AG® illustrating the effect of increasing nuclear
tunneling. The plot was generated from Equations 1.11 and 1.12 with different values
of dimensionless distortion parameter, S. The increase in rate due to nuclear tunneling

is more pronounced in the inverted region.
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guantum mechanical models for nuclear motion either treat all coordinates (solvent and
inner sphere) quantum-mechanically or treat the inner-sphere quantum-mechanically,
while treating the solvent classically [23]. Equation 1.11 represents the latter case in

which one vibrational mode is represented.

, 2 2 g > —(AG’ —nhw+ AV
Equation 1.11. kpr = WH;BZKOM)I exp( ( 4;];;04_ ,\) ]
’ s n=0 ‘v

where the nuclear Franck-Condon factors for a given vibrational mode between the n=0
ground vibrational state of D—A (kt<</® ) and the n" vibrational state of D*—A™ are

show in Equation 1.12 [68-70].
. 2 S”
Equation 1.12. KO| n>l = L—' Jexp(— S)
n!

where S = A, /hw is the dimensionless distortion parameter for the vibrational mode of

frequency hw .
Finally, the ET rate constant for weakly coupled systems, where all nuclear
coordinates are treated quantum mechanically, is given by Equation 1.13.

Equation 1.13. k,, = i—ﬂHjB(FC)
1

where FC is the Franck-Condon factor which is the Boltzmann weighted sum of
products of the reactants and products vibrational and solvent wavefunctions [74,75].
In the high temperature limit (kT>>#@® ) Equation 13 reduces to the activated rate

equation (Equation 1.7).
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Adiabatic—Nonadiabatic Transition Models

The transition between the adiabatic (x « 1) and nonadiabatic (x << 1) coupling

regimes for electron transfer was described by Jortner [76-78].

4r’ V2 5 _(AG O+ l)h
——— | Hygexp| ———7—"—
h2 AkT AB EXP T

. k
Equation 1.13. kpr = 1+N’:A = - 8752Hf‘BTL
hA
The most notable feature is the denominator, which contains an adiabaticity factor, ;.
When H,p i1s small, the denominator is unity and the expression reduces to the
nonadiabatic equation (Equation 1.7). When H,p is large, such that the adiabaticity
factor is much greater than one, the H,p terms cancel and the prefactor becomes
inversely proportional to the longitudinal dielectric solvent relaxation time (7). These
considerations set an upper limit on the ET rate. However, several violations of the

theoretical predictions of solvent controlled ET have been reported and cannot be

reconciled with current theoretical treatments [79-85].

Intervalence Band Analysis

In 1967 Hush developed a theory that predicts ET parameters from analysis of
metal-to-metal-charge-transfer (MMCT) bands, which are exhibited by moderately to
strongly-coupled mixed-valence complexes [86]. From the MMCT band, both H,s and

A can be determined. The reorganization energy can be determined by:

Equation 1.14. A=E, —AG’
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where E,, is the energy at the maximum of the MMCT absorption band. AG’ can be
obtained by measuring the redox potentials of the donor and acceptor moieties.

The electronic coupling parameter can be obtained from:

. | €max A‘71/2 v,
Equation 1.15. H,p =205x107" — max

v max r

where &,.. (M~ cm™) is the molar extinction coefficient at the MMCT absorption band

maximum, AV, (cm) is the full-width at half-height of the MMCT band, V,, (cm')

is energy at the band maximum, and r (A) internuclear distance between the redox sites.
Until the advent of ultrafast kinetics measurements, strongly-coupled ET could only be

studied using this theoretical treatment on molecules amenable to MMCT.

Initiating ET
There are three main ET processes relevant to the topics contained in this
thesis. These include [39]:

1. Thermally activated ground-state ET proceeding through the transition state; the
designation ground-state indicates that the transition state involves the two lowest-
lying states of the system. This process can be initiated by mixing donor and acceptor
molecules in a reaction vessel.

2. Optical ET (often designated as intervalence- or metal-to-metal charge transfer
for binuclear mixed-valence transition metal complexes), occurring vertically from the
equilibrium configuration of the initial state. Absorption of light in the energy range

of the MMCT band initiates the optical ET (see page 28).

27



3. Photoinduced ET, where photoexcitation generates an excited state that presents
a good donor and acceptor for ET. Photoinduced charge separation is a thermally
activated process and, in general, is followed by thermal charge recombination back to

the ground state.
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Chapter 2

Electron Transfer in Strongly-Coupled Dinuclear Ruthenium Complexes
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Abstract

The absorption, luminescence, and transient-absorption  spectra  of
[(bpy)(tpy)Ru"(CN)]+ (bpy = 2,2’-bipyridine; tpy = 2,2°:6,2"-terpyridine) and
[(bpy)(tpy)Ru“CNRu"‘”'(NHg)5]3+'4+ have been measured. Metal-to-ligand charge-transfer
(MLCT) excitation of the monomer produces an excited state that decays with a rate
constant of 1.3 x 10° s™'. Picosecond excitation of [(bpy)(tpy)Ru"CNRu™(NHz)s]*" does
not lead to any detectable transients, indicating that relaxation rate constants are greater
than 10> s'. A transient attributable to [(bpy)(tpy )Ru"CNRu"(NH;)s]* is observed
following picosecond excitation of [(bpy)(tpy)Ru"CNRu"(NHg)5]3 *. this intermediate
decays via intramolecular ET with a rate constant of 3.8 x 10'° s™'. Quantum-mechanical
descriptions of the nuclear reorganization accompanying ET are required to explain the
observed kinetics. ET parameters have been extracted from an analysis based on Hush
theory of the intense intervalence charge-transfer absorption band present in the mixed-

valence [(bpy)(tpy)Ru"CNRu™(NH;)5]* complex.

Introduction

Electron transfer (ET) in strongly-coupled bimetallic mixed-valence complexes
gives rise to an intense charge-transfer absorption transition. These absorption bands have
been assigned to metal-to-metal charge-transfer transitions (MMCT) and are generally
found in the near-infrared region [1]. The strong coupling that gives rise to the charge-
transfer bands also leads to ET Kinetics on the pico- to femtosecond time scale. Due to
the difficulty of measuring kinetics in that time regime, only few ET Kinetics studies of

strongly-coupled dinuclear transition metal complexes exist.
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For 25 years, ET in strongly-coupled mixed-valence complexes has been studied
indirectly using the theoretical framework developed by Mulliken and Hush [2-4].
According to their theory, ET parameters such as the reorganization energy (A) and the
electron coupling matrix element (H,p) can be gleaned from the MMCT absorption band
energy maximum and area, respectively. Using this theoretical model, Stein and Taube
measured the first distance dependence of the electronic coupling in a series of dinuclear
ruthenium complexes [5,6]. Since then, many aspects of strongly coupled ET have been
probed using MMCT band analysis. The direct measurement of ET kinetics, however, has
only become possible in light of advances in laser technology over the last 15 years.

In an early study, it was reported that Ru" — pz (pz = pyrazine) charge-transfer
excitation in [(H3N)5Ru"(pz)Ru"l(edta)]+ produces a small yield of

[(H3N)5Rum(pz)Ru"(edta)]+ that subsequently relaxes by intramolecular ET with a rate

constant of 8 x 10° s™' [7]. However, direct MMCT excitation of this dinuclear complex
produced no detectable transient species. More recent work has focused on the
(HsN)sM"™(CN)Ru'(CN)s™ (M = Fe, Ru) ions. Femtosecond transient absorption [8-10]
and picosecond infrared [11] measurements indicate that charge recombination following
MMCT excitation in these dimers is extremely rapid (<1 ps), proceeding on the same
timescale as solvent relaxation. In addition, this study found that the initial charge-transfer
places large amounts of energy directly into the RuCN stretching mode so that
photoinduced ET occurs between the reactant and a vibrationally excited product. Both
studies emphasize that, while band shape analysis is qualitatively useful, quantitative
predictions of rates have been unsuccessful. The rates measured by ultrafast spectroscopy

are orders of magnitude faster than predicted by band shape analysis. This indicates that
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the ET properties of the complexes need to be described with quantum mechanical ET
models.

We have opted for an alternative approach to the study of ET in strongly coupled
D(br)A systems, where (br) is the bridge. ET can be initiated in D(br)A complexes by
local excitation of D (or A) rather than by direct D — A charge-transfer excitation. The
locally excited species, being both better electron donors and acceptors than the ground-
state complexes, can initiate a sequence of ET reactions. We have taken advantage of this
approach to study intramolecular ET in the binuclear metal complexes
[(bpy)(tpy)Ru"(CN)Ru™"(NH;)s]**** (bpy = 2,2’-bipyridine; tpy = 2,2°:6,2’" -terpyridine).
Metal-to-ligand charge-transfer (MLCT) excitation of the Ru'-imine moiety can initiate
intramolecular electron-transfer reactions with the Ru-ammine partner. In principle, four

distinct intramolecular ET reactions can be studied using this technique.

Experimental

Synthesis and Characterization

Reagent-grade solvents were used for synthesis without further purification. UV-
grade acetonitrile was distilled over CaH, prior to use for all spectroscopic measurements.
[(bpy)( tpy)Ru"( CN)](PF;). This compound was prepared as previously described
[12], and characterized by UV-Vis spectroscopy and elemental analysis (Calc: C 45.96; H
3.12; N 12.40; Found: C 46.00; H 3.21; N 12.40). The chloride salt was prepared by
dissolving the PFs complex in acetone and precipitating with tetrabutyl ammonium

chloride ((TBA)C).
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[(bpy)(tpy)Ru"(CN)Ru"(NH;)s]J(PFs)s. This compound was prepared using a
modified, published procedure [13]. [Ru(NH;)sClJCl (62 mg, 0.212 mmol, Strem
Chemical Company) was added to H,O (20 ml) in a round-bottom flask fitted with a
solids-addition arm containing freshly prepared Zn(Hg). The solution was deoxygenated
before a few drops of 0.1 M trifluoromethanesulfonic acid were added. The Zn(Hg) was
added, and the mixture was stirred at room temperature for one hour to yield
[Ru(NH:)s(OH,)]**. The solution was transferred via cannula into a Schlenk frit attached
to a flask containing [(tpy)(bpy)Ru"(CN)]CI (100 mg, 0.175 mmol) in H,O (10 ml). The
filtered mixture of [Ru(NH;)s(OH,)]** and [(tpy)(bpy)Ru"(CN)]" was stirred 4-6 hours at
room temperature in the dark under an argon atmosphere. After this period, the reaction
mixture ~ was exposed to  air, producing the green  mixed-valence
[(tpy)(bpy)Ru"(CN)Ru"(NH-)s]** complex. This air-stable compound was purified by
ion-exchange chromatography on Sephadex SP C-25 (3x10 cm column) using aqueous
LiCl as the eluant. The green fraction was collected, precipitated with NH4PF, filtered,
washed twice with water, and dried over P,Os in a vacuum desiccator. Yield 55% (Calc: C
23.68; H2.91; N 11.68; Found: C 23.72; H 3.00; N 11.55).

[(bpy)(1py)Ru"(CN)Ru'(NH3)s](PFs)s. - [(bpy)(tpy)Ru’(CN)Ru"(NH;)s](PFe)s was
dissolved in acetone and precipitated as the chloride salt with (TBA)CL. An aqueous
solution of this compound was reduced with excess sodium ascorbate under Ar. The
resulting red-brown solution was transferred via cannula into a Schlenk frit attached to a
flask. A red-brown product was precipitated with excess NH4PF, and filtered. The solid

was washed twice with degassed H,O, dried in vacuum and stored in a glove box to
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prevent air oxidation. Yield 90% (Calc: C 26.61; H 3.26; N 13.13; Found: C 26.32; H

3.03; N 13.18).

Crystal Structure

Crystals of [(bpy)(tpy)Ru"(CN)Ru'"(NH;)_;](PF(,)4 were grown from a 1:1 solution
of water/acetone by slow evaporation in air at ambient conditions. The data were
acquired at room temperature with an Enrat Nonius CAD4 diffractometer using Mo K,

radiation and ®-scans.

Absorption and Luminescence Spectroscopy

UV-Vis-NIR spectra were obtained using a modified Caryl4 spectrometer (Olis)
under PC control.

Relative luminescence quantum yields were measured with a Hitachi 4500
fluorimeter. All samples were thoroughly degassed prior to data collection, and had
absorbencies of approximately 0.1 at the 450-nm excitation wavelength.  The
luminescence from [Ru(bpy);](PFs), in acetonitrile, attenuated with a neutral density filter
(A = 1.0), was used as the standard for quantum-yield determinations (., = 0.06) [14].
Luminescence from the ruthenium dimers could not be detected even at very high solute

concentrations (0.1 mM).

Electrochemistry and Spectroelectrochemistry

Electrochemical data were measured with a Bioanalytical Systems 100
electrochemical analyzer. Square-wave voltammetry experiments were performed at room

temperature in degassed acetonitrile containing 0.3 M (TBA)PF,. A carbon electrode was
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used as the working electrode, a saturated calomel electrode (SCE) was used as the
reference electrode, and ferrocene was used as an internal standard (Fe’'/Fe’* E,, = 400
mV vs. NHE) [15]. All reported potentials are referenced to NHE.
Spectroelectrochemical measurements were performed with the BAS-100
electrochemical analyzer and a Hewlett Packard 8452A diode array UV-Vis spectrometer.
Samples were dissolved in 0.3 M (TBA)PF¢/acetonitrile solutions and degassed with No.
Amorphous carbon was used as the working electrode for bulk electrolyses in a modified

1 cm quartz cuvette. Sample reduction was performed at —1.6 V vs. NHE.

Picosecond Transient Absorption Spectroscopy

Picosecond pulses are generated by seeding a Continuum RGA60 Nd:YAG
regenerative amplifier with the output of a Coherent Antares laser (1064 nm) that was
chirped in 100 m of single-mode optical fiber. The pulses from the RGA60 oscillator (10
Hz) pass through a grating-pair pulse compressor, then are amplified in a single-pass
Nd:YAG amplifier. The pulses (20 mJ, 1064 nm, 10 ps) from the amplifier are separated
with a polarizing beamsplitter to form the pump and probe legs for the transient-
absorption experiment.

Sample pump is generated either by doubling the Nd:YAG fundamental to form
532 nm pulses (~500 ulJ), or by using the 355 nm third harmonic to produce 416 nm
pulses (~200 pJ) by stimulated Raman scattering in H, (800 psi, 1 m path).

The probe-light timing relative to the pump is controlled by passing the 532 nm
pulses four times over an 8 ft delay stage. Supercontinuum probe light is generated by

focusing the 532 nm beam into a mixture of D,0, H,O, and H,SO, [24]. The resulting
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broadband continuum probe light is focused onto a 400 um aperture, and then is
separated into sample and reference beams. The former passes through the sample
excitation volume before being focused onto the entrance slit of a 0.275 m spectrograph
(Acton Research). The reference beam bypasses the sample and directly enters the
spectrograph entrance slit about 2.5 mm below the sample-beam image. Sample and
reference beam intensities are measured using a dual diode-array detector (Princeton
Instruments DPDA-1024). The data are transferred to a PC where home-written control
software calculates optical-density changes and stores the data.

In order to minimize degradation, all the samples were dissolved in degassed, dry
acetonitrile, and flowed through a 1 mm path quartz cell. The instrument temporal
response was determined by measuring the transient kinetics of iron(octaethyl porphyrin)
(532 nm pump) and horse heart cytochrome ¢ (416 nm pump). The bleach of the Soret
absorption in cytochrome ¢ was fit to a Gaussian function with FWHM of 17.6 ps. This
function was convoluted with exponential-decay functions and fit to kinetics data using a
Matlab program. Details of the picosecond transient-absorption instrument can be found

in the thesis of Dr. Max Bachrach, Caltech (1996).

Results

Absorption and Luminescence Spectra

The absorption spectra of [(bpy)(tpy)Ru"(CN)]+,
[(bpy)(tpy)Ru(CN)Ru"(NH3)s]**, and [(bpy)(tpy)Ru"(CN)Ru"(NH;)s]** are shown in
Figure 2.1 and the spectroscopic parameters are summarized in Table 2.1. We have found

that small amounts of impurities dramatically alter the spectra of these compounds;
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Figure 2.1 UV-Vis spectra in acetonitrile, at 22 °C, of (===~ )[(bpy)(tpy)Ru'l(CN)]+,

( —)[(bpy)(tpy)Ru"(CN)Ru"(NH;)s]**, and ( = = )[(bpy)(tpy)Ru"(CN)Ru" (NH;)s]*".
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Table 2.1 Spectroscopic properties of ruthenium complexes.
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consequently, great care was taken to achieve a high degree of sample purity. Ru — bpy
and Ru — tpy charge-transfer transitions dominate the absorption spectrum of
[(bpy)(tpy)Ru"(CN)]+ (Amax = 485 nm). Upon complexation with the ruthenium-
pentaammine moiety to form [(bpy)(tpy)Ru"(CN)Ru"(NH;)s]**, the MLCT absorption
loses intensity and shifts to the blue. Oxidation of this dimer to
[(bPY)(tp}I)RU"(CN)RUm(NH3)5]4+ further attenuates the MLCT absorption and shifts the
maximum = slightly further to the blue. The striking feature in the
[(bpy)(tpy)Ru“(CN)Rum(NHg)5]4+ absorption spectrum is an intense band in the red (Amax
=717 nm, € = 3500 M cm™).

Excitation (450 nm) of [(bpy)(tpy)Ru—”(CN)]* in acetonitrile at room temperature
produces MLCT Iluminescence with a quantum yield of 1.5 x 10™*. No luminescence

could be detected from either dinuclear complex.

X-Ray Structure

The compound crystallized as brown plates in the orthorhombic space group
C222,. The Ru—Ru and C-N distances are 5.11 A and 1.18 A, respectively. The PF,
anions are disordered; there is also water present in the structure. The structure is

rendered in Figure 2.2.

Electrochemistry and Spectroelectrochemistry

The electrochemical data are summarized in Table 2.2. All electrochemical
potentials for the monomer and dimers correspond to fully reversible, one-electron
processes.  Oxidation of the monomer at 1.68 V vs. NHE is assigned to the

[(bpy)(tpy)Ru™(CN)]**** couple, while its reduction at —1.38 V is assigned to tpy anion-
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Figure 2.2 Structure of the [(bpy)(tpy)Ru"(CN)Ru"(NH;)s]*" cation. Hydrogen atoms

are omitted for clarity.
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radical formation [12]. A second, reversible one-electron wave observed at —1.69 V can
be attributed to the reduction of the neighboring bpy ligand. These ligand-based
reductions occur at nearly the same potentials in the cyanide-bridged dimer (—1.40 V and
—1.67 V). In contrast, the Ru""-imine potential in the dimer is 380 mV lower than the
corresponding potential in the monomer. The Ru""-ammine potential (0.09 V) is quite
close to that of Ru(NH;)e*** in water (0.10 V) [16].

The spectra of the cyanide-bridged dinuclear Ru complex in its various oxidation
states were determined using spectroelectréchenﬂstry. The changes of the spectral feature
upon reduction are particularly relevant to assignments of the features observed in the

" bleaches the

transient absorption experiments. Oxidation of the Ru-imine center to Ru
MLCT absorption features. The reduction of tpy produces an increase in absorbance from

340-470 nm but only a slight decrease and red shift of the MLCT absorption (Figure 2.3).

Picosecond Transient Absorption Spectroscopy

Picosecond excitation (Aex = 532 nm) of [(bpy)(tpy)Ru“(CN)]* in acetonitrile at
room temperature generates a transient species with a difference spectrum comprised of
MLCT bleaching and increased absorbance that extends from 430 nm to higher energies
(Figure 2.4). These features are consistent with those expected for a metal-to-ligand
charge-transfer excited state [17]. This transient species decays to the ground state with a
rate constant of 1.3 x 10° s (t = 7.9 ns) (Figure 2.5), which lies between the excited-
state lifetimes of Ru(bpy)s>* (600 ns) [28] and Ru(tpy)>™* (0.25 ns) [18].

Excitation of the mixed-valence [(bpy)(tpy)Ru"(CN)Rum(NHg)5]4+ complex at 532

nm, 416 nm and 683 nm (MMCT band) yielded no detectable transients. Given the
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Table 2.2 Electrochemical properties of ruthenium complexes. All redox couples are fully

reversible, one-electron processes. Values are given vs. NHE.
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Figure 2.3  Spectroelectrochemisty of [(bpy)(tpy)Ru"(CN)Ru"(NHa)s]**.  Spectral
changes associated with one electron reduction of [(bpy)(tpy)Ru"(CN)Ru"(NH:)s]™* in

acetonitrile solution.
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Figure 2.4 Transient difference spectra following picosecond excitation of (=—)
[(bpy)(tpy)RU(CN)T* and (==-=) [(bpy)(tpy)Ru"(CN)Ru"(NH:)s]** in acetonitrile

solution.
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Figure 2.5 Transient absorption kinetics of [(bpy)(tpy)Ru"(CN)]+ excited at 532 nm in

acetonitrile solution observed at (top) 480 nm and (bottom) 375 nm.
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Figure 2.6 Transient absorption kinetics of [(bpy)(tpy)Ru“(CN)Ru”(NHg)5]3 " excited with

416 nm and observed at 370-375 nm in acetonitrile solution.
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instrument response function, the transient spectrum of [(bpy)(tpy)RuI](CN)]+, and a
detection limit of 0.005, we can place an upper limit of 1 ps on the MLCT excited-state
lifetime in [(bpy)(tpy)Ru"(CN)Ru"(NH;)s]**.

Excitation of [(bpy)(tpy)Ru”(CN)Ru"(NHg)5]3 T generates a transient species
characterized by a broad, weak absorbance increase near 360 nm (Figure 2.6) that decays
with a rate constant of 3.8 x 10'° s' (T = 26 ps) (Figure 2.7). No bleach of the MLCT

absorption was detected in the transient spectrum of this dimer.

Discussion

The 717 nm absorption feature in [(bpy)(tpy)Ru"CNRu™(NH:)s]** has been
assigned previously to a Ru" — Ru" MMCT transition [13]. Analysis of this well-
resolved absorption band provides information about the electronic-coupling strength and
reorganization energy associated with this charge transfer [1]. The energy of the MMCT
absorption maximum (1.73 eV) is equal to (Eq + A), where Ey is the energy difference
between [(bpy)(tpy)Ru"(CN)Ru™(NH;)s]* and [(bpy)(tpy)Ru"(CN)Ru'(NH,)s]*". We
can approximate E, using the electrochemical data; these measurements indicate that Ey =
1.21 eV, leading to an estimate of A = 0.52 eV. Studies of electron self-exchange
reactions of Ru-diimine and Ru-ammine complexes suggest that the inner-sphere
contribution to this reorganization energy will be A; ~ 0.08 eV [19]. The 0.44 ¢V balance
is attributed to solvent reorganization (As). Evaluation of the MMCT band by Hush
theory [2] also provides an estimate for the electronic-coupling strength (Hap) (Equation

2.1).
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v

max r

o Emax AV |V
Equation 2.1. H,, =205X% 10—~|: 2 2 :| Y max

The crystal structure of the mixed-valence dimer provides a value for the metal-metal
distance r = 5.11 A (Figure 2.2). The maximum extinction coefficient (g,,) and width

(Av,,) of the MMCT absorption band suggests that the electronic-coupling strength

(Hap) is 2000 cm™'. This large value of Hap indicates that Ru"—>Ru" ET reactions will be
adiabatic.

MLCT (Ru" — imine) excitation of [(bpy)(tpy)Ru"(CN)Ru"(NH:)s]** and
[(bpy)(tpy)Ru"(CN)Ru”(NHg)5]3+ can initiate intramolecular electron-transfer reactions
(Figure 2.8). Two of these reactions formally involve Ru"— Ru"™ET processes (2, 3) and
two can be described as tpy "~ — Ru" reactions (1, 4). No transient absorption could be
detected following picosecond excitation of [(bpy)(tpy)Ru“(CN)Rum(NHg)5]4+, suggesting

' Picosecond excitation of

that the rate constants for both reactions 1 and 2 are >10'"? s~
[(bpy)(tpy)Ru"(CN)Ru"(NHg)S]3+ produces a transient difference spectrum (Figure 2.7)
reminiscent of that obtained by one-electron reduction of
[(bpy)(tpy)Ru"(CN)Ru"(NH;)5]3+ (Figure 2.6). This transient species is most likely
[(bpy)(tpy")Ru"(CN)RuI"(NHg)s]3+. From this assignment we infer that reaction 3

proceeds with a rate constant > 10'* s™' and that the rate constant for reaction 4 is 3.8 x

10057,
We have used a model developed by Jortner and coworkers to analyze the ET

reactions of these strongly coupled Ru dimers [19a-19c]. A single-mode representation of
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Figure 2.7 Energy diagrams of plausible mechanisms for ET.
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this model is given by Equation 2.2, where ky: is the nonadiabatic rate constant for ET

from the ground vibrational state of the reactants to a final (see also Chapter 1, page 27).

Oon
kNA

Equation 2.2 k., =—24—
q ET (l+}[2/1)

state of the products with vibrational quantum number 7, and # " is an adiabaticity
parameter for the same transition [19b]. It is important to note that # " depends upon
the longitudinal solvent relaxation time (7. = 0.4 ps for CH3CN) [20] and determines

when ET reaction dynamics will be controlled by solvent reorientation.

The simplest application of this model ignores quantum modes and treats all
nuclear reorganization classically. For the Ru" — Ru™ ET reactions (2, 3), we can use the
coupling and reorganization parameters extracted from the MMCT analysis. The driving
forces for reactions 2 and 3 can be estimated from the electrochemical measurements on
the cyanide-bridged dimer (2, —AG = 1.21; 3, —-AG = 0.88 eV). Both reactions are deep in
the inverted region (—AG > A) and the predicted rate constants (2, 2.0 x 10° s™'; 3, 1.4 x
10" s7', Table 2.3) are well below the solvent-controlled limit.

The greater electron-transfer distance in the tpy" —Ru" reactions is likely to
produce couplings and reorganization energies different from those associated with
Ru"—>Ru™ ET. Furthermore, the involvement of tpy’ radical states should increase A
owing to the distortions of the tpy rings upon reduction. The additional inner-sphere
reorganization will be similar to that associated with MLCT excited-state formation in
[Ru(bpy)g]2+ (0.17 eV) [21]. The solvent reorganization energy also increases due to the

increased  transfer  distance [22]. The  irregular  shape of  the
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[(bpy)(tpy)Ru(CN)Ru(NH3)5]3+‘4+ cavity makes this quantity difficult to calculate using
dielectric continuum models, but an increase of 0.2 eV in Ag is reasonable for these
reactions, giving a total value of A ~ 0.89 eV. Evaluation of Equation 2.1, where quantum
modes are neglected, leads to predicted rate constants of (1) 6.2 x 10" and (4) 3.9 x 10"
s (Table 2.3). Of the four calculated rate constants, only that for reaction 4 agrees with
the experimental value and, given the poor agreement for the three other reactions, this is
most likely a fortuitous result.

Clearly, the classical treatment of nuclear reorganization does not adequately
account for the observed ET rates. Far greater inverted effects are predicted than are
found experimentally; similar problems were encountered in the investigations of
intramolecular ET in (H;N)sM"(NC)Ru"(CN);” (M = Fe, Ru) [8-11]. Explicit account of
quantum-mechanical nuclear motions is necessary to explain these data. Quantum-
mechanical models require knowledge of the distorting modes that accompany the ET

Higl

reactions. For Ru™ -ammine reactions, the 0.08 eV inner-sphere distortion [19] primarily

involves the Ru-N stretching coordinate which is associated with a ~480 cm™' vibration

mm

[8]. Inner-sphere distortions in Ru™ -imine ET reactions are relatively minor and will be

neglected [19]. Nuclear reorganization comparable to that estimated for Ru(bpy)s™*

excited-state formation (1350 cm™', A; = 0.17 eV) [21] will be assumed for reactions

1

involving tpy" —Ru " ET. Finally, distortions in the bridging cyanide ligand might

m

accompany both Ru" — Ru" and tpy “— Ru" ET reactions [10,11].
As in the classical treatment, the total reorganization energy and electronic

coupling parameters extracted from the analysis of the MMCT absorption profile should

provide reliable estimates for predicting the rate of reaction 2. The inclusion of inner-
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sphere reorganization about the Ru-ammine center increases the calculated rate constant
by a factor 425 over the classical prediction (Table 2.3), but the calculated value (8.5 x
10" s is still too small to account for the absence of a detectable transient in
[(bpy)(tpy)Ru"(CN)Ru“l(NH3)5]4+. A small distortion in a high frequency mode (e.g., the
CN stretching mode, 2050 cm™, A ; = 0.025 eV), however, is sufficient to explain the
extremely rapid charge-recombination reaction (Table 2.3). Use of the same
reorganization and coupling parameters correctly predicts an extremely fast Ru'—=Ru" ET
rate for reaction 3 (keae = 1.0 x 10" s7', Table 2.3).

111

One of the two tpy"” —=Ru" ET reactions was too fast to measure (1), while the

-1 .—
other (4) had a rate constant of 3.8 x 10'°s . Using inner-sphere distortions for tpy ¢

(A; = 0.17 eV) and Ru™" (A; = 0.08 eV), and Hap = 2000 cm™' in the semiclassical

expression (Equation 1.11), we predict rate constants of 2.4 x 10" s™" (1) and 1.4 x 10"
s' (4). No reasonable manipulations of the reorganization parameter can rationalize the
relatively slow rate observed for reaction 4. Admittedly, the classical model correctly
predicts the rate of reaction 4, but it is unlikely that nuclear tunneling would be important
in reactions 1-3 and not in reaction 4. Unusually weak electronic coupling can be invoked
to explain the slow rate constant for reaction 4. A coupling strength of Hap = 50 cm’'
leads to a good prediction for the reaction 4 rate constant (Table 2.3). The other tpy’ —
Ru' reaction (1), however, requires somewhat greater coupling (Hag > 160 cm™'), though
it need not be as large as that estimated for Ru'—Ru™ ET. It is possible that the
intervening Ru"'-imine center in reaction 1 mediates the coupling between tpy” and the

Ru"-ammine center more effectively than the Ru _imine center in reaction 4.
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Table 2.3 Comparison of calculated vs. experimental rate constants for reactions 1-4.
Rate constants for reactions 1-4 were calculated using the theoretical model described by

Equation 2.2.
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S, fiw,, eV S, fiw,, eV As, eV Hpe cm” Kewor 7'
1, —AG® = 1.22 eV
0.89 2000 6.2 x 10"
1.33 0.06 1.00 0.17 0.64 2000 2.4 x 10"
1.33 0.06 1.00 0.17 0.64 160 2.0 x 10"
1.33 0.06 1.00 0.17 0.64 50 2.2 x 10"
2, —-AG® = 1.21eV
0.52 2000 2.0 x 10°
1.33 0.06 0.44 2000 8.5 x 10"
1.33 0.06 0.10 0.25 0.42 2000 2.2 x 10"
3, ~-AG® = 0.88 eV
0.52 2000 1.4 x 10"
1.33 0.06 0.44 2000 3.4 x 10"
1.33 0.06 0.10 0.25 0.42 2000 1.0 x 10"
4, —AG® = 1.49 eV
0.89 2000 3.9 x 10"
1.33 0.06 1.00 0.17 0.64 2000 1.4 x 10"
1.33 0.06 1.00 0.17 0.64 160 4.1 x 10"
1.33 0.06 1.00 0.17 0.64 50 4,5 x 10"

=S_is the distortion parameter for the vibrational mode of frequency Aw, and A, = S fiw,
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The  time-resolved  spectroscopic  measurements of ET in the
[(bpy)(tpy)Ru"(CN)RU™(NHz)s]**  and  [(bpy)(tpy)"Ru(CN)Ru"'(NH;)s]**  complexes
demonstrate that the rates cannot be explained with models that describe nuclear motions
classically. Quantum-mechanical refinements to the ET theory improve the agreement
between calculated and observed rates. These analyses suggest that high-frequency
vibrations of the bridging CN ligand and the imine ligands are involved in nuclear-

tunneling processes that enhance the rates of these highly inverted ET reactions.

Conclusions

The complete classical description of the nuclear coordinates is not adequate to
explain the ET rates observed in the strongly coupled dinuclear ruthenium complexes
studied within. Nuclear tunneling facilitated by a highly inverted energetic landscape
compounded with the presence of high frequency vibrational modes must be considered to
explain the experimental data.

Photogeneration of the MLCT excited states of [(bpy)(tpy)Ru"(CN)Ru'”(NH3)5]‘”
and [(bpy)(tpy)”Ru(CN)Ru"(NHg)s]3+ results in four distinct electron;transfer events.
Only the ET rate of reaction 4 could be measured, while the other reactions proceeded
>10'" s”'.  Weaker coupling between the tpy” donor and the Ru-ammine acceptor

moieties in 4 can account for the slower rate.
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Chapter 3

Electron Tunneling in Ruthenium-Modified High-Potential Iron Sulfur

Proteins
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Abstract

Rates of [Fe,Si]”* — Ru’* electron transfer (ET) in Ru-modified derivatives of
Chromatium vinosum High-Potential Iron-Sulfur Protein were measured.  Surface
histidines introduced by site-directed mutagenesis at positions 18, 50, and 81 (native
His42 was replaced by a glutamine) were modified by coordination of [Ru(bpy)g(im)]2+
(bpy = 2,2-bipyridine, im = imidazole). The rates of ET in the His81 and His50
derivatives vary by a factor greater than 300, despite a difference in distance between the
donor and acceptor of < 0.5 A. PATHWAY and reorganization energy computations
provide an explanation consistent with the experimental rate differences. The weak
electronic coupling, due to a through space jump, in the pathway linking the donor to

acceptor of the His 50 derivative accounts for the dramatic rate difference.

Introduction

High potential iron-sulfur proteins (HiPIPs) are found in photosynthetic purple
nonsulfur bacteria [1]. The three-dimensional structure of Chromatium vinosum HiPIP
(85 aminoacids) [2,3] features two short segments of o-helix, three strands of antiparallel
B-pleated sheet, and a small helix near the N-terminus (Figure 3.1). The cubane [FesS4}
cluster occupies an inner protein cavity made up from residues 43 to 80, and is attached
covalently to the polypeptide matrix through Fe-S bonds to cysteines 43, 46, 63, and 77.
The side chains of Tyr19, Phe48, Phe66, Trp60, Trp76, Trp80, and other nonpolar
residues encapsulate the cluster in a hydrophobic cavity that is inaccessible to solvent

[4,5].
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In order to study intramolecular electron transfer (ET) in HiPIP, [Ru(bpy)z(im)]2+
was bound to a surface histidine to serve as a fixed redox partner for the iron-sulfur active
site. Four HiPIPs, the wild-type and three mutants, were ruthenium modified. The wild-
type HiPIP contains one natural histidine at position 42. Site-directed mutagenisis
generated the three mutant HiPIPs, which contain one histidine each at positions 18, 50,
81, respectively (His42 was replaced with Gln).

Photoexcitation of the [Ru(bpy)z(im)HisX]2+ chromophore initiated ET reactions
by generating a strongly reducing MLCT excited state. The rates of photoinduced
forward ET and subsequent thermal back ET were monitored by transient absorption
spectroscopy (Figure 3.2). The results of the thermal back ET were compared to
PATHWAY calculations, which are based on superexchange models [7-12].

The ET rates presented in this chapter are significant in two respects. First, the ET
rates for the His81 mutant is more than 300 times greater than that of His50, although the
closest Fe-Ru distances are nearly identical (R = 12 A +0.5 A). Calculations based on
superexchange models are consistent with this observation. This result signifies the
importance of the structural details in the protein matrix to the effectiveness in mediating
ET. Second, the ET rates represent the fastest rates measured in ruthenium-modified
proteins. These rates extend the data available for the ‘master’ rate vs. distance plot
(Figure 3.15) (master because the plot incorporates data from various protein ET studies)
by one order of magnitude. Moreover, the series of fast ET kinetics show that rates are

not limited or gated by protein dynamics.
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Figure 3.1 Structural model of Ru-modified HiPIPs. The iron-sulfur cluster and the
[Ru(bpy)z(im)]2+ group attached to His42 are highlighted along with the side chains of
histidines 18, 50, and 81. The position of the [Ru(bpy)z(im)]2+ complex for each mutant
was modeled with XFIT [6b] to maintain proper stereochemistry and avoid close contacts
with the protein. Stereochemical and van der Waals constraints place an upper error of
about 1 A on the distance separating the metal centers. The X-ray coordinates for
[Ru(bpy),(im),]SO,-10H,O [6c] and the X-ray coordinates for (His42Gln)HiPIP (PDB
code 1BOY) were used for modeling. The closest Ru to Fe distances are: 14 A (His18);

12 A (His50); 12 A (His42); 12 (His81).
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Figure 3.2 Energy diagram of photoinduced forward and thermal back ET.

76



>I<RUH- [F€4S4]3+

KET

hv Ko

Ru'l'-[Fe,S1%

KET

Ru'l-[Fe,S41%*

7



Background

Intermolecular ET from one biological moiecule to another is the fundamental
reaction for energy conversion in the processes of respiration and photosynthesis [6].
Many biomolecules in these processes are proteins that contain redox sites buried within
the protein matrix. The protein matrix prevents buried active sites from direct collision,
and forces electron tunneling to occur over large distances. This leads to weakly-coupled
ET reactions, which are frequently described by semiclassical ET theory [7] (Chapter 1,
Equation 1.7). Contemporary models for ET in proteins assume that the protein matrix
mediates electron tunneling [8-12]. In these models, the 3-dimensional protein structure
provides specific pathways for electron tunneling, and the structural details of these
pathways govern the efficiency by which ET is mediated by the protein matrix. The
necessity to understand these and other factors that control the rates of ET in biological
systems has stimulated the study of electron tunneling between redox centers in protein
molecules [13,14].

Progress in protein ET has been expedited by achievements in areas such as
metalloprotein isolation and purification, site-directed mutagenesis, high-resolution X-ray
and NMR structure determination, and time resolved kinetics [15]. Armed with a
multitude of structurally characterized metalloproteins and the ability to measure kinetics
over 16 orders of magnitude in time, a great deal of experimental data has been compiled
[13,14].

The synthetic flexibility of coordinating redox-active molecules to desired protein
surface sites has facilitated systematic investigations of driving-force and distance

dependencies. Ruthenium complexes have been most frequently employed due to their
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favorable binding and redox properties. Stable ruthenium-modified proteins are obtained
by reacting a ruthenium aquo complex with surface histidines [16,17]. Depending on the
ligand set around ruthenium, the redox potential can be varied from <0 —-> 1.5eV [13].

In early studies, [Ru(NH;)s(H,0)]** complexes were coordinated to surface
histidines of Fe- [19-20] and Zn-cytochrome ¢ [21-23], myoglobin [24-28], HiPIP
[29,30}, azurin [31], pastocyanin [32,33], stellacyanin [34,35], cytochrome bs [36] and
cytochrome ¢ss; [37]. Fast photochemical electron injection into Ru’ initiated
intramolecular ET from Ru®* to the active site. More recently, [Ru(bpy)g(im)(His)]2+
complexes have been the redox partner of choice due to the additional favorable
characteristics of long-lived, luminescent metal-to-ligand charge transfer (MLCT) excited
states [38-42]. The MLCT excited state of [Ru(bpy)z(im)(His)]2+ is both a good electron
donor and acceptor, and allows for direct electron or hole injection, or indirect flash-
quench methods [38]. Furthermore, the reduction potential of these ruthenium imine
complexes often result in ET reactions that are nearly activationless, and thus allow more

reliable determination of Hap and A parameters from driving force studies [13].

Electronic Structure of [Fe,S.J°" and [Fe,S:J°*

The ground and excited state properties of iron-sulfur cluster centers are very
sensitive to intracluster valence delocalization [57]. One finds trapped valence structures,
as in the 2Fe ferredoxin in its reduced state, and partially delocalized electronic stuctures
as in 4Fe ferredoxin and HiPIP systems. The valence delocalization description for HiPIP
is 2Fe™":2Fe™*. Oxidized HiPIP is paramagnetic (S = 1/2), while the reduced protein is

diamagnetic (S = 0) [57]. Analyses of “'Fe-coupling constants for high potential iron-
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sulfur protein indicates the S = 7/2 is more appropriate for the formal spin state of the
valence-delocalized [Fe,S,] fragment, with antiferromagnetic coupling to S = 3 giving a
S = 1/2 ground state [58]. MCD measurements yielded the spin-dependent resonance
delocalization energy, B ~ 4500 cm™'. The exchange-coupling constant of a Fe,(1,-S),

fragment in a cubane-type [Fe,S,] cluster is J = =300 cm' [15].

Experimental

Protein Mutation

All mutations were performed by Dr. Elena Babini and have been described

elsewhere [43,44].

Protein Ruthenium Modification

All Ru-modification reactions were performed by Dr. Angelo Di Bilio (Figure 3.3).
Ruthenium-modified HiPIPs were prepared by reacting reduced protein (~ 0.1 mM)
dissolved in 250 mM NaHCO+/10 mM HEPES buffer (pH 7.7-8.2) for 3-5 days (at RT)
with a 3-5 fold excess of [Ru(bpy).CO;]-4H,O (freshly dissolved in the same buffer); in
the case of (His18)HiPIP a 1:1 protein-Ru(bpy).CO; ratio was used. The reaction was
quenched by gel filtration. Ru(HisX)HiPIP (X = 18, 42, 50, 81) was isolated by means of
two chromatographic (FPLC) steps: (a) Affinity chromatography (IMAC) was performed
as described before [45]. (b) The material that did not bind to the IMAC column was
recovered, equilibrated with 20 mM Tris buffer at pH 8.1 (buffer A), and separated with a
HR 5/5 Mono Q column using a salt gradient (20 mM Tris/ 300 mM NaCl pH 8.1).

Ru(bpy).(H,O)(His)HiPIPs were identified by their absorption spectra. Note, however,
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Figure 3.3 Synthetic scheme for ruthenium modification of HiPIPs.
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that in most cases a second FPLC run was needed to achieve baseline separation. The
yields of protein modified at histidine were moderate (due to ruthenium binding to other
amino acids) in all cases, with the exception of (His18)HiPIP, which afforded
Ru(bpy)(H,O)(His18)HiPIP in high yield. Ru(bpy).(im)(His)HiPIPs were obtained by
equilibrating Ru(bpy)g(HgO)HiPIP[Fe484]2+ with 100 mM im/ 50 mM NaCl (pH 7.0-7.2),
and keeping these solutions under argon at RT for 1-2 weeks. Care must be exercised in
order to prevent protein denaturation by maintaining the concentration of imidazole < 100

mM. Samples were purified by FPLC before use in laser experiments.

Absorption Spectroscopy

Absorption spectra were obtained by Dr. Angelo Di Bilio on an HP diode array

spectrophotometer using 1 cm pathlength cuvettes.

Electrochemistry

Electrochemical experiments were performed by Dr. Angelo Di Bilio. Cyclic
voltammetry experiments (CV) were performed with a Potentiostat/Galvanostat PAR
model 273A. A 1 mm diameter pyrolitic graphite disk (PGE) was used as working
electrode and a saturated calomel electrode and a 5 mm diameter Pt electrode were used
as reference and counter electrodes, respectively. Reported redox potentials are
referenced to the normal hydrogen electrode (NHE). All measurements were carried out
under argon using a cell for small volume samples (V = 0.5 ml) under thermostatic
control. Scan rates varied from 0.02 to 0.2 V/s. The cleaning procedure of the working
electrode is crucial to the voltammetric response. The PGE was first treated with

anhydrous ethanol for 10 min, polished with alumina (BDH, particle size of about 0.015
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um) water slurry on cotton wool for 3 min, and finally treated in an ultrasonic pool for
about 5 min. Peak separation in CV experiments varied from 60 to 90 mV for scan rates
in the range 0.02-0.2 V/s. Anodic and cathodic peak currents were almost identical and
both were proportional to protein concentration and v'”> (v = scan rate), indicating a
diffusion controlled, reversible (or quasi-reversible) electrochemical processes. Given the
reversibility (or quasi-reversibility) of the electrochemical process, the symmetrical shape
of the voltammograms and the almost negligible influence of the scan rate on the half-
wave potentials, the E,, values (taken as the average of the cathodic and anodic peak
potentials) can be confidently assumed as the E* values. The temperature dependence of
the reduction potential was determined with a “nonisothermal” cell, in which the reference
electrode is kept at constant temperature while the temperature of the working electrode is
varied. The experiments were performed at least two times and the E®” values were found

to be reproducible within +2 mV.

Transient Absorption Spectroscopy

Sample preparation and nanosecond transient-absorption experiments of the His50
mutant were performed by Dr. Angelo DiBilio. Samples for transient absorption
spectroscopy contained oxidized Ru-modified HiPIP in sodium or potassium phosphate
buffer at pH 7.0. Oxidation was achieved by reacting the proteins with excess ferricyanide
for 3-4 min followed by gel filtration. Samples for laser experiments were under argon.
The apparatus for nanosecond transient absorption has been previously described [46].
ET could be monitored at any wavelength in the range 300-600 nm: Ag(red-oX)uipp ~ —

10,800 mol'cm™ (478 nm) [47]; Ae(red-0x)r, ~ —7,000 mol 'cm™ (429 nm), and Ae(red-
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Figure 3.4 Picosecond Transient Absorption Apparatus. At position | is a pulse train of 1
nJ, 1064 nm laser light, in which the pulses are spaced 14 ns apart and have a FWHM of
~100 ps. At position, one pulse of the pulse train is injected and amplified by the
regenerative amplifier, yielding 6 mJ, 1064 nm pulses at 10 Hz. After position 2, the
pulses undergo temporal compression, which is effected by dual grating pulse compression
[48]. Further amplification, just prior to position 3, generates 30 mJ pulses with FWHM

of 10 ps.
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0X)ry ~17,500 mol”'em™ (320 nm). Rates greater than ~2 x 107 s™' were measured using a
picosecond transient absorption spectrometer. Picosecond pulses (10 ps FWHM, 1064
nm) were generated at 10 Hz using chirped pulse amplification and dual grating pulse
compression [48] from a mode locked Nd:YAG laser (Coherent) seeding a Nd:YAG
regenerative amplifier (Continuum) (Figure 3.4). Excitation (355 nm, 1 mJ) and probe
(532 nm, 100 wJ) beams were generated by SHG followed by THG and SHG,
respectively. A delay between pump and probe legs was achieved by varying the probe leg
distance with respect to the sample leg distance by using a programmable positioning table
(Anoride). Light intensity measurements were performed with homebuilt photodiode
detector, a sample and hold circuit. The analog signals were converted to digital values

with an A/D converter in a personal computer.

Theoretical Analysis

The theoretical analysis was performed in the laboratory of Prof. David Beratan. Pathway
analysis of ET in Ru-HiPIP utilized the X-ray structures of HiPIP and Ru model complex
[6¢c]. The Ru complexes were built using HyperChem and partially energy minimized
using AMBER 4.1. For structures other than the His 42 derivative, the His at position 42
was changed to Gln and the amino acids at positions 18, 50, or 81 were changed to His.
The standard pathway approximation to the coupling element was used, and is

described in detail elsewhere [7-12]:

Equation 3.1 =H¢ H 8”“""H el hmull—[ g e
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8h()nd —_ 0.6
Equations 3.2.a-c ghnd = 0.36exp[-1.7(R - 2.8)]
7 = 0.6exp[-1.7(R —1.4)]

Results

The absorption spectrum of [Ru(bpy)g(im)2]2+, oxidized wt HiPIP, and ruthenium-
modified HiPIP are shown in Figure 3.3. The spectrum of the modified protein is a sum of
the model complex and unmodified protein, which indicates weak electronic interaction
between the redox partners. The absorption spectra of reduced and oxidized HiPIP are
shown in Figure 3.4, and the difference spectrum is shown in Figure 3.5. The large
difference in optical density at the probe region (532 nm) allowed good signal to noise in
the transient absorption experiments. The difference spectrum of the model complex in
Ru' and Ru’" oxidation states is shown in Figure 3.6. At 532 nm the difference in optical
density is small. In fact, upon picosecond excitation, the expected instantaneous bleach of
the MLCT excited state was undetectable at 532 nm. Figures 3.7-3.12 show the transient-
absorption kinetics data for the modified-HiPIPs (His50, 81, 42, and 18). Figure 3.13
shows the kinetics data for His42 on a semilogx plot, which exemplifies that both the rise
and the fall of the signal fit well to two exponentials. The rate constants obtained from

least squares analysis of the kinetics data are summarized in Table 3.1,
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Figure 3.5 Absorption spectra of modified, unmodified oxidized HiPIP, and

[Ru(bpy)a(im),]**.
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Figure 3.6 Absorption spectra of reduced and oxidized HiPIP.
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Figure 3.7 Difference spectrum of reduced and oxidized HiPIP.
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Figure 3.8 Difference spectrum of [Ru(bpy),im, model complex.
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Figure 3.9 Transient absorption kinetics of HiPIP-Ru(bpy).imHis50. The solid line

represents the best fit of a singe exponential function.
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Figure 3.10 Transient absorption kinetics of HiPIP-Ru(bpy),imHis81. The solid line

represents the best fit of a two exponential function that fit the rise and fall of the signal.
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Figure 3.11 Transient absorption kinetics of HiPIP-Ru(Me,bpy).imHis81. The solid line

represents the best fit of a two exponential function that fit the rise and fall of the signal.
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Figure 3.12 Transient absorption kinetics of HiPIP-Ru(bpy).imHis42. The solid line

represents the best fit of a two exponential function that fit the rise and fall of the signal.
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Figure 3.13 Transient absorption kinetics of HiPIP-Ru(Me:bpy).imHis42. The solid line

represents the best fit of a two exponential function that fit the rise and fall of the signal.

105



0.01

-0.01

AOD

-0.02

-0.03

-0.04

-0.05

HIPIP-Ru(Meszy)zimHis42
.
®
.
1 1 1 | | |
0 5 10 15 20 25 30

Time (ns)

106



Figure 3.14 Transient absorption kinetics of HiPIP-Ru(bpy).imHis18. The solid line

represents the best fit of a two exponential function that fit the rise and fall of the signal.
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Figure 3.15 Semilogx kinetics plot of HiPIP-Ru(Me>bpy).imHis42 illustrating fits for the

rise and fall of the signal.
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Table 3.1 Table of rate constants, distancc;s, and driving forces. The driving forces were
obtained from redox potentials of iron-sulfur cluster and the ruthenium model complex.
For the His42 mutant the redox potential were measured with the modified HiPIP.
E°{[Ru(bpy).(im)(His42)HiPIP[Fe;Si]""**] = 0.393 V: [Ru’"**(bpy).(im)(His42)HiPIP =
1.046 V: For His18,50,81 mutants, the driving force was estimated using the E° for the
(HisX)HiPIP[Fe S (X = 18, 50, 81) and Ru™"*(bpy).(im)(His42)HiPIP.
(HisI8)HiPIP[Fe,Ss1™ = 0341 V; (His50)HiPIP[Fe,S,]™™ = 0356 V;
(His8 HiPIP[Fe,S:]**** = 0352 V ] vs. NHE. For the Me;bpy complexes

[Ru"*"'Me,bpy),(im),] = 0.96 V was used to calculate the driving force [41].
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Discussion

Arguments for Activationless Back ET

A decrease of ~ 100 meV in —AG® for the [Fe,S,]” — Ru(HisX)" (X = 42, 18)
ET reactions has a negligible effect on kgr, which indicates that these reactions occur near

3+12+

the activationless (coupling-limited) regime. A relatively low [FesS4] reorganization
energy accords with NMR work that has established that the solution structures of
oxidized and reduced C. v. HiPIP [49] are very similar. In addition, X-ray studies [3]
show only a slight average increase (~ 0.1 A) in the Fe-S distances upon reduction.

Although these data argue for activationless back ET, further driving force dependence

data are required to definitively make this point.

Pathways

The ET rates for His81 and His 50 modified HiPIPs differ by greater than two
orders of magnitude, despite the fact that the distances between Ru and the closest Fe in
the [Fe4S4] core are nearly identical (R = 12 A+05 A]) (Table 3.1). Thus, ET studies in
these Ru-HiPIPs provides a particularly rigorous test of the tunneling-pathway model.
The standard pathway approximation (see page 86) to the coupling element resulted in
calculated [Fe,S 4]ZJ':[Ru(HisX)]3+ electronic coupling values consistent with the
experimental results (Table 3.2). The calculated couplings of His81 and His50 also varied
over two orders of magnitude. This is good evidence that the pathway tunneling model
provides a realistic account for the electronic interaction of a donor and an acceptor

separated by structural elements of the protein matrix.
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The three hundred-fold rate difference between the His 50 and His 81 derivatives
is remarkable, given the fact that the closest Ru-Fe distance difference is only | A. This
large rate difference is attributable to the relatively weak coupling associated with the 3.8
A through-space jump in the dominant His50 pathway. Average barrier models, whether
calibrated from f values observed in the photosynthetic reaction center [50], or estimated
from theoretical analysis of idealized secondary structure elements [13], fail to predict the
relative ET rates in Ru-HiPIP by orders of magnitude. The rate differences observed here
arise from the connectivity of the superexchange pathways. The relative strengths of these
tunneling routes can be understood only in the context of superexchange pathway analysis,
which takes the three-dimensional structure of the folded protein into explicit account.

Pathway analysis reproduces the trends in the experimental ET rates, which vary
over two orders of magnitude, despite the fact that the metal-to-metal distances vary by
just 1 A or less. The two derivatives with the slowest ET reactions have through-space
jumps in their dominant paths (His50, 8 covalent steps and a 3.8 A through-space jump;
His18, 7 covalent steps and a 3.4 A through-space jump). The better coupled derivatives,
His42 (11 covalent steps) and His81 (7 covalent steps, 1 hydrogen-bond), do not require
through-space tunneling. The shortest fully covalent bridge available to the His81
derivative is 20 bonds in length, so the strongest superexchange pathway in this derivative
includes a hydrogen bond shortcut. Indeed, the relatively rapid electron tunneling in
Ru(His81)-HiPIP underscores the importance of hydrogen-bond mediated superexchange.
The coupling mediated by hybrid covalent/hydrogen-bonded path in this mutant is

comparable in strength to that of the fully covalent bridging unit in the Ru(His42)-HiPIP.
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Figure 3.16 Dominant ET path for HiPIP-Ru(bpy,)im-His50 computed from
PATHWAYS model. The His50 path contains 8 covalent steps and a 3.8 A through-space

jump.
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Figure 3.17 Dominant ET paths for HiPIP-Ru(bpy.)im-His81 computed from

PATHWAYS model. The His81 path contains 7 covalent steps and one H-bond.
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Figure 3.18 Dominant ET path for HiPIP-Ru(bpy,)im-His42 computed from

PATHWAYS model. The His42 path contains 11 covalent steps.
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Figure 3.19 Dominant ET path for HiPIP-Ru(bpy,)im-Hisl8 computed from
PATHWAYS model. The His50 path contains 7 covalent steps and a 3.4 A through-

space jump.






Table 3.2 PATHWAY couplings and ET rate constants for Ru(HisX)-HiPIPs.
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Ru(HisX)-HiPIP

Hag (calcd) eV

k, (caled) s '; [Ao(eV)]

His18 52x%x10° 3.3 x 107 [0.90]
His42 3.6x10" 1.7 x 10" [0.83]
HisS0 1.5 % 10° 2.2 x10°[0.91]
His81 3.6x10™ 1.6 x 10" [0.85]
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Figure 3.20 log(kgr) vs. D—A distance for a variety proteins and HiPIP. The protein data
have been previously compiled [13]. The solid lines that bound the data are distance

decays for 8 values 1.0 A™' (upper line) and 1.6 A™' (lower line).
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Effect of Protein Dynamics

Protein structures are in thermal flux, and continuously transfer from one
conformational state to another. The nature of protein motions can be divided into an
energetic hierarchy or ‘landscape’ [51-53]. This is paralleled by a hierarchy of relaxation
times that ascend from fast lattice-like motion in the protein interior, via slower large-
amplitude motion of surface residues, to collective dynamics in which large parts of the
proteins are engaged. When these motions are required to reach the transition state
geometry, then they are part of the reaction coordinate and contribute to the total
reorganization energy. Consequently, if the electronic coupling becomes sufficiently
strong, then ET can become limited on the timescale of these motions. Specific
incorporation of friction, as in the adiabatic-nonadiabatic transition models (Chapter 1,
page 27), 1s then applicable [54].

Further, protein dynamics also involve breaking and forming of hydrogen bonds,
and changes in through-space distances. These motions can lead to gated ET. where
conformational dynamics constitute separate chemical kinetic steps [55.56]. When
populations of more and less strongly coupled conformational isomers exist,
multiexponential kinetics can be expected.

The data reported here represent the fastest ET kinetics measured to-date in Ru-
modified proteins. In this study we have not found evidence of limiting or gating behavior
in the ET kinetics of the various modified HiPIPs. The fastest back ET rate from His81
mutant is 6.1 x 10® s™', and thus the adiabatic limit occurs on a timescale less than or equal

to one nanosecond.
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If the observed rise of the His81 transient (k) is assigned to forward ET (ki)
(Figure 3.2), then the adiabatic limit is less than or equal to 80 ps. This assignment needs
to be confirmed by measuring the yield of ET product, which is a measurement that was
not possible at the time of these experiments. However, indirect evidence suggests that
Kons = KeTforwara- Consider Equation 3.3, which shows that the rate of excited-state decay
(Kobs) 18 equal to the sum the rates of all processes that deactivate the excited state.
Equation 3.3. kops = ko + ko + ket
Where k, is the decay rate of the unquenched chromophore, and k., is the rate of energy
transfer. In order for k.. = kgt, ko, and k., have to be much slower than kgr. First, the rate
of the unquenched ruthenium model complex has been independently measured, k, = 1.5 X
10" s7', to be ~3 orders of magnitude slower than k. (His81). Second, the rate of energy
transfer by electron-exchange interactions (Dexter) are believed to decay twice as fast
with distance as the rate of ET. Third, energy transfer by Coulombic interactions
(Forster) is mediated by though-space dipole-dipole interactions, and it has already been
dramatized that through-space interactions fail to explain the rate difference between
His50 and His81. Thus, this indirect evidence indicates that forward ET occurs in 80 ps

and suggests that the adiabatic limit occurs on a timescale less than 80 ps in HiPIP.

Conclusions

The ET kinetics presented here for ruthenium modified HiPIPs clearly show the
importance of the structural details of the intervening protein medium. A large through-
space jump in His50 explains the factor of 300 in rate difference with His81. Also

highlighted is the importance of H-bonds that short-circuit longer covalent paths and lead
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to strong coupling and fast ET rates in His81. Finally, these are the fastest ET measured
to-date for ruthenium modified proteins, and are not limited by the rate of protein medium

reorganization.
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Chapter 4

Electron Tunneling through Water

‘The most abundant substance on Earth is the most mysterious material known’.

CH Cho, S Singh, GW Robinson, Farad. Disc., 103, 19-27 (1996).

Water is ‘a still poorly known liquid’.

Y Marechal, in Hydrogen Bond Networks, ed MC Bellisent-Funnel and J Dore, NATO ASI
series, Kluwer, Dordrecht (1994).

Water is an ‘anamalous liquid and solvent’.

J Jonas, A Jonas, Annu. Rev. Biophys. Biomol. Structure, 23, 287 (1994).

‘It is the most well-known and the least understood compound’.

HIC Berendsen, Natuurkd. Voordr., 59, 85 (1981).
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Abstract

The distance dependence of photoinduced intermolecular electron transfer between
excited [Ru(tpy):]2+ (tpy = 2,27:6,2"-terpyridine) and [Fe(OH,)s]'* ions in aqueous glasses
at 77 K has been determined. Luminescence-decay kinetics and quantum yields for a
series of ferric ion concentrations are analyzed in the context of semiclassical ET theory

and are consistent with an exponential distance decay factor ( ) of 1.68 +0.03 A"

Introduction

Water is the natural solvent for the chemical processes of life. Thousands of
chemical reactions that keep an organism alive occur in the aqueous solutions of blood,
digestive fluids, and cytoplasm. The simplest type of reaction in nature is electron transfer
(ET), since no chemical bonds are formed or broken in its process; nonetheless, ET is the
fundamental reaction in photosynthesis and aerobic respiration. Redox sites embedded in
a hydrophobic protein matrix are exposed to water in varying degrees. The unique
physical properties of water influence ET in a variety of ways and can serve as a tuning
element for optimizing the rate of ET.

The polarity of water stabilizes the charge-separated product, and results in a large
solvent reorganization energy. Thus, varying water exposure of the redox centers in
proteins can influence the rate and directionality of ET (forward vs. back). Further, the
dynamics of water reorientation can limit the rate of ET at around ~1 ps (see Chapter 1,
page 27). Finally, water can mediate electronic coupling between the redox couple via a

superexchange mechanism, which is the subject of this chapter. Water structures that



reside in the protein matrix range in size from single molecules to larger assemblies or
chains, which raises the question if these structures should be considered in ET coupling
pathway analysis (Figure 4.1, [1]).

The efficiency of the solvent as a medium for ET remains a relatively unexplored
aspect of long-range ET studies. Solvent-mediated ET is difficult to ascertain because,
unlike the covalent donor-bridge-accceptor systems, the bridge consists of a dynamic
medium with translational degrees of freedom. Diffusion occurs on a nanosecond
timescale and accordingly, distance dependence information of ET must be obtained on an
even faster time scale. On the subnanosecond timescale, however, ET occurs over a small
distance range (~5-7 A), making distance decay measurements prone (0 error.
Alternatively, solvent glasses at low temperature eliminate the translational degrees of
freedom on the timescale of the experiment. In the absence of diffusion intermolecular ET
can occur over long distance (>20 A), providing a suitable range to measure distance
decays.

Water-mediated ET is not a new issue and has been discussed since the early days
of ET. In 1958, Klotz et al. [2] theorized that a number of important long-range
biological ET processes might occur via water bridges. This was followed in 1963 when
Horne performed an experimental study of Fe**-Fe'* electron-exchange kinetics in ice
media [3]. He concluded that ET can occur over ‘very great distances’ (~100 A) in
aqueous media by a water-bridging mechanism. These results were challenged three years
later by Nitzan and Wahl who stated that although exchange does indeed occur, they were
unable to reproduce the rate measurements and therefore could not support Horne’s

suggestion concerning the mechanism [4].
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Figure 4.1 Structure of cytochrome f containing a chain of 5 water molecules leading

from the surface of the protein to the active site.






The following decade, Miller performed pulse-radiolysis experiments in frozen
aqueous glasses [5.6]. The tunneling distance of solvated electrons trapped in the glass
matrix was described in terms of a barrier penetration model combined with a ‘sphere of
action” model that assumes all electrons within a critical transfer radius have reacted with
acceptors. While, sphere-of-action models can provide good fits to experimental data they
provide limited physical insight [7.8]. However, subsequent unpublished analyses of the
data in the context of superexchange models with an exponential distance dependence
yielded S values of ~ 1 A" [9].

Further pulse radiolysis experiments in aqueous glasses were performed by
Khairutdinov, Zamaraev, and Zhdanov [10]. In addition, they reanalyzed Miller’s pulse
radiolysis data of solvated electrons in aqueous glasses. A compilation of data of ET
between a spectrum of donor and acceptor types in acidic and basic glasses was analyzed
with superexchange type models to give a B range of 0.5-1.0 A"

The distance dependence of solvent-mediated ET has also been measured in fluid
solution [11-14]. Transient conductance measurements of solvated electrons in fluid
aqueous solution determined a 8 value of 0.75 A™' [11]. Other interesting experiments in
fluid organic solutions in which ET rates in C-shaped molecules were compared to their
linear-shaped isomers have provided evidence for solvent-enhanced electronic coupling,
although no distance dependence data were reported [12-14]. In addition, intermolecular
ET in fluid organic solutions was analyzed with a sophisticated through-solvent theory

that includes solvent structure and hydrodynamic effects [7]. Distance dependence



information is inherently difficult to glean from intermolecular ET experiments in fluid
solutions (vide supra).

McLendon [15] performed photoinduced ET reactions in glucose glasses and was
the first to report a distance decay parameter (f = 1.4 A™") that was derived from a
luminescence-decay analysis based on Inokuti-Hirayama theory. The Inokuti-Hirayama
theory [16] assumes an exponential distance dependence and a random distribution of
donor and acceptor molecules (vide infra) and reflects the physical properties of the
system more accurately than a ‘Sphere-of—aétion’ model.

A number of theoretical studies have examined the effects of water mediated
electronic coupling. An early study by Larsson [17] considered a simple McConnell
superexchange model [18] for Fe'*—Fe’* self-exchange and reported a 3 value of 2.4 A™".
However, a lower [ value would result if the bulk solution ionization potential (~9 eV) for
water is used in the calculation rather than the gas—phase ionization potential (12.6 eV).
Newton reported a 8 value of 1.0 A™' from ab initio results of water-mediated electronic-
coupling strengths [19]. However, his current unpublished INDO results give S values of
around 1.5 A [20]. Recent calculations by Cave [21] report a comparison of ab initio
and INDO results for electronic coupling in water. The ab initio results give a 3 value
range of 1.5-1.8 A™' depending on the geometry of the intervening water molecules, while
the INDO calculations result in a 8 value of 2.0 A™".

The B values reported for water [5,6,10,11,17,19-21] (0.75-2.4 A™') span the
range of 3 values found for ET across covalent bridges (0.8-1.2 A7) [22-30]. Since ET is

mediated by the most efficient pathways, the question arises to what extent
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‘intramolecular” ET is mediated by the solvent that surrounds a given donor-bridge-
acceptor system. In order to address this question, the efficiency of solvent-mediated ET
must be known. To this end, we have examined excited-state ET reactions in aqueous
glasses to determine the efficiency of water-mediated ET. Here we report the distance
decay factor () for electron tunneling in aqueous glasses obtained by analysis of

luminescence-decay and quantum yield data.

Background

The Nature of the Vitreous State

Upon rapid cooling to temperatures below the freezing point, alcohols, aqueous
solutions (concentrated acids, salts and alkalis), and some organic solvents solidify to form
amorphous glasses instead of crystals. In general, crystalline solvents are of no use as a
medium for ET studies since solutes (i.e., donors and acceptors) are extruded upon
crystallization. The structure of the amorphous glass, however, is analogous to the liquid
structure, and is often considered the instant mould of liquid. The final state of a liquid
upon cooling depends on the relative rates of viscosity increase vs. crystal formation. In
general, the probability of glass formation is increased by increasing the rate of the
temperature drop, and by reducing the volume of the sample [10]. The final density of the
glass, and thus the concentration of solutes, depends on the rate of cooling, because the
change in volume is delayed with respect to the change in temperature [32]. The scale of

the concentration variation from this effect, however, does not exceed 5% in aqueous
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glasses, which is the maximum volume change upon a temperature change from 300 to
77 K.

In frozen media, ET that was rapid at room temperature often ceases, which can
be ascribed to lower thermal energy and freezing of the solvent coordinate. This was the
case in our studies when low reduction-potential organic quenchers like methyl-viologen
or tetracyanoethelene were used as electron acceptors. The high reduction potential of
ferric ion (0.77 eV), however, provided enough free energy for the ET reaction to occur
at 77 K. At room temperature, the orientational motions of the solvent dipoles contribute
to the reorganizational energy [33-35]. When these motions are frozen, the solvent
reorganization energy becomes part of the free energy change (Figure 4.2) [36-39]. The
change in energetics arises because ET occurs with solvent dipoles in the orientations of
the initial state. Thus, the products formed in these orientations are at high energy
compared to products formed in fluid solution because the charge-separated state is no

longer stabilized by the solvent.

Electronic Structure of Water

The electronic properties of bulk water are in general discussed in terms of amorphous
semiconductors. The band gap (E,) between the valence and conduction band and the
location of the conduction band edge (E.) relative to the vacuum level are still current
topics in the literature [40,41]. The threshold energy for photoelectron emission by liquid
water (E,) has been estimated from thermodynamic cycles, giving a value of E, = 9 eV

[42]. In addition, it has been directly determined by photoelectrochemical studies
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Figure 4.2 Free energy diagram for ET in fluid (solid line) and rigid (dashed line) media.
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Figure 4.3 Energy diagram illustrating the water band gap overlaid with the energy of
solvated electrons, [Ru(bpy);]2+ and Fe.w,q3 " ion for reference. The energy scale on the left

originates at the vacuum level, and the right scale originates vs. NHE [64].
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with reported values of E, = 9.3 + 0.3 eV [43], 9.3 = 0.1 eV [44], and 10.06 = 0.1 eV
[45.46].

Estimates of the energy band gap of water, E, = E—E., from threshold photoelectron
energies values (E, = 9.5 £ 0.5 eV) and conduction-band minimum energy values (E. = —
1+ 0.2 eV [47-49] and 0.06 = 0.6 eV [41]) determine an average band gap E, =8.6 = 0.7
eV. This is the average value of all the semi-empirical determinations in the literature
[40], which is quite close to the energy gap adopted for ice: 9 eV [50], 7.8 eV [51,52],
and 10.9 eV [53]. Figure 4.3 shows the band gap for water in relation to the excited state

[Ru(bpy):]** donor and ferric ion acceptor.

Experimental

Materials

[Ru(tpy).]Cl. was synthesized and purified according literature methods [31].
(NH4)Fe(S04), (99.99%), H.SO, (double distilled), D-O (99.9%), D-SO4 (99.9%) and

HSO;F (Aldrich) were used without further purification.

Preparation of Glasses

Stock solutions of 25% v/v acid (H.SO4, HSO:F in H,O and D-SO; in D,O)
containing ~10 uM [Ru(tpy).]JCl. were prepared for each experiment. A 0.5 M
(NH4)Fe(SQy), solution was prepared with the [Ru(tpy).]Cl> stock solution and serial
dilution (also with the [Ru(tpy).]ClL, stock solution) gave a [Fe(HgO)f,]‘+ concentration
range of 0-0.5 M. This procedure insured equivalent concentrations of [Ru(tpy).]** for all

the samples in a series. The solutions were degassed with Ar for 5 minutes in a 5 mm OD
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tube that fit into a finger dewar (Wilmad). The samples were frozen slowly (dipping rate

of ~1 cn/5 sec) in liquid nitrogen to avoid formation of cracks in the aqueous glasses.

Instrumentation

Relative Quantum Yield

The 514 nm line from an argon ion laser (Coherent) was used for excitation. The
luminescence was dispersed in a 1.5 m focal length monochromator (Spex) and detected
with a liquid nitrogen cooled CCD (Princeton Instruments). The CCD provided reliable
luminescence intensity measurements over three orders of magnitude; a large range of
quencher concentration (0-0.5 M) could be used without changing the instrument
parameters. Luminescence quantum yield experiments at liquid nitrogen temperatures are
difficult to perform reproducibly. The experiment is very sensitive to sample positioning
and homogeneity of the optical glass. In order to test our ability to reproducibly position
samples, we performed both steady-state and time-resolved Stern-Volmer experiments
with [Ru(bpy);]2+ as the chromophore and [Ru(NH;)f,]‘x+ as the quencher (Figure 4.4). We
obtained excellent linear correlation (R=0.9999) when the integrated luminescence
intensity was plotted against luminescence lifetime, thus proving that we could position
samples reproducibly. Moreover, reflections from small cracks in the optical glass result
in large deviations in luminescence intensity by causing directed luminescence and multiple
path excitation. In order to minimize the intensity deviations, the finger dewar containing
the sample was placed in an integrating sphere. A steady flow of nitrogen gas eliminated
water condensation on the optical faces. Each quantum yield experiment was carried out

three times with intensity fluctuations ~ 1% (stdev/mean).
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Figure 4.4 Steady-state vs. lifetime Stern-Volmer queching plot of [Ru(bpy):]**
luminescence quenched by [Ru(NH;)e]’*. The lifetime measurement is position insensitive
while the steady-state measurement is very position sensitive. The degree of linearity

attests to the accuracy and reproducibility of the luminescence quantum-yield experiment.
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Luminescence decay

Chirped pulse amplification and dual grating pulse compression [see Chapter 3.
page 86] from a mode locked Nd:YAG laser (Coherent) seeding a Nd:YAG regenerative
amplifier (Continuum) provided 532 nm excitation (10 ps FWHM, 10 Hz repetition rate).
The luminescence was dispersed with a Spex 270M monochromator and detected with a
PMT (Products for Research). The PMT signal was amplified and digitized with a digital
oscilloscope (LeCroy) and recorded on a PC. The instrument response measured 15 ns

FWHM.

Theory and Data Analysis
The semiclassical theory (see Chapter |, Equation 1.7 and corresponding
references) describes that rate of ET decays exponentially with distance, R, from the

contact rate, k,. and is scaled by the distance decay parameter, f3.

L\ )
at Y _ :
Equation 4.1. B = ( L3 TH;‘B exp{ (AG + A) J

h’AkT 4AkT
The electronic-coupling matrix element, Hp, gives rise to the exponential distance

dependence.
R
Equation 4.2. H o =8 exp(—ﬁz—]

The model used here to describe ET in a system of randomly dispersed donor and
acceptor molecules derives from one developed by Inokuti and Hirayama [16] for the case
of exchange energy transfer. This model was later refined to account for the excluded

volumes of the donor and acceptor (Equation 4.3) [54].
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Equation 4.3. 1(t)=1_,exp —TL -A-[Q] 3[ {i—exp|-1tk, exp(- B(R—d))[}R*dR }
d

Equation 4.3, which is valid in the [Q] < 5 M concentration regime, describes the
luminescence decay, /(7), in terms of the intensity at time zero (/,-y), the lifetime in the
absence of quencher (7,), the distance decay factor () and the ET rate at contact distance
between donor and acceptor molecules (k,) (A = 396.417). The function in the integrand
describes the time dependent evolution of luminescence quenching by ET in a random
distribution of acceptors around donor molecules where ET is governed by an exponential
distance dependence. This model allows for excluded volumes to be considered by
numerically integrating from d to R, where d is the distance between the centers of
donor and acceptor at van der Waals contact and R, is the maximum distance at which
quenching occurs [54].

The function f(R,t) in the integrand of Equation 4.3 depends sharply on distance.

Figure 4.5 shows the evolution of f(R,t) at four time points.
Equation 4.4. f(R,1)=[1—exp(-rtk, expl- B(R—d))IR’

Equation 4.3 is applicable if the following four assumptions are valid [16,54]. (1)
The donor and acceptor molecules are randomly distributed. (2) Translational motion is
slow with respect to ET. (3) The rate of ET is independent of molecular orientation and
(4) has an exponential distance dependence. The dependence on molecular orientation is

only significant on a time scale of less than a few hundred picoseconds [7].
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Figure 4.5 The function f(R,t) (Equation 4.4) which is part of Equation 4.3 evaluated at
various times, with constant values for k, and 8 taken to be 1 x 10" s™ and 1.65 A",

respectively.
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The goal of this analysis is to determine the ET distance-decay factor, 3, from a set
of luminescence decay data that were measured as a function of quencher concentration.
Equation 4.3 contains three unknown parameters—p3, k,, I,-o. When luminescence decay
data alone are fit to Equation 4.3 with three unknown parameters, then f and k, are
strongly correlated and a unique solution cannot be found. However, one unknown
parameter, [,-y, 1s effectively determined by independently measuring the relative
luminescence quantum yield for the same set of samples.

The luminescence yield experiments are time-integrated measurements that provide
an accurate account of the luminescence intensity. This additional information allows
normalization of I,-, parameter in the luminescence decay data. Thus, the luminescence
decay experiments combined with the luminescence yield experiments reduces the
unknown parameter set to f and k,. Specifically, the normalization of the luminescence
decay data is accomplished if one considers, A /Awi = OA/A, Where o is the
normalization factor and Ay, Awcos Ay A are numerical integrated areas of the
luminescence yield with and without quencher, and the luminescence decay with and
without quencher, respectively. Prior to this normalization, A, is set equal to T, by
multiplying the I,(t) data by a corresponding factor. Finally, the normalized luminescence

decays are fit to Equation 4.3 to obtain unique values for the ET parameters f and k..
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Results and Discussion

The Beta of Water

Photoexcitation of [Ru(tpy).]*" embedded in 25% acid aqueous glasses at 77 K
results in luminescence that is quenched by ET in the presence of Fe,,'*. Energy transfer

quenching can be eliminated as a decay channel because the overlap of Fe,,'* absorption
(Amax = 715 nm, € = < 0.01 M'em™) [65] and [Ru(tpy),]** luminescence (A, = 600 nm)
is negligible. The concentration range of Fe,,'* used was 0.01-0.5 M and the glassing
media were H.0/25% H,SO., H.0/25% HSOsF, and D.0/25% D,SO, at 77 K. The
steady-state luminescence data used to determine the relative luminescence quantum yields
are presented in Figure 4.6. Figures 4.7-4.9 shows integrated intensities obtained from
luminescence yield experiments (Figure 4.6) plotted against the concentration of Fe'*
quencher. These data were used to normalize the luminescence decays in Figure 4.10.

In the absence of ferric ion quencher, the lifetime of [Ru(tpy).]*" is 8.0 ps in H,O
and 10.2 ps in D;O at 77 K. In these excited-state ET experiments, a long lifetime is
essential since ET occurs over a larger distance range for longer lifetimes. Consequently,
longer lifetimes result in more reliable distance dependence information.  The
luminescence lifetimes of the excited-state donor are long enough (~10 ps) to allow a
significant distance range (~25 A) to be probed. The decays of the quencher-containing
samples are nonexponential and were fit to Equation 4.3 using a least squares fitting
routine (Figure 4.11-4.13). Table 4.1 shows the resulting parameters, 8 and k,, from the

best fits. The sensitivity of the fits on the value of  for a constant value of &, are shown
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in Figure 4.14, which shows the calculated decays for values of f +0.1. The 8 value for
the H.0/25% H-SO, system is 1.68 + 0.03 A™'. Our experimental f3 value is in excellent

agreement with the most recent ab initio calculations by Cave who reports a f-value

range of 1.5-1.8 A~ for water [21].

Deuterium Isotope Effects

The deuterium isotope effect of B (Bu/Bp = 1.03) is negligible. The absence of a
deuterium isotope effect of  implies that the electronic coupling between water molecules
is equivalent for H>O and D,O. There is, however, a pronounced isotope effect of ky/kp =
3.2. This observation is consistent with results from early investigations of Feaq:"—Feaq"+
(ku/kp = 2) [55] and Cr,"*~[Co(NH;)sH,O1™ (ku/kp = 3.8) [56] exchange reactions in
D,0O. One explanation for ku/kp isotope effects is nuclear tunneling (see Chapter 1, page
20). If nuclear tunneling has a large contribution to the rate of product formation, then
the smaller O-D vibrational frequency will lead to a smaller Franck-Condon factor, and

thus a slower rate constant.

The Role of the Sulfate lon

A concern was that the sulfate ion from the sulfuric acid could mediate ET. In
order to test this, we performed the experiments in HO/25% HSO:F glassing medium.
The ionization potential of fluorosulfate is much larger than that of sulfate ion. Thus, if
ET were mediated by sulfate ion, we would expect a large effect in distance dependence
(See Chapter 1, page 15). The fact that the B value is the same for both H.O/25% SENION

and H-0/25% HSO5F indicates that the sulfate ion does not mediate BT.
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Figure 4.6 Relative luminescence quantum yield data of [Ru(tpy).]** in H;O/H.SO; (top),
D,0/D-S0O,; (middle), and H,O/HFSO; (bottom) with various Feaq3+ concentrations (0,

0.05, 0.1, 0.25, 0.5 M).
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Figure 4.7 Semilogy plot of the integrated luminescence intensity of [Ru(tpy).]** as a
function of Fe'* concentration in H,0/25% H,SO, glass at 77 K. The black line represents

the best fit to an exponential function.
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Figure 4.8 Semilogy plot of the integrated luminescence intensity of [Ru(tpy).]"* as a
function of Fe'* concentration in D->0/25% D,SO, glass at 77 K. The black line represents

the best fit to an exponential function.
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Figure 4.9 Semilogy plot of the integrated luminescence intensity of [Ru(tpy).]*" as a
function of Fe'* concentration in H.0/25% HFSO; glass at 77 K. The black line

represents the best fit to an exponential function.
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Figure 4.10 Normalized luminescence decay data of [Ru(tpy)g]2+ (To = 8 us) in
H-O/H,SO, glass at 77 K. The concentrations of Fe,,'* quencher used are 0, 0.05, 0.1,

0.25, and 0.5 M.
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Figure 4.11 Semilogx plot of the luminescence decays of [Ru(tpy)g]z" for a range of Fe'*
concentration (0, 0.05, 0.1 0.25 and 0.5 M) in H.O0/25% H,SO, glass at 77 K. The black
lines are best fits to Equation 4.3. The averaged results from the fits for the four

concentrations of the unknown parameters J and k, are shown in Table 4.1.
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Figure 4.12 Semilogx plot of the luminescence decays of [Ru(tpy).]”* for a range of Fe™*
concentration (0, 0.05, 0.1 0.25 and 0.5 M) in D,0O/25% D,SO, glass at 77 K. The black
lines are best fits to Equation 4.3. The averaged results from the fits for the four

concentrations of the unknown parameters [ and k, are shown in Table 4.1.
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Figure 4.13 Semilogx plot of the luminescence decays of [Ru(tpy)g]2+ for a range of Fe*
concentration (0, 0.05, 0.1 0.25 and 0.5 M) in H,0/25% HFSO; glass at 77 K. The black
lines are best fits to Equation 4.3. The averaged results from the fits for the four

concentrations of the unknown parameters 3 and &, are shown in Table 4.1.
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Figure 4.14 Simulated kinetics traces illustrating sensitivity to the  parameter. The
traces were calculated from Equation 4.3 using the same concentrations used in the
experiments (0.05-0.5 M) and a k, value of 1 x 10" s™'. The solid trace represent a f3
value of 1.65 A™', while the corresponding upper and lower dashed traces represent j3

values of 1.75 and 1.55 A™', respectively.
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Table 4.1 Parameters, B and &, obtained from best fits of normalized luminescence decay

data to quenching model (Equation 4.4) for various concentrations of Fe,, " acceptor.
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Water in Protein-ET Pathways

ET between redox sites in proteins is mediated by the most efficient tunneling
pathways. Considering that water is contained within and surrounds proteins, it is relevant
to question the interplay of water and the protein matrix in mediating ET. To answer this
question, the relative efficiencies of protein matrix vs. water mediated ET must be known.
While protein ET has been measured for many different systems (Figure 4.15) [57], only a
few pulse-radiolysis measurements have been performed in aqueous glasses [5,6,10].

The B values obtained for water with pulse-radiolysis measurements (0.5-1.0 A
[9,10] are lower than those of covalent paths in protein matrices (1.1-1.5 A7) [57]. Thus,
the pulse-radiolysis experiments predict that electronic coupling through water is better
than through the protein matrix. Our photoinduced ET results, however, indicate (Figure
4.15) that the ET rate through water will be much slower than the rate of ET in a protein
matrix. Thus, according to our results, ET will proceed most efficiently through direct
covalent pathways, rather than water. Nonetheless, the most efficient tunneling pathway
might include water structures rather than a circuitous covalent route. For example, the
efficiency of a pathway in which a water molecule bridges a 3.5 A gap would be
equivalent to a 5.2 A covalent path, assuming a 3 of 1.68 A" for the water-bridged gap
and 1.1 A" for the covalent path.

This difference in distance dependence obtained from pulse-radiolysis and
photoinduced measurements is consistent with the tunneling energy gap dependence

predicted by superexchange models [58]. These models predict that as the energy gap
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Figure 4.15 Plot of log(kgr) vs. direct D-A distance (R) illustrating differential electronic
coupling through water vs. through a variety of proteins. Water-mediated ET is slower
than any of the protein-mediated ET data. The protein data have been previously

compiled [57], with the exception of the HiPIP data which are compiled in Chapter 3.
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between the mediating bridge state and the tunneling electron becomes smaller, the S
value decreases. The energy gap between a solvated electron and the mediating bridge
state is 2 eV, while that of the excited state of [Ru(bpy)3]2+ is 3.6 eV (Figure 4.3). A few
experimental papers have analyzed ET data in terms of tunneling energy gap dependence
[59,60]. However, recent calculations by Dr. Jay Winkler indicate that thermal population
of the bridge states will lead to a hopping mechanism before the tunneling energy gap
dependence becomes observable.

A more plausible explanation for the difference in B for the two types of
experiments is that the distribution of trap-depths for the solvated electrons could lead to
an alternate, electron-hopping mechanism. The distribution in trap-depths gives rise to
broad optical absorption spectra that have a FWHM of ~ 1 eV [10]. The assignment of a
trap-depth distribution of 1 eV is corroborated by a blue-shifting absorption maximum
with time, which indicates a deeping of the trap-depths as the solvent stabilizes the
solvated electron [61-63]. A solvated electron in a trap is surrounded by more traps,
some of which are lower in energy. These lower energy traps can serve as electron
hopping intermediates. Consequently, the distance dependence obtained from pulse
radiolysis experiments might not be due to a pure electron tunneling mechanism and a 8

value for extracted from these studies are open to question.

Conclusions

In this work, we investigated the distance dependence of ET through a water

solvent system and thus quantified the efficiency of water mediated electronic coupling.
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The distance decay factor for ET mediated via water bridges was determined to be

1.68 A" by analysis of luminescence decays and quantum yield data.
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Appendix

MATLAB Data Analysis Program

date=input (*What is the date of your data?

fprintf('...loading S-S data...\n');
pl=['load ''d:\work\',6K date, '\Qv\D\O_1.prn"'"
p2=['load ''d:\work\', date, '\Qv\D\O_2.prn"'"
p3=['load ''d:\work\',6date, '\Qy\D\O_3.prn'"
p4=['load ''d:\work\',6date, '\Qy\D\1l_1.prn"'
p5=['load ''d:\work\',6date, '\Qy\D\1l_2.prn'"
p6=['load ''d:\work\',6date, '\Qy\D\1l_3.prn''
p7=['load ''d:\work\',date, '\Qy\D\2 _1l.prn'"
p8=['load ''d:\work\',6date, '\Qy\D\2_2.prn"'"
p9=["'load ''d:\work\',6date, '\Qy\D\2_3.prn'"
plO0=['load ''d:\work\',date, '\Qv\D\3_1.prn'
pll=["'load ''d:\work\',date, '\Qv\D\3_2.prn'
pl2=['load '‘'d:\work\',6 date, '\Qv\D\3_3.prn'
pl3=['load ''d:\work\',6date, '\Qy\D\4_1.prn'
pld=["'load ''d:\work\',6date, '\Qy\D\4_2.prn'
pl5=["'load ''d:\work\',date, '\Qy\D\4_3.prn'
plé=['load ''d:\work\',date, '\Qy\D\bg_1.prn'
pl7=['load ''d:\work\',date, '\Qy\D\bg 2.prn'
pl8=['load ''d:\work\',date, '\Qy\D\bg_3.prn'
eval (pl);
eval (p2) ;
eval (p3) ;
eval (p4) ;
eval (p5) ;
eval (p6) ;
eval (p7) ;
eval (p8) ;
eval (p9) ;
eval (pl0) ;
eval (pll);
eval (pl2) ;
eval (pl3) ;
eval (pl4) ;
eval (pl5) ;
eval (pl6) ;
eval (pl7);
eval (pl8);
X0=((X0_1¢(: 2) bg 1(:,2))+(X0_2(:,2)-bg_2(:,
bg_ {3l -
((X1_1¢(: 2) bg 1(:,2))+ (XL _2(:,2)-Bg _2(:,

bg_ {2,2)3) /3

((X _1(:,2)-bg 1(:,2))+(X2_2(:,2)-bg 2(:,
bg Bluw2y ) « I3
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2))+

2))+(X0_3(:,

2))+



= (%3 _
bg_ 3(.

143 2) bg_l(:,2))+(X3_2(:,2)—bg_2(:,2))+(X3_3(:,2)—
2)
X4=((X4_1
)
0
X1

) -

1 ) bg_l(:,2))+(X4_2(:,2)—bg_2(:,2))+(X4_3(:,2)—
o7 . 2
AQ= sum(X
Al=sum (X
A2=sum (X2
A3=gsum(X3) ;

Ad=sum(X4) ;

R(1)=Al./A0;

R{(2y=RD32 , /203

R(3)=A3./A0;

R(4)=24./A0;

F=0_I1(z,1)5

clear X0 1 X0 _2 ¥0_3 1 1 X1 2 X1 3 X2 1 X2 2 X2 3 X3 1 X3_2
X3 3 X4 1 X4_2 X4 3 bg l bg 2 bg 3 X0 X1 X2 X3 X4 A0 Al A2
A3 x:

global Ycfit Yavrg

)
(:
))
)I
)'
)'

fprintf('...loading kinetics data...\n');
pO=['load ''d:\work\4Aug98\kin\D\kin'''];
eval (p0) ;

tau=input ('what''s the lifetime? ');
fprintf('...normalizing data...\n');
v0=-K0+Kbg;

y1l=-K1+Kbg;

yv2=-K2+Kbg;

y3=-K3+Kbg;

yv4=-K4+Kbg;

clear KO K1 K2 K3 K4 Kbg;
offsetO=sum(y0(1:8500))./8500;

offsetl=sum(y1(1:8500))./8500;
offset2=sum(y2(1:8500))./8500;
offset3=sum(y3(1:8500))./8500;
offsetd=sum(y4(1:8500))./8500;

yvO0=y0-offsetO;
vli=yl-offsetl;
y2=y2-offset2;
v3=y3-offset3;
vd=yd-offset4;
AO0=(sum(y0)) .*5e-10;
Al=(sum(yl)) .*5e-10;
A2=(sum(y2)) .*5e-10;
A3=(sum(y3)).*5e-10;
Ad=(sum(y4)) .*5e-10;
Rkl=Al./tau;
Rk2=A2./tau;
Rk3=A3./tau;

Rk4=A4. /tau;
alpha(l)=tau./A0;
alpha(2)=R(1) . /Rkl;
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alpha(3)=R(2)./Rk2;
alpha(4)=R(3)./Rk3;
alpha(5)=R(4)./Rk4;

yv0=y0.
yvi=yl.
V2=y2.
y3=y3.
vad=vy4.

*alpha (1) ;
*alpha(2) ;
*alpha (3) ;
*alpha(4) ;
*alpha (5) ;

fprintf('...finding time zero...\n');
[del,x0]=delta(tau,y0);
for i=1:1length (x0) ;

if %x0(1)>0;

break

end
end
len=length(x0) ;
x0=x0(1+100:
y0=y0 (i+100:
yvl1=y1(i+100:
v2=y2(1+100:
v3=y3(i+100:
vad=y4 (i+100:
fprintf('...compressing data...\n');
[%c0,yc0,ycl,yc2,yc3,ycd]=compress (x0,y0,v1l,yv2,v3,v4);
lenl=length(xc0) ;
xc0=xc0(2:1lenl) ;
ycO=yc0(2:1enl)
yvel=yel {(2:lenl)
yc2=yc2(2:1enl)
yvc3=yc3(2:1lenl)
vcd=ycd (2:1enl) ;
len2=1length (xc0) ;

xfin0(1l:1len2)=xc0;
vfin0(1l:1len2)=ycO;
viinl(1l:1len2)=ycl;

vfin2 (1:1en2)=yc2;

viin3 (1l:1en2)=yc3;

vfind (1:1len2)=ycé;

cone=[ 005 0x1 0225 0:5]%
beta=1.69;

ko=4.0752el5;
pramO=[beta, ko] ;

clear v0 v1 yv2 y3 v4d x0;
fprintf('...fitting data..
Yin,1)=yfanl.";

¥z, 2)=vEin2 ';

Y (2530 =wfind. 'y
Y(:,4)=yfind"';

Y3 b =yEandt;
options(1l)=1;

« N
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options (14)=35;
t=le-7:1le-7:1le-5;
for f=1:4;

pr(f, :)=fmins ('IHB3',praml,options, [],tau,conc(:,f),xfin0
XliE)D

YEitiz, £)=yYafit;
end
len3=length (xfin0) ;
semilogx (xfin0O,Y¥(:,1), 'r',x£fin0,Y(:,2),'r',x£fin0,Y(:,3),'r"',
xfin0,Y(:,4), 'r',xfin0,Y(:,5), 'r',xfin0(1:1en3),Yfit(:,1), 'k
-',xfin0(1l:1en3),Yfit(:,2), 'k-"',%xfin0(1:1len3) ,¥fit(:,3), 'k-
', xfin0(1l:1len3),Yfit(:,4), 'k-")
pr

function [del,x0]=delta(tau,vy0);

[a,b]l=max(y0) ;

v0=y0 (b+1000:100002, :) ;
len=length(y0) ;
x=5e-10:5e-10:50.001e-6;
x=x"';

x1l=x(1l:1en, :);
fx=exp(-x1./tau) ;
yvi=sum(y0) ;

fi=sum(£fx) ;

del=tau* (log(yi/fi));
xdel=x1l-del;

x0=x- (x(b+935) +del) ;
function[xnew, ynew0, ynewl, ynew2, ynew3, ynewd ] =compress (x0, v0,
vl,y2,y3,v4)

xref=-6.2:0.005:-4.35;

xref=10." (xref) ;

maxcnt=length (x0) ;
xnew=zeros (1, fix((length(xref))./2)
vynewO=zeros (1, fix((length(xref)) . /2
yvnewl=zeros (1, fix((length(xref))./2
vnew2=zeros (1, fix( (length(xref))./2
vhew3=zeros (1, fix((length(xref))./2
ynewd=zeros (1, fix((length(xref))./2

Jent=1;
cnt=1;
for a=2:2:1length(xref)-1;
icnt=0;
while ((x0(cnt)<=xref(a+l))&(cnt<maxcnt))

xnew (jcnt)=xnew(jcnt) +x0 (cnt) ;
ynew0 (jent) =ynew0 (jent) +y0 (cnt) ;
yvnewl (jent) =ynewl (jent) +yl (cnt) ;
ynew2 (jcnt) =ynew?2 (jcnt) +y2 (cnt) ;
yvnew3 (jcnt) =ynew3 (jcnt) +y3 (cnt) ;
vnew4d (jcnt) =ynewd (jcnt) +y4 (cnt) ;

I
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cnt=cnt+l;
cnt=min (maxcnt, cnt) ;
lent=ient+l;

end

xnew (jcnt) =xnew(jcnt) ./ (icnt) ;

vnew0 (jcnt) =ynewO (jecnt) ./ (icnt) ;
vnewl (jent) =ynewl (jcnt) ./ (icnt) ;
vnew2 (jcnt) =ynew2 (jcnt) ./ (icnt) ;

ynew3 (jent) =ynew3 (jcnt) ./ (icnt) ;
ynewd (jcocnt) =ynewd (jcnt) ./ (icnt) ;
jent=jcnt+1;

end

function chisqgr=IHB3 (p, tau,conc,t,Y)
global Ycfit Yavrg
m=396.417;
lent=length(t) ;
beta=p(1l);

ko=p(2);

=5

Rmax=25;
R=d:Rmax. /100 :Rmax+d;
yv=beta.*R;
kdo=ko. *exp (-beta.*d) ;
for i=1l:lent

f=(l-exp(-t(i).*kdo.*exp(beta.*d) .*exp(-y))).*y."2;
A(i)=trapz(y.,.f);

end

g=3 %

phi=conc.* (beta.”-3).*g./m;
I=exp(-t./tau-phi);

I=TI";

lenI=length(I);

YEFfit=T (1ls18naT) ;

Y1lfit=Y(l:1lenI);

Yexp(:,1)=Y1lfit;
chisgr=(Yexp-Ycfit) '* (Yexp-Ycfit);
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Chapter 5

Excited-State Dynamics of Ruthenium-Modified Amino Acids
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Abstract

The pH dependent photophysical properties of a series of polypyridyl ruthenium
substituted amino acids ([Ru(bpy).(bpy-CONH-AA)], where bpy = 2.,2'-bipyridine,
CONH is an amide linkage, and AA are the attached amino acids in dapa ( 1), daba (2), orn
(3), and lys (4)) were investigated by steady-state and time-resolved luminescence
spectroscopy.  Due to negligible electronic interactions between the ruthenium
chromophore and the amino acid moieties, the absorption spectra of 1-4 do not change as
a function of pH (within detection limits). The luminescence lifetimes of these complexes,
however, show a marked dependence on pH. At low pH (< 2), quenching via excited
state protonation of the amide link leads to short lifetimes (T = 65 ns). In the pH 2-8
range, the lifetime (T = 337-427 ns) depends on the side-chain length of the amino acid in
the complex. At high pH (> 9), lifetimes (T = 430 ns) approach that of [Ru(bpy):]**,
suggesting that the amino acid moiety has a negligible effect on nonradiative pathways of

the ruthenium excited state.

Introduction

The unique photophysical properties of polypyridyl ruthenium complexes have
generated an increasing interest in the application of these complexes structure/function
sensors in the chemistry of biological macromolecules [1-12]. Their use as spectroscopic
and mechanistic probes for protein [1] and DNA structures [2,3] is well established.
Recent developments involving proteins as target sites include the molecular recognition
of [Ru(bpy);]:+ and [Ru(phen)g;]2+ derivatives by a monoclonal antibody [4] and ruthenium

modified proteins as anisotropy probes for solution dynamics and immunoassays of
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antigens [5]. In the latter work, amino acid side chains have been selectively labeled with
[Ru(bpy);]** complexes. This approach has also been successfully used for the
construction of several redox active peptides [6] and proteins [7-9]. Further applications,
such as labeling of transition metal pharmaceuticals with amino acids [10,11] or probing
substrate-surface interactions in peptide modified monolayers [12] may be envisioned.
These examples illustrate the potential of metal-modified biological systems as powerful
tools for structural and mechanistic studies.

An important feature of these applications is the response of the photophysical
properties of ruthenium chromophores to changing conditions of the microenvironment
provided by biological macromolecules. It is therefore of fundamental interest to study
the mechanisms that perturb the photophysical properties in detail. This understanding is
necessary in order to fully exploit the wealth of information provided by emission
spectroscopy. A number of studies have already shown that the excited state properties of
polypyridyl ruthenium complexes are sensitive to medium effects, such as solvent polarity
[13-15] or pH [16,17].

‘This investigation examined the pH dependent emission data of a series of
[Ru(bpy)3]2+ substituted amino acids (1-4, Figure 5.1). The synthetic amino acids feature
bidentate binding sites for transition metal centers and can serve as building blocks for
biomimetic assemblies [18]. The effect of protonation state of amino acid and amide
linkage functional groups on the photophysical properties of [Ru(bpy):] excited state are

explored.
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Figure 5.1 Structures of the Ru-substituted amino acids 1-4, and 5.



(1)
(2)
(3)
(4)

[Ru(bpy)2(bpy-CONH-DAPA)]
[Ru(bpy)2(bpy-CONH-DABA)]
[Ru(bpy)2(bpy-CONH-ORN)]
[Ru(bpy)2(bpy-CONH-LYS)]

0 3 3 3
1 L

WO =

(5) [Ru(bpy)2(bpy-CONEt,)]
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Experimental

Materials

RuCli: was a donation from Degussa. [Ru(bpy).Cl,] [20], [Ru(bpy).(bpy’)](PF),
(bpy’ = 4’-methyl-2,2’-bipyridine-4-carboxylic acid) [21], and [Ru(bpy).(bpy”)]|(PF).
(bpy” = 4--carboxysuccinimidoester-4"-methyl-2,2"-bipyridine) [21] were prepared as
described in the literature. “N-'Boc protected amino acids were purchased from Bachem
and used as received. Reagent grade solvents were obtained from Roth, NMR solvents and
all other chemicals from Aldrich. DMF and acetonitrile were purified by distillation over

CaH, under N,. Water for preparations and mechanistic studies was deionized.

Svynthesis and Characterization

All compounds were synthesized and characterized by Bernd Geifler. The details
of the synthesis can be found elsewhere [28].

C.H,N elemental analyses were performed on a Carlo Erba Elemental Analyser

Model 1106.

The synthesis of [Ru(bpy);]” modified amino acids followed the original
preparation of [(Ru(bpy)g(bpy-Lys—aN—tBoc')]2" (“N-'Boc-4) [21]. The succinimido ester
[Ru(bpy)2(bpy™)1(PF,). was reacted with the respective ®N-'Boc-protected L-amino acid

to afford the ruthenium substituted *N-'Boc-derivatives of 1-4 (Figure 5.1) with over
90% vyields. A number of photoredox active peptides [5,21] and peptide analogues, [22-

24] as well as ruthenium-modified proteins [4,7,25] containing the lysine derivative 4 have
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been reported earlier. However, little is known about the photophysical and chemical

properties of the constituting ruthenium-modified amino acid itself.

Acid deprotection of ON-'Boc-(1-4) is easily achieved in dioxane/HCIl. lon
exchange chromatography followed by precipitation of the ruthenium complexes with
ammonium hexafluorophosphate was used for purification of the free amino acids. It was
difficult to remove excess salts, which accumulated during chromatography (NaCl) and
precipitation (NH4PF). Analytically pure compounds were obtained only by repeated
stirring of suspensions of the amino acid complexes in water followed by acidification with

HPFg. As a consequence of this workup we always isolate the pure complexes in their +3

state with the amino acid carboxylate functions protonated. Losses during the purification

process cause the yields to vary between 60 and 80% based on the protected ruthenated
amino acids. Elemental analysis data indicate the presence of one equivalent of water
which could not be removed by drying the compounds several days over silica gel under
vacuum. The hexafluorophosphate salts are poorly soluble in water. However,
concentrations below 0.1 mM can be obtained and the compounds readily dissolve in 0.01
M aqueous NaCl solutions permitting studies on aqueous solutions.

Proton NMR spectroscopy is the most valuable tool for structural characterization
of the modified amino acids. Formation of the amide link during the synthesis of *N-
'Boc-1-4 is accompanied by a characteristic low field shift of the amino acid w-CH»
signals (~ 0.5 ppm). For the diaminopropionic acid (DAPA) derivative ®N-'Boc-1 a
concomitant shift of the *CH signal from 4.04 to 4.39 ppm is also observed. Successful

deprotection is evident from loss of the 'Boc resonance at ~ 1.4 ppm.
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Spectroscopy

UV-vis spectra were recorded on a Shimadzu UV-2101PC scanning
spectrophotometer.  Molar extinction coefficients were obtained from absorbance
measurements as a function of complex concentration. IR spectra were recorded on a
Mattson Polaris FT IR spectrophotometer using KBr pellets.

Proton NMR spectra were obtained on a Bruker Avance DPX 300 spectrometer.
Solvent resonances were used as internal standards for measurements in methanol-d .

Luminescence spectra were recorded on a Perkin Elmer LS 50B

spectrophotometer (Aexe = 450 nm, Agpg = 550-850 nm) equipped with a Hamamatsu

R928 photomultiplier tube. 10 uM solutions of the complexes at different pH values were

used and the data corrected for detector response.

Lifetimes

Luminescence lifetimes were obtained by exciting the samples with 480 nm light
(20 ns FWHM, 2-3 mJ) obtained from a Lambda Physik FL 3002 dye laser (coumarin
480) pumped with a Lambda Physik LPX210i XeCl excimer laser. Shot selection was
performed using a leading edge peak trigger directly linked to the digitizer. Single-
wavelength kinetics were obtained by passing the emission from sample through a 160B
Instruments SA double monochromator and detecting the light with a Hamamatsu R928
photomultiplier tube. The signal was fed to a 200 MHz amplifier then to a Tektronix

RTD710A 200-MSs 10-bit transient digitizer interfaced to a PC.
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Titration Curves

pH values were measured using a pH537 WTW microprocessor pH meter
equipped with an Ingold 402-M6-S7 Ag/AgCl reference electrode. Solutions of the
complexes in Britton Robinson buffers [19], at 0.1 M ionic strength, were used in a pH
range from 1.8 to 12. Lower pH values were adjusted with calculated volumes of 2 M or
12 M HCI, and higher pH values with 2 M NaOH, respectively. The differences of ionic
strength at extreme pH lead to negligible changes in luminescence intensities. This was
tested by monitoring the luminescence intensity while varying the ionic strength from 0.1
and 5 M (adjusted with NaClO,). The final complex concentration was 10 pM in all cases.
Emission titration curves were followed by uncorrected luminescence spectra obtained on

the instrument described above (Aexc =450 nm, Aghg = 550-850 nm).

Results

NMR Titrations

The *“CH resonances of 1-4 are pH dependent and shift to higher fields with
increasing pH. This behavior is expected and typical for amino acids [26,27]. The ground

state pK values of the amino acid functions of 1-4 were determined by plotting the
chemical shifts of the ®CH groups vs. pH (D,0) and fitting the data to a three state acid

base equilibrium [29]. The titration curve obtained for 1 is shown as an example in Figure

5.2. It has been shown by other authors that pK A values obtained in D>O usually agree
well with pK values observed in H,O and that a correction for deuterium effects is not

necessary [30]. The results are summarized in Table 5.1 together with literature data [31].
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Figure 5.2 pH Titration of 1 followed by NMR spectroscopy (chemical shift of the *-CH

group vs. pH).
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Absorption and Emission Spectra

The UV-visible spectra of 1-4 in aqueous solution are indistinguishable and typical
for polypyridyl ruthenium complexes. The most significant feature is an MLCT band with
a maximum at 457 nm (¢ = 17700 M 'em™') and a shoulder at 427 nm. A strong
intraligand 7-7* band appears at 287 nm (g€ > 50000 M 'em™'). No significant spectral
changes were observed at pH values ranging from O to 14. In strongly acidic solutions
(pH —1) the MLCT bands start to broaden and a shoulder at lower energies appears. This
is shown in Figures 5.3a and 5.3b for the complexes 1 and the N,N-diethylamide 5,
respectively. Complex § was prepared as a control, which allowed comparison between
contributions from the amide link and the amino acid functions in 1-4. The MLCT band
shift to lower energies is thus assigned to the ruthenium complex with protonated amide
oxygen.

The emission spectra of 1-4 do not shift in wavelength from pH 0-14 significantly
(Table 5.2, Figure 5.4). The intensity of the emission spectra, however, are very sensitive
to pH (vide infra). Below pH -1, the emission spectra for 1-4 are undetectable.
Compound 5, however, exhibits a weak red-shifted emission band at pH —1 (Figure 5.5).

In Figure 5.6 the relative emission intensities of 1-4 are plotted as a function of
pH. The complexes contain three protonation sites, the amide link, the carboxylate
function, and the amine function. Two protonation steps corresponding to protonations of
the amide (pH ~ 0.5) and the amine functions (pH ~ 9) are clearly distinguishable in each
case. The inflection points around pH 9 for 1-4 and pH 3 (poorly resolved) for 1,2 are

assigned to



Figure 5.3 Absorption spectra of a) MLCT bands of 1 and S (b) at pH 12 (—), O (- -), —

0.78 (=), and —1.1 (—).
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Figure 5.4 Luminescence spectra of 1-4 at pH 14 (highest intensities), pH 4.75 (----:
compounds indicated; intensities decrease with the number of methylene spacers), and pH

0 (lowest intensities).
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Figure 5.5 Luminescence spectra of 5 at pH 14, 2, 1, 0.5, 0, and —1.1 (decreasing

intensities); Inset: Spectrum at pH —1.1.
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Figure 5.6 pH dependence of emission intensities of 1 (A), 2 (#), 3 (¢), 4 (V), and § (+)

(intensities are relative to the values measured at pH 12: Aexe =450 nm).
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Table 5.1 Ground state and apparent excited state pKa values for 1-5 determined by

NMR and luminescence spectroscopy, respectively, and some selected pKa(amino acid-

NH3%) data.
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Figure 5.7 Luminescence decay kinetics of 1 at pH 12, 4.8, 2.0, and 0.55. The lifetimes

become shorter with decreasing pH.
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Figure 5.8 Luminescence decay kinetics of 1-4 at pH 12.
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Figure 5.9 Luminescence decay kinetics of 1-4 at pH 4.8.
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Figure 5.10 Luminescence decay kinetics of 1-4 at pH 2.0.
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Figure 5.11 Luminescence decay kinetics of 1-4 at pH 0.55.
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Figure 5.12 Luminescence decay kinetics of 1-4 at pH 12 in H,O and D-O.
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Table 5.2 Excited state lifetimes and emission energies of 1-4 at different pH values.
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PKNH,* and pKcoon ™. respectively. These pK* (Table 5.1) values are typical for o-

amino acids functions [31] and are close to ground state pK values obtained by NMR
spectroscopy. The apparent excited state pKaA* values (Table 5.1) were determined by
fitting the data to a three state acid base equilibrium for 3 and 4, and to a four state
equilibrium for 1 and 2 [29]. Also shown in Figure 5.6 is the luminescence titration curve
of 5 and the corresponding fit to a two state equilibrium. 5 contains only the amide
functional group and consequently exhibits only a single inflection at low pH.

At very high and very low pH values the emission intensities of 1-4 do not vary
with amino-acid side chain length and are similar to those of 5. In the intermediate pH 2-8
range, however, an interesting dependence on amino-acid side chain length is found. The
emission intensities increase significantly with the number (n) of methylene groups (Figure
5.1). These findings are confirmed by lifetime measurements at pH 0.5, 2, 4, and 12

(Table 5.2).

Discussion

The pH dependent emission properties of 5 resemble those of [Ru(bpy):]**
derivatives bearing carboxylate groups directly attached to one or more of the bipyridine

ligands [37]. The ground-state pKa's of the carboxylate groups on [Ru(bpy).(4.4"-

dcbpy)]™ are 2.15 and 1.75, respectively, resulting in pH-dependent UV-vis spectra [38-

43]. The emission spectra are also pH-dependent, with an apparent excited-state pK A * of
4.25. The difference between ground and excited state pK o s indicates increased basicity

of the excited state with respect to the ground state. In general, protonation of a
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functional group in conjugation with the bipyridine ligand leads to luminescence quenching
(Figure 5.13).

The pH dependent emission behavior of § is interpreted as the result of an amide
oxygen protonation in the excited state. Emission quenching in § vie amide protonation is
considerably more efficient than in corresponding carboxylate species. This quenching
occurs at lower pH and is consistent with lower pKa and pKa* values of the amide
function (pK,* ~ 0.5, Table 5.2).

The UV-vis spectrum of the complex is pH independent in the pH 0-14 range. A
shift of the MLCT bands to lower energies is observed in strongly acidic solutions (pH < —

1, Figure 5.3) indicating that the ground state pK A < O for the amide oxygen. Although
the difference between ground- and excited-state pK is not quantified, the excited state

1s expected to be more basic than the ground state since three mesomeric structures exist
in the excited state in which the amide oxygen carries a partial negative charge [44].

The amino acid complexes 1-4 also show efficient luminescence quenching below
pH 1, which is mainly due to protonation of the amide links. A small superimposed effect
of the carboxylate functions of 1 and 2 is evident from the titration curves shown in Figure
5.4. The absorption spectra of 1-4 do not change with either pH or side-chain length
indicating the absence of direct electronic interactions between the amino acid functions
and the ruthenium chromophore. This behavior is expected since the methylene spacers
prevent efficient electronic coupling between the two functional groups.

Similarly, small shifts of the emission bands to lower energies is observed as the pH
is lowered to 0. However, the nonradiative decay rates increase significantly. This

observation is consistent with the presence of an excited-state protonation quenching
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mechanism (Figure 5.13) [16].

. -k . 3
The luminescence of M is quenched by protons according to the Stern-Volmer

relationship given in Equations 5.1 and 5.2.

I T
Equation 5.1. 4L | D I+k1: H
R I 1 l+kH1:“I?I]= 0[ ]
Equation 5.2. k =__l£ﬂ-._
7 1+k_y1)

If the protonated complex *MH" in Figure 5.13 is very short lived (10>>T%), then
observed emission is predominantly from *M. In such a case, one would not expect the
emission band to shift significantly upon lowering the pH. It is evident from Figure 5.6
that the titration curve has not reached its minimum at pH 0. Thus, *M (unprotonated
amide link) will contribute significantly to the observed luminescence, which explains the
negligible red shift of the emission curve maxima. Below pH 0, the emission of 1-4 is
undetectable. For complex § a residual emission is observed even at pH —1.7 (Figure 5.5)
and the band appears significantly shifted to lower energies. A plot of the emission
lifetimes of 5 vs. [H'] show the expected linear Stern-Volmer behavior in a pH —0.5-3
range (Figure 5.14). In this range no significant band shift is observed. In 12 M HCI
solution, however, the steady-state approximation in Equation 5.3 does not remain valid
because the red-shifted emission from the protonated complex significantly contributes to
the total intensity.

It is evident from our data that the remote amino acid moiety has a small, yet

distinct, effect on the excited-state properties of the ruthenium chromophore in the pH 2-



Figure 5.13 Ground- and excited-state acid-base equilibrium.



Ko=1
h k0=1h:0
vV

1K,

230



Figure 5.14 Stern-Volmer plot of 1/t vs. [H].
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10 range. The intensity of the luminescence depends exponentially on the amino-acid to
chromophore separation (Figure 5.6). This is mirrored by an exponential dependence of
the pKa’s reported for the amino-acid functional group of 1-4. The observed distance
dependence of pKa’s is most likely due to an inductive effect of the amide linkage since
the amide substituded amino acids, Asn and Gln, exhibit comparable pKa’'s to the
corresponding Dapa (n=1) and Daba (n=2) Ru-modified amino acids. The electronic
interaction that perturb the pKa’s of the amine also makes the electron density around the
amide bond sensitive to the protonation state of the amine. This is evidenced by similar
distance decay constants (~0.9 A™') for the pKa and luminescence intensity distance
dependence (amide-amine distance). The change of the electron density of the amide
oxygen leads to larger Franck-Condon factors that lead to increased nonradiative decay
and subsequent luminescence quenching. This behavior is similar to the quenching

behavior at low pH where the amide becomes protonated.

Conclusions

The results presented in this report show that large perturbations of excited state
dynamics of [Ru(bpy);]** result when subtle changes of remote functional groups are
effected. The systems we studied are particularly relevant for sensing applications in
biological systems using luminescent metal complexes, since the amide link used for the
synthesis of 1-4 provides a convenient route to metallated peptides and proteins. Our data
suggest that the photophysical properties of the ruthenium chromophore are very sensitive
to the protonation state of the amide linkage. Moreover, the modulation of excited state

properties by weak electronic interactions between the chromophore and remote
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functional groups provides interesting means of controlling the properties of
supramolecular photochemical molecular devices (PMDs) [53]. It supplements the tuning

of photoredox properties by ligand modification [54-56].
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