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PREFACE 

This thesis describes some studies of iron(ITI) polymeric 

compounds in which hydroxide acts as a bridging ligand. The focus of 

attention has been on the cooperative magnetic behavior of these 

species. Section I of the thesis deals with basic iron chromates 

(M1Fe 3(Cr04) 2(0H) 6 and Fe(OH)Cr04) and basic iron sulfates 

(M1Fe3 (S04 )(0H)6 and Fe(OH)S04). An appendix to this section is a 

complimentary investigation of polymeric iron chromates which do not 

have hydroxide ligands. Section II of the thesis deals with a 

ferrimagnetic allotrope of ferric oxide hydroxide ("basic iron oxide"). 

Throughout the thesis, emphasis has been placed on the effect of 

structure and stoichiometry on the bulk physical properties of chemical 

species. 

The thread of continuity that passes through the thesis is not 

nearly so important as the differences in philosophy of the two sections. 

The dissimilarities lie in the way physical behavior of the compounds is 

treated. In Section I, the structures of the species in question are known. 

The magnetic behavior of these species is interpreted in terms of these 

known structures. The impact of small structural alterations on the 

bulk physical properties is the central theme of this section. Magnetic 

theory is applied, tested, and perhaps extended in the examination of 

these compounds. In Section II the structure of the phase, oFeO(OH), 

is unknown. In this sectiol\ physical behavior of the phase is used to 

derive inferences concerning this structure. Variations in the physical 
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be havior of the phase are assumed to be indicative of structural 

modification. Heavy reliance is made on the ability of magnetic 

theory to resolve these modifications. 

The thesis involves a great deal of terminology that will be 

"foreign" to many chemists. Further, there is much confusion of 

terminology in the literature of magnetism. I have listed below some 

terms defined as I have used them in the text. The definitions are not 

lexicographic pearls, and certainly many a solid-state physicist would 

quibble with them. But I feel they will at least clarify much of the 

discussion in the text. 

Ferromagnetism: In its generic sense this term indicates 

positive deviations from the Curie-Weiss Law, saturation effects at 

sufficiently intense magnetic fields, and the possibility of a spontaneous 

magnetic moment at zero applied field. Hysteresis effects may be 

implied. In this generic sense, no specific magnetic mechanism is 

implied. The term is found applied to ferrimagnets, ferromagnets, 

and weak ferromagnets. 

In its specific sense the term denotes a magnetic mechanism in 

which all the spins of unpaired electrons are aligned. In the case of 

localized electrons, integral Bohr magneton numbers equal to the 

number of unpaired electrons on the magnetic ion can be derived from 

magnetic data. 

Ferromagnetic Interaction: This term is used to indicate 

positive coupling between two magnetic entities. For dimeric, 
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magnetic compounds, the Heisenberg Hamiltonian, JC = -JS1 • S2 , 

has a J > 0. 

Antiferromagnetism: This is a generic term indicative of 

negative deviations from the Curie-Weiss Law. Often a maximum in 

the magnetic susceptibility occurs at some temperature. Unfortunately, 

the term is often used to imply a spin structure. In simple cases it is 

used to denote interpenetrating lattices of magnetic ions such that the 

spins of adjacent ions are equal in magnitude and opposite in orienta­

tion. However, the possible mechanisms for spin compensation are 

so complex that they preclude single-term descriptions. 

Antiferromagnetic Interactions: The term is indicative of 

antiparallel coupling of spins between two magnetic entities. For 

dim eric, magnetic compounds, the Heisenberg Hamiltonian has a 

J < 0. 

Ferrimagnetism: A ferrimagnetic material is analogous to an 

antiferromagnetic species in which spin compensation is incomplete. 

Experimentally it is much like a ferromagnet except non-integral 

Bohr magneton numbers are derived from magnetic data. 

Superparamagnetism: This term denotes ferromagnetic 

(generic sense) species which are in thermodynamic equilibrium. No 

hysteresis effects are observed. Plots of magnetization versus applied 

field divided by temperature superimpose for all temperatures above 

the blocking temperature. This behavior is usually associated with 

fine-particle species or thin magnetic films. Other equivalent terms 
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in the literature are "hyperparamagnetism ", "apparent paramagnetism", 

collective paramagnetism", "quasiparamagnetism", and "sub-domain 

behavior". 

Weak Ferromagnetism. This elusive term denotes positive 

deviations from Curie-Weiss behavior reminiscent of ferromagnetism. 

However, Bohr magneton numbers of only 10-3 to 10-2 of the nominal 

value can be derived from the magnetic data. The behavior is 

usually associated with species which are principally antiferromagnetic, 

but at some temperature display ferromagnetic character. Hysteresis 

effects often occur due to tremendous anisotropies in such species. 

Above the transition temperature, these phases obey the Curie-Weiss 

Law with large, negative Weiss temperatures. 

Metamagnetism: Again, this behavior occurs among species 

which are principally antiferromagnetic, but which at sufficient field 

strengths become ferromagnetic (generic sense). Magnetic 

susceptibilities of such species obey the Curie-Weiss Law with 

positive Weiss temperatures. 

In addition to these definitions, appendices follow some of the 

chapters and are i.'ltended to clarify some of the points drawn in the text. 

It has been suggested by more than one member of the faculty 

that a thesis ought to be a description of all of one's graduate work. I 

estimatethat 30% of my graduatetenure was devoted to fixing equipment, 

20% to finding equipment necessary to fix other equipment, 10% to 
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recovering from fixing equipment, and 15% to chatting with secretaries. 

Though I am certain a description of all of this would make far less 

dry reading, I have chosen not to include it in the thesis. Several 

other investigations undertaken during my graduate work have been 

excluded for the purpose of coherency. These investigations have 

reached sufficient maturity and have contributed sufficiently to my 

understanding of the material in the text that they merit enumeration: 

(1) "Characterization of the Thermal Dehydration of 

Zirconium Oxide Halide Octahydrates," D. A. Powers and 

H. B. Gray, Inorg. Chern., :!:!, 2721 (1973). 

(2) "Low Temperature Thermal Decomposition of 

,BFeO(OH)," in preparation. 

(3) "Temperature Dependence of Infrared Absorptions Due to 

Bridging Ligands," P. J. Clendening, D. A. Powers, 

J. Hare, and H. B. Gray, in preparation. 

(4) "Magnetic Behavior and Structure of Copper Bismethionine," 

D. A. Powers and H. J. Schugar, in preparation. 

The Preface of a thesis is the most auspicious place to 

acknowledge the assistance one must necessarily receive as a graduate 

student. Numerous people have assisted me in the acquisition of 

experimental data, and I have acknowledged them at the appropriate 

points in the text. The bulk of one's education as a graduate student 

comes from fellow students. This was certainly true in my case. I 
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would like to smgle out Al Schweitzer, Jack Thibeault, and Jeff Hare 

for their many acts of assistance and explanation. 

Long before I came to Caltec h, I had read that it was a place 

where, " .. . undergraduates are treated like graduate students and 

graduate students are treated like colleagues." ("The Scientist" Time­

Life Modern Living Series, Vol. 2, 1962) It has been my distinct 

privilege to deal with three faculty members who exemplify this 

attitude. 

Professor Harvey J. Schugar (Visiting Professor from 

Rutgers University) simply taught me to do chemical research. I 

cannot express the debt I owe him for this instruction except to wish 

that he may always have Tootsie Rolls, crystals, and clay. 

Professor George R. Rossman (Professor of Mineralogy and 

Chemistry) first as a graduate student and then as a faculty member 

has been a constant source of information, ideas, and encouragement. 

The cynics who inhabit this or any campus would do well to emulate the 

cheerful, insatiably curious, and dedicated attitude of this scientist. 

It has been a distinct pleasure to be a graduate student working 

with Professor Harry B. Gray (Professor of Chemistry). It is doubt­

ful that any graduate advisor would have allowed me to pursue research 

so far afield from his own research interests as did Harry. His 

contribution to the work as "super consultant" has been significant-­

probably more so than even he knows . Our association has, for me, 

been down-right pleasant. 
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Finally, I am anxious to acknowledge the Fannie and John 

Hertz Foundation. The Foundation provided more than financial 

support. The value of their encouragement to pursue my interests in 

applied physical science cannot be overstated. 

Dana A. Powers 

Hermosa Beach, Ca. 
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ABSTRACT OF THESIS 

I. The thermomagnetic behavior and infrared spectroscopic 

features of KFe3 (S04 )2 (0H)6 {jarosite), (H 30)Fe3{S04 )2 (0H)6 (hydronium 

jarosite), KFe3(Cr04 ) 2 (OH)6 , Fe(OH)S04 (basic iron sulfate), and 

Fe(OH)Cr04 (basic iron chromate) are reported. Fe(OH)Cr04 and 

KFe3(Cr04) 2 (OH)6 are shown to be weak ferro magnets with Curie 

temperatures of 73 and 71 °K, respectively. This unusual magnetic 

behavior is rationalized in terms of the. ionic spin configurations of 

the phases. Exchange coupling through chromate bridging groups is 

shown to be weak. 

II. The magnetic behavior and the influence of preparative 

history on the magnetic behavior of oFeO(OH) is reported. oFeO{OH) 

is shown to be a fine-particulate, uniaxial, magnetic species. 

Magnetization data for this species are shown to be consistent with 

the existence of magnetically inactive layers surrounding magnetic 

particles. 
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I. MAGNETIC BEHAVIOR OF THE BASIC IRON SULFATES 

AND BASIC IRON CHROMATES 
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CHAPTER1 

MAGNETIC BEHAVIOR AND INFRARED SPECTRA OF 

JAROSITE, BASIC IRON SULFATE AND 

THEIR CHROMATE ANALOGS* 

Abstract 

The thermomagnetic behavior and infrared spectroscopic 

features of KFea{S04) 2 (0H) 6 (jarosite), (H30)Fe3 (S04) 2(0H) 6 

(hydronium jarosite), KFe3(Cr04) 2(0H) 6 , · Fe(OH)S04 (basic iron 

sulfate) and Fe(OH)Cr04 (basic iron chromate) are reported. 

Spectroscopic data confirm that KFe 3(S04 ) 2 (0H) 6 , (H30)Fe3 (S04 ) 2 (0H) 6 , 

and KFe 3(Cr04 ) 2 (0H) 6 are isostructural with KA13(S04) 2 (0H) 6 (alunite). 

Fe(OH)S04 and Fe(OH)Cr04 are also shown to be of similar structure. 

All the species are antiferromagnetic over the temperature range 

300-76 °K. The compounds KFe 3 (Cr04) 2 (0H) 6 and Fe(OH)Cr04 

undergo ferrimagnetic transition at 73 and 71 °K, respectively~ .. 1• 

The other p~ses remain antiferromagnetic down to 15 °K. 

*Parts of this section were submitted for publication in the 
Journal of Solid State Chemistry by D. Powers, G. R. Rossman, 
H. J. Scnugar, arurR. B. Gray. 
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Magnetic studies of dimeric ferric complexes have shown 

that the extent of spin-spin interaction through a linear oxobridge is 

considerably greater than that through dihydroxy or dialkoxy 

bridges. 
1 

' 
2

' 3 These previous investigations have also identified 

infrared spectroscopic features which characterize the mode of 

bridging between ferric ions. These studies are extended in this thesis to 

examining polymeric, extended-lattice, ferric compounds. Herein 

are reported the results for KFe 3(S04 ) 2 (0H) 6{synthetic jarosite), 

(H 30) Fe3(S04) 2 ( OH) 6 (hydronium jarosite)', KFe 3 ( Cr04 ) 2 ( OH) 6 , 

Fe(OH)S04 (basic iron sulfate) and Fe(OH)Cr04 (basic iron chromate). 

Infrared Results and Absorption Band Assignments 

The band positions in the infrared spectra of the compounds 

examined in this study are presented in Tables 1 and 2. Spectra of 

KFe3(S04 ) 2 (0H) 6 , KFe 3(Cr04 ) 2(0H) 6, Fe(OH)S04 , and Fe(OH)Cr04 are 

shown in Figure 1. Assignment of these bands in these spectra to 

specific structural motions is complicated by the extended-lattice 

nature of the species and the considerable overlapping of the absorp­

tions, particularly for the sulfate-containing phases. It must be 

emphasized, therefore, that the following interpretation represents 

an attempt to pinpoint only the main vibrational features of the 

compounds under discussion. 

The 0-H stretch in KA13(S04) 2 (0H) 6 produces an intense 

absorption band at 3482 em - 1 and a weaker shoulder at 3502 em- 1
• 
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Table It 

Infrared Spectra of Basic Iron Sulfate 

and Basic Iron Chromate 

s:::strong, m:::medium, w:::weak, vw:::very weak 

Fe(OH)(Cr04 ) Fe(OD)Cr04 vH/ vD Fe(OH)S04 Assignment 

3418s 2520 1.36 3458s OH stretch 

1172s 

1138s 2-
113 motion of so4 

1112s 

1058 m II 1 motion of 804 

2-

1027s 745s 1.38 1020s OH deformation 

892ss} 899 ss} 0.99 2 -
v3 motion of Cr04 

858 ss 867 ss 0.99 2-

650w} 114 motion of so4 

638 s 

527 s 582 B 0.91 585 w 1 vibrations of (Fe06 )oct 
538 s 

505 w 

435 m · 437 m 1.00 468 m 

J 410vw 

395w} 400w} 0.99 2-
v4 motion of Cr04 

353m 354m 1. 00 

328m 330m 1.00 331 B } vibrations of (FeO,) 
oct 

296 B 301 s 0 . 98 270 w 
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Figure 1. Infrared of (a) KFe3 (S04) 2 (OH)6, (b) KFe3 (Cr04)2 (OH)6, 

(c) Fe(OH)Cr0 4, and (d) Fe(OH)S04 • Spectra of the 

respective deuterated species are indicated by the 

dotted lines. 
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The band due to v(OH) in the spectrum of KFe 3(S04 ) 2 (0H) 6 is a single 

intense peak at a somewhat lower energy (3385 em - 1
) . Upon cooling 

to 93 °K, doublet v(OH) structure is resolved, much like that observed 

in the spectrum of the aluminum phase. Deuteration shifts the main 

peak in the iron phase to 2510 cm-
1 

(v'H ivn = 1. 35). 

The OH deformation in KFe 3 (S04 ) 2 (0H) 6 is also at lower energy 

(1003 cm-
1

) than its counterpart in the aluminum analog (1028 cm- 1
). 

Deuteration shifts the absorption due to this deformation to 761 em - 1 

vH/ vD = 1. 32) . 

The infrared absorptions due to OH motions in the spectrum of 

KFe 3(Cr04 ) 2 (0H)6 are similar to those in the spectrum of the sulfate 

analog. The band attributable to OH stretching, which occurs at 

3378 em-\ shifts to 2502 em -I (vH/ vD = 1. 35) with deuteration and 

resolves into a doublet when the sample is cooled to 93 °K. The OH 
1 

deformation gives rise to an absorption at 1002 em- , which is 

shifted by deuteration to 742 em -
1 

(vH/ vD = 1. 35 ) . 

The bands at 1181 and 1080 cm- 1 
in the spectrum of KFe 3 (S04)2 -

(0H)6 are insensitive to deuteration and are assigned to components 

of the v 3 mode of coordinated sulfate. The low site symmetry of 
2 -

804 removes the degeneracy of the v 3 mode and gives rise to the 

two absorptions. Similar bands appear at 1229 and 1090 cm- 1 in the 
2-

spectrum of KA13(S04 ) 2 (0H) 6. The v3 mode of Cr04 also produces 

two bands at 920 and 850 cm- 1 in the spectrum of KFe3(Cr04) 2 (0H) 6. 

The v 4 mode of sulfate is split by the low site symmetry to give a band 
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at 626 em -I and a shoulder at 650 em ... 
1 

in the spectrum of 

KFe3 (S04 ) 2 (0H) 6 • Similar bands appear at 626 and 680 cm- 1 in the 

spectrum of the aluminum analog. The bands at 389 and 348 cm- 1 

in the spectrum of KFeiCr04) 2 (0H) 6 are assigned to the v4 motion 
2-

of Cr04 • 

2- 2-
The low site symmetries of S04 and Cr04 ought to make 

the vi and v2 vibrational modes of these groups infrared active. In 

fully deuterated KFe3 (S04) 2 (0H) 6 a sharp, but relatively weak, band 

at 1020 em- 1 can be observed, and is assigned to the v 1 motion. The 
2-

assignment is based on the location of v1 vibrations of S04 in other 

compounds. 9 The infrared spectrum of KFe3(Cr04 ) 2 (0H) 6 does not 
2-

exhibit any absorption attributable to v 1 of Cr04 • The expected 

location of v 1 of chromate, 830 em-\ may be obscured by absorption 

bands due to the v 3 mode. No bands in the spectra of any of the 
2- 2-

compounds could be assigned to the v2 mode of either S04 or Cr04 
2-

In the case of Cr04 , absorption bands due to v 2 would be obscured 

by absorptions attributable to the v4 mode. Coupling between the 
2-

v2 mode of S04 and metal ion motion could shift a v2 absorption 

into a region of the spectrum where it could be obscured as well. 

The remaining absorption bands are assigned to motions of 

the Fe06 or Al06 coordination octahedron. Though considerable shifting 

of these absorptions occurs between iron and aluminum analogs, it was 

not possible to assign them more specifically. 
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The spectrum of (H30) Fe 3 (804) 2 (0H) 6 is nearly identical to 

that of its potassium counterpart. Aside from an intensification of 

the v(OH) band, the only new feature in the spectrum is the appearance 
-1 

of a moderately strong band at 1632 em . The spectra of all the 

other phases show at most only a very weak absorption in this region. 

All the weak absorptions are readily assignable to absorbed or 

entrained water. The band in the spectrum of (H30)Fe3 (804) 2 (0H) 6 

cannot be so explained, and it could possibly be due to the HOH 

deformation of the hydronium cation. 

The infrared spectra of Fe(OH)Cr04 and Fe(OH)804 are 

similar to those of KFe3(Cr04) 2 (0H) 6 and KFe 3(804) 2 (0H) 6 • However, 

the spectra do allow a clear differentiation among these phases. The 

absorptions owing to OH vibrational modes are consistently higher in 

energy in the former compounds. In Fe(OH)804 , the band due to 

v(OH) occurs at 3458 em -l, and the o(OH) band is at 1020 em -
1

• In 

the spectrum of Fe(OH)Cr04 , these bands are at 3418 and 1027 em-\ 

respectively. 
2-

The v3 mode of 804 in basic iron sulfate is split by the 

reduced site symmetry into bands at 1172, 1138, and 1112 cm- 1
• 

Only two broad bands (892 and 858 cm-
1

) could be resolved for the 
2-

Vs mode of Cr04 in the spectrum of basic iron chromate. The v4 

2- - i. 
mode of 804 produces absorption bands at 650 and 638 em , and 

analogous bands owing to chromate are at 395 and 353 cm-
1

• The 
2- 2-

reduced site symmetry of 804 and Cr04 would be expected to 
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render the v1 and v2 modes infrared active, as well as removing the 

degeneracies of v3 and v 4 • A weak band at 1058 em -l in the spectrum 

of Fe(OH)S04 may be assigned to the v1 vibration. Because of the 

complex nature of the ir spectra, however, no other bands in the 

basic iron compounds could be assigned unambiguously to v 1 or v 2 • 

Other bands in the spectra are assigned to vibrations of the Fe06 

coordination octahedron. 

The ir spectra of samples cooled to 93 °K display considerable 

intensification and resolution of the band attributable to v(OH). There 

is also some shifting' of band positions to higher energies. Absorption 

bands owing to the deformation mode of bridging hydroxide are 

especially sensitive to temperature. Such acute sensitivity has 

previously been observed in hydroxy and alkoxy bridged dimers. 1- 3 

The o(OH) bands resolve and shift 6 to 10 em -
1 

higher in energy. 
I 

Other absorption bands in the ir spectra also show small shifts to 

higher energy when the samples are cooled. 

The far-infrared spectra of KFe3(Cr04) 2 (0H) 6 and Fe(OH)Cr04 

over the region 525-40 em- 1 were examined at several temperatures 

below 72 °K. This region was searched because it should be sensitive 

to structural perturbations which might be associated with the dramatic 

change in magnetic behavior of these species at low temperatures 

(vide infra). However, only a smooth continuation of the band shifts 

mentioned above was observed. 
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Magnetic Results 

Representative magnetic data obtained in this study are 

presented in Table 3. All of the samples have magnetic moments 

per iron of 3. 4 to 3. 8 Bohr magnetons (B. M.) at room temperature. 

These moments are considerably lower than the spin-only value of 

5. 92 B. M. for isolated ferric ion, and are indicative of extensive 

exchange interaction. All of the samples display a weakly temperature 

dependent magnetic susceptibility over the temperature range 300 to 

76 °K (Figure 2) . The effective magnetic moments drop substantially 

over this temperature range. 

In the region 300 to 80 °K basic iron sulfate and basic iron 

chromate exhibit the magnetic behavior expected for antiferromagnets. 

Neel points for these compounds are difficult to determine precisely, 

because the temperature range over which the magnetic transition 

occurs is very large. A Neel temperature of 173 °K was estimated 

for Fe(OH)S04 • That of Fe(OH)Cr04 is more difficult to determine, 

but appears to be considerably higher at 290 °K. Neither compound 

obeys the Curie-Weiss law over any significant range of the tempera­

tures examined. 

The compounds KFeiCr04 ) 2(0H) 6 , KFe 3 (S04)2(0H)6 , and 

(H30) Fe3(S04) 2 (0H) 6 obey the Curie-Weiss law (x = C/ (T - ew)) from 

300 to 80°K with Weiss temperatures of about -800 °K. The Weiss 

temperatures indicate extensive antiferromagnetic exchange inter­

actions among the metal ions. Incorporation of these large, negative, 
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Weiss temperatures in the computation of effective magnetic moments 

yields values of about 6. 8 B. M. These large values suggest that the 

iron ions are in the S = 5/2 state, but that simple Weiss theory fails 

to compensate properly for the exchange interactions among the metal 

ions. The compounds behave magnetically over the temperature region 

300 to 80 °K as antiferromagnets above their Neel points. The field 

dependences of their magnetizations are typical of such antiferro­

magnets. The magnetizations vary linearly with applied field up to 

11, 000 oe, and pass through zero at zero applied field. 

Below 76 oK the sulfate-containing phases all retain their anti­

ferromagnetic character. The compounds KFe3 (S04) 2 (0H) 6 and 

(H30)Fe3(S04) 2 (0H) 6 have sharp Neel points at 45 and 50 °K, respectively. 

Small increases in the magnetic susceptibilities of these species at the 

lowest temperature are probably due to paramagnetic impurities. On 

the other hand, the chromate phases undergo abrupt changes in 

magnetic behavior in the lower temperature region. At 71 and 73 °K, 

respectively, the magnetic susceptibilities of Fe(OH)Cr04 and 

KFe3(Cr04) 2 (0H)6 rise sharply (Figure 3). These transitions occur 

over a temperature range of less than 2 °K. Once the transition 

occurs, the magnetization of each of these species display~ saturation 

effects. KFe3 (Cr04)a(OH) 6 is magnetically soft and its ma.gnetization 

loop has no hysteresis losses (He < 10 oe) (Figure 4). Reversal of 

the magnetization once the applied field is reversed, however, is 

quite slow, requiring three hours to accomplish at -80 oe and 63 °K. 
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On a shorter time scale, hysteresis losses appear and the magnetiza­

tion loop is considerably distorted from the centrosymmetric form. 

Fe(OH)Cr04 is extremely hard magnetically. Its magnetization loop 

shows huge hysteresis losses (Figure 5). The coercive field is 

7000 oe at 55 °K and greater than 11,000 oe at 29 °K. The magnetization 

loop of Fe(OH)Cr04 is severely distorted along the magnetization (M) 

axis as well as along the applied field (H) axis. Even at the higbe st 

field used in this study (11, 000 oe), Fe(OH)Cr04 did not saturate. It 

is possible that the hysteresis loop of basic iron chromate is a minor 

loop, which would account for its distorted, wasp-waisted form . 10 

When samples of KFe3 (Cr04) 2(0H) 6 are contaminated with small 

amounts of Fe(OH)Cr04 , they also have magnetization loops distorted 
11 

along the M and H axes. It may be noted that Watanabe observed 

similar behavior in LaFe03 contaminated with a magnetically hard 

impurity. 

Saturation magnetizations for both chromate phases indicate a 

magnetic moment (n = a 0 , rJ1fW / /3N A) of only 0. 005 B. M. , which is 

some 1000 times smaller than the nominally expected value for ferro­

magnetic ferric (S = 5 /2) ions. 

Discussion 

The infrared spectra are consistent with the X-ray powder dif­

fraction data showing that KFe3 (Cr04)2(0H)6 , (H30)Fe3{S04 )2 (0H)6 , KFe 3 -

Cr04)2 (OH)6 , and KA13(S04)2 (OH)6 are isostructural. This structure 

(Figure 6) consists vf metal ions located in slightly distorted octahedral 
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coordination polyhedra; each polyhedron has four bridging hydroxides 

in a plane and sulfate or chromate oxygens at the apices. 
12 

Three 

of the sulfate or chromate oxygens are coordinated to metal ions and 
2- 2-

the symmetry of the S04 or Cr04 groups is reduced to Cs. The 

metal ions are joined together by the sulfate or chromate groups and 

the network of dihydroxy bridges to form sheets separated by the 

uncoordinated sulfate or chromate oxygens and the cations, ~ or H3d. 

The ir spectra also show that Fe(OH)Cr04 has the basic iron 

sulfate structure, consistent with the X-ray powder diffraction results 

of Bounin and Lecerf. 5 In this structure (Figure 7) ferric ions in 

distorted octahedral coordination polyhedra form polymeric chains. 

The metal ions are linked by two, trans hydroxy bridges and 

coordinated sulfate or chromate oxygens. All sulfate and chromate 
2- 2-

oxygens are coordinated and the symmetries of the S04 and Cr04 

groups are, again, reduced to Cs. The chains are linked together 

by coordinated sulfate or chromate groups. 4 

The reduction in symmetry of the ideally tetrahedral chromate 

and sulfate is reflected in the infrared spectra. Vibrations due to the 

v 3 and v 4 modes, which are infrared active in T d symmetry, are no 

longer degenerate and produce several absorption bands in their 

spectra of all of the phases. In the spectra of the sulfate-containing 
2-

phases, an absorption band may be assigned to v1 (S04 ) , which is 

inactive in T d symmetry. 
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The band assigned to HOH deformation in the ir spectrum of 

(H30)Fe3(S04) 2 (0H) 6 provides some evidence for (H30+) as a valid 

structural entity in this compound. However, the differences in the 

spectral results obtained for this species and those expected for 

coordinated or lattice water are not great enough to allow a firm 

conclusion on this question. 

The infrared spectra allow some improvement in the 

structural characterization of OH in these phases. The ir band 

position of the 0-H stretch is sensitive to hydrogen bonding inter­

action and may be used as a spectral ruler for hydrogen bond lengths~ 3 

All hydrogen bonds were assumed to be linear, in keeping with the 

known structures of Fe(~H)S04 and KA13(S04) 2 (0H) 6 • The hydrogen 

bond length calculated for KA13(S04 ) 2(0H) 6 is 3. 00 ± 0. 02A. The only 

available structural information concerning basic iron sulfate reports 

that there is no hydrogen bonding. 
4 

However, we calculate that the 

hydrogen bond lengths for basic iron sulfate and basic iron chromate 

are 2. 87 and 2. 84 A, respectively. 

The KFe3 (S04 ) 2 (0H) 6 structure has been treated theoretically 

as consisting of magnetically isolated sheets with ferric ions in a 
15,16 

kagome array. The basic iron sulfate structure has been treated 

as a collection of magnetically isolated infinite chains. 17 Since the 

chromate and sulfate phases are isostructural, and above their 

respective transition temperatures the magnetic behavior is quite 

similar, Fe(OH)Cr04 and KFe 3(Cr04 ) 2 (0H) 6 can be treated in ways 
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analogous to those used for their sulfate counterparts. These 

theoretical results require that magnetic exchange occur only between 

nearest neighbor metal ions within the chain or sheet. The reduction 

in the effective magnetic moment from the value expected for isolated 

ferric (S = 5/ 2) ion is then a good indication of the strength of the 

antiferromagnetic coupling between the metal ions. 

An interesting comparison between the temperature behavior 

of the effective magnetic moments of these polymeric species and 

that of moments for octahedrally coordinated ferric ions in various 

states of aggregation is shown in Figure 8 . Magnetically isolated 

ferric ions have temperature independent magnetic moments of 

6. 0 B. M. Ferric dimers which are antiferromagnetically coupled 

through dihydroxy bridges have "reduced" 300°K moments of 5.1 

B.M. per iron. This moment drops to 1.0 B.M. at 17°K. Oxobridged 

iron(III) dimers at 300 °K have even lower moments of about 2. 0 B. M., 

indicative of the stronger antiferromagnetic coupling between the two 

metal ions. The effective moments for these oxobridged species drop 

to near zero at 30 °K. The moments for the polymeric species in this 

study lie between those for the hydroxy bridged dimers and the oxo­

bridged ones . The availability of interaction with more than one 

nearest neighbor metal ions makes exchange through the hydroxy 

bridges of the polymeric species more extensive than in the simple 

dimeric compounds, but not so effective as exchange through a linear 

oxobridge. Closer examination of the data shows that the moment for 
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Fe(OH)S04 is somewhat higher than the moment for KFe 3(S04) 2 (0H) 6. 

Similarly, Fe(OH)Cr04 has a higher moment than KFe3 (Cr04) 2 (0H)6. 

In the basic iron sulfate structure each metal ion can interact 

magnetically with only two nearest neighbor metal ions, whereas in 

the alunite structure a metal ion can interact with either three or 

four nearest neighbors. Consequently, exchange is less effective 

in the basic iron sulfate structure and the magnetic moment should be, 

as is observed, higher than for compounds with the alunite structure. 

Chromate-containing species also have enhanced exchange inter­

actions in the 300 to 80 °K temperature range relative to species 

containing sulfate. Chromate ion possibly introduces small changes 

in the bond lengths and angles in the coordination polyhedra surrounding 

the metal ions. The differences between chromate and sulfate manifest 

themselves most clearly in the magnetic behavior below 76 °K, where 

the chromate-containing species exhibit ferrimagnetic behavior, 

whereas those with sulfate remain antiferromagnetic. The magnetic 

transition made by Fe(OH)Cr04 and KFe3(Cr04) 2 (0H) 6 does not mark 

a phase change. The infrared spectra of these compounds are 

virtually identical at temperatures above and below their transition 

points. The trans it ion points are correctly the Curie points of these 

phases. 

The saturation magnetizations of Fe(OH)Cr04 and KFe3 (Cr04 ) 2 -

(0H)6 are quite low, reminiscent of so-called weak ferromagnetism. 

Weak ferromagnetism is a poorly understood phenomenon which has 
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been reviewed by Moriya . 18 Compounds that are weakly ferro­

magnetic typically have very sharp transition points, and above 

the transition point follow Curie-Weiss behavior with large , 

negative Weiss temperatures. A variety of mechanisms, such as 

defects in stoichiometry, 19 antiferromagnetic domains with 

magnetized walls, grain boundary interactions, 20 or the intrinsic 

nature of the material18
' 21 ' 

22 have been invoked to explain the 

occurrence of weak ferromagnetism. It is difficult to choose among 

these possible mechanisms. Rationalizing the onset of weak ferro­

magnetism based on spin configurations is attractive, as both the 

chromate phases develop well-formed, though small, crystals and 

their magnetic properties vary little from sample to sample. It is 

well lmown that a linear chain of spins cannot develop stable ferro­

magnetism. 23 The approximation that treats basic iron chromate 

as linear , independent, chains of ferric ions must fail below 73 °K. 

Takano et a1 .15 proposed that metal ions in a kagome array, such as 

in KFe 3(S04)2(0H)6 and KFe 3(Cr04)2 (0H) 6, could adopt a stable anti­

ferromagnetic structure only with a triangular spin arrangement. In 

a collinear spin arrangement, the metal ions in a kagome array 

could develop stable ferromagnetism. Thus, a possible interpretation 

of the results is that the onset of weak ferromagnetism in KFe 3-

(Cr04)2(0H)6 marks the change from a triangular to a collinear spin 

arrangement. 
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Experimental 

The following compounds were prepared by published 

procedures and characterized by elemental analyses and X- ray 

powder-diffraction patterns: Fe(OH)S04, 
4 

Calcd (%): Fe, 33. 06; 

S, 56.87. Found: Fe, 32.85, 33.04; S, 57.03, 57.01. 
5 Fe (OH)Cr04 Calcd{%): Fe, 29.54; Cr, 27.54. Found: Fe, 29.15; 

5 
Cr, 27.11. KFe3(Cr04)2 (0H) 6 Calcd {%): Fe, 30.99; Cr, 19.24; 

I 

K, 7.23. Found: Fe , 30.77, 30.87; Cr, 18.95, 18,95; K, 6.99. 
6 KFe 3(S04)2 (0H) 6 Calcd{%): Fe, 33.45;8, 12.80;K, 7.81. Found: 

Fe, 33.41; S, 13. 01; K, 7. 68. 

Two additional samples were used in this study: (H30)Fe3-

(S04) 2 ( OH) 6 , prepared by the method of Brauer. 7 Calcd (%) : Fe , 

34.85; S, 13 . 40; K, 0.00. Found: Fe, 34.81; S, 13.55; K < 0.03; 

and a natural sample of KA13(S04)2(0H) 6 of Japanese origin, whose 

identity and purity were confirmed by X-ray powder diffraction. 

Partially deuterated analogs of the above species were obtained 

by using D20 in place of H2 0 as solvent in the preparative methods. 

Nearly completely deuterated samples of KFe3(S04)2(0H) 6 and 

KFe3(Cr04)2 (0H) 6 were prepared either from anhydrous reagents or 

from starting materia ls which had been recrystallized from 0 20. 

The deuterated species were characterized by X-ray powder diffraction, 

infrared spectroscopy, and optical microscopy. 

Infra r ed spectra were taken on Perkin-Elmer Model 225 and 

Model 180 spectrophotometers using KBr and TlBr discs ( 4000 -

200 em - 1
) and paraffin wax films on polyethylene ( 400 - 40 em- 1

). 
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Magnetic data were collected on a PAR Model FM-1 vibrating sample 

magnetometer calibrated with HgCo(SCN)4 • Field strengths were 

measured with a Bell Model 600 A gaussmeter and Hall probe. 

Temperatures were measured with a Lakeshore Cryotonics GaAs 

diode or thermocouples calibrated against the diode. Diamagnetic 

corrections were taken from published data. 
8 

X-ray powder diffrac­

tion patterns were obtained with a Debye Scherrer camera with film 

mounted in the Stramanis arrangement. Samples were mounted in 

0. 3 Glaskapillern tubes and subjected to rotation and reciprocation 

during exposure to iron-filtered cobalt Ka radiation. 
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APPENDIX 1 

STRUCTURE OF BASIC IRON CHROMATE 

The structural chemistries of sulfate and chromate groups are , 

in many instances, quite similar. One might predict, therefore, that 

two species as similar as basic iron sulfate (Fe(OH)S04) and basic iron 

chromate (Fe(OH)Cr04 ) would crystallize in similar space groups . 

Johansson 1 found the single-crystal X-ray data from Fe(OH)S04 

16 
could be r efined based on the orthorhombic space group P -D2h nma 

(a= 7. 33 ± 0.005, b = 6.41 ± 0,005, c = 7.14 ± 0.005A., z = 4). 

He allowed that the data were also consistent with the space group 

Pn2 1a. Basic indium sulfate was found, in the same study, to be 

isomorphous, though weak reflections not allowed by the limiting 

conditions of the space group were detected. 

Bounin and Lecerf, 
2 

on the other hand, reported that X-ray 

powder diffraction data taken from Fe(OH)Cr04 indicated that this phase 
5 

crystallized in the monoclinic space group P21/ c- Czh (a = 13.32 ± 

0.04, b = 7.32 ± 0.02, c = 13.13 ± 0.04A., {3 = 121.5 ° ± 0,2 °; z = 12). 

The authors did not, however, so index their powder diffraction data, 

nor did they show how calculated data compared to observed data. They 

chose the monoclinic space group in preference to an orthorhombic 

group because of some very weak reflections they felt an orthorhombic 

group could not account for . The above cell description by these 

authors was later corrected to P21/ a (a = 13.13, b = 7. 32, c = 12. 93, 

{3 = 118 °31 ' , z = 12) .3 
In the course of the study described in the 
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previous chapter, basic iron chromate was characterized, again from 

powder diffraction data, as crystallizing in an orthorhombic system. 

The description of the unit cell will have some impact on the 

interpretation of physical data from the phase. Consequently, 

the X- ray data merit the closer examination provided by this 

appendix. 

X-ray powder diffraction data are not easily acquired from basic 

iron chromate. There is an intense scattering edge in the diffraction 

pattern which obscures all of the back-reflection region and adds 

greatly to the background radiation of the forward-reflection region. 

The phase is produced by a hydrothermal precipitation from a con­

centrated ferric iron-chromate solution. The product is subject to 

contamination by other precipitants which might produce weak X-ray 

reflections. The fine crystalline product grows on vessel walls during 

preparation which may also give rise to spurious X-ray diffraction 

behavior. 

Table 1 reproduces the diffraction data reported by Bounin 

and Lecerf, as well as that collected in the course of this study and 
4 

that by an independent investigator. The former authors did not 

describe their experimental procedure adequately to permit evaluation 

of their data. As reported, it is quite precise and of high resolution. 

During this study and the independent study, hand-selected micro­

crystals were exposed to iron-filtered cobalt Ka radiation. No 



34 

Table 1 

Observed "d-Spacings " and Intensities in 

the X-ray Powder Diffraction Pattern of Basic Iron Chromate 

Investigators 

Bounin and Lecerf
2 

This Stud~ 4 IndeEendent Stud~ 
d(A) Intensity d(A) Intensity d(A) Intensity 

4. 89 23 4.89 2 4 . 89 w , b 

3.646 20 3. 642 2 3.62 m 

3. 334 100 3.334 10 3. 33 s 

3.177 15 3.180 2 3.16 m 

2. 652 12 2.649 1 2. 64 w 

2.391 2.390 1 2.39 w 
9 

2.375 

2.340 6 2.340 1 2.33 w 

2.287 9 2.280 1 2.29 w 

2 . 132 7 2.127 1 2.12 w 

2.067 7 2.070 1 2.07 w 

2.041 9 2.049 1 2. 04 w 

1.899 < 1 

1. 867 1.868 3 1.867 w 
11 

1. 859 

1.828 1 

1.789 < 1 

1 . 756 < 1 

1.727 < 1 
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Table 1 (Continued) 

Investigators 

Bounin and Lecerf2 
This Stud~ Inde~endent Stud;y 4 

d(A) Intensity d{A} Intensity d{A2 Intensity 

1.706 2 

1.6881 < 1 

1.6746 1.669 3 1.668 m 
20 

1.6646 

1. 6435 11 1. 647 1 1.642 w 

1.6297 3 

1.6210 3 

1.5948 1.596 2 1.595 m 
18 

1.5898 

1.5197 1 

1.5025 7 

1.4840 1 1.483 w 
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differences were noted in the patterns of products prepared from static 

solutions or stirred solutions where wall growth was not possible. 

Many of the very weak reflections reported previously were not located. 

D-spacing for the more intense lines were in some disagree-

ment with those of Bounin and Lecerf. The background radiation or 

limits of the instrumentation might account for these difficulties. 

However, the possibility that some of the previously reported lines are 

due to impurities does exist. 

Ultimately, the choice of the space group of Fe(OH)Cr04 will 

rest on the ability of the space group to predict the observed diffraction 

data. An orthorhombic unit cell will fit the observed data at least as 

well as the proposed monoclinic unit cells in contradiction of the claim 

by Bounin and Lecerf. Table 2 lists calculated d-spacings and 

refle ction assignments for the two proposed monoclinic space groups. 

The assignments were made by finding the best fit calculated d-spacing 

subject to the limiting conditions of the space group. 5 These fits to a 

monoclinic systems are not particularly good. Especially disturbing 

is the poor fit to the high-order reflections , which ought to be the 

most accurate d-spacings of the pattern. 

Table 3 lists a similar calculation for an orthorhombic unit 

cell (a = 7. 72, b = 6. 66, c = 7. 30A). The cell parameters for this 

calculation were obtained from the experimental data by the trial and 

error method of Lipson, and do not represent an optimal parameter set. 
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Table 2 

Calculated d-Spacings and Assignments Derived 

from Proposed Monoclinic Space Groups Fitting 

X-ray Powder Diffraction Data from Fe(OH)Cr04 

P2 1;c P2 1/ a (ref. 3) 

dobs(A) dcalc(A) hki l~d l/dobs dcalc(K) hki ~ ~d j/ dobs 

4.89 4.84 111 0.0102 4.93 111 0.0082 

3.646 3. 657 112 0.0030 3.660 020 0.0038 

3.334 3.362 310 0. 0084 '3. 330 202 0.0012 

3.177 3.185 121 0.0025 3.208 121 0.0096 

2.652 2.647 410 0.0015 2.651 302, 320 0.0004 

2.391 2.385 130 0.0025 2.387 130 0.0017 

2.375 2.376 321 0.0004 2.361 114 0.0059 

2.340 2.340 411 0.0000 2.307 500 0.0141 

2.287 2.285 131 0.0009 2.291 131 0.0017 

2.133 2.124 402 0.0038 2.130 231 0.0005 

2.067 2.066 313 0.0005 2.062 124 0.0024 

2.041 2.041 033 0.0000 2.051 033 0.0048 

1.899 1.900 400 0.0005 1.898 323 0.0005 

1.867 1.866 006 0.0005 1.867 224 0.0000 

1.859 1. 856 323 0.0016 1.860 610 0.0005 

1.828 1.839 034 0. 0060 1.830 040 0. 0011 

1.789 1.787 413 0.0011 1.790 125 0.0005 

1.756 1.760 125 0.0023 1.754 431 0.0011 
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Table 2 (Continued) 

p21/C P2 j a 

dobs(A) dcalc(A) hk i lAd l/ ctobs dcalc(A) hk i lA l/ctobs 

1.727 1.724 134 0.0017 1. 714 611 0.0041 

1.706 1.704 106 0.0012 1.702 620 0.0023 

1.6881 1.6813 620 0 . 0046 1.6863 142 0.0010 

1.6746 1.6782 611 0.0021 1.6765 530 0.0011 

1. 6646 1.6625 530 0.0013 1.6650 404 0.0002 

1. 6435 1" 6431 043 0.0002 1.6421 333 0.0008 

1.6297 1.6224 700 0.0048 1. 6280 432 0.0010 

1.6210 1.6167 522 0.0026 1.6220 234 0.0006 

1. 5948 1.5923 242 0.0016 1.6030 315 0.0051 

1.5898 1.5840 710 0.0036 1.5895 341 0.0002 

1. 5197 1.5150 216 0.0031 1.5156 424 0.0030 

1.5025 1.4956 630 0.0046 1.5028 720 0.0002 
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Tables 2 and 3 also list a difference parameter I ~d I / dobs 

where ~d is the difference between the observed (d b ) and calculated 
0 s 

(deale) d-spacings. Summation of these difference parameters for all 

lines yields a parameter, r, reflecting the "goodness-of-fit" of the 

model space group. 

jAdj 
r = \' !..J ~ 

all lines obs 

The r-values for the three calculations are cited in Table 4. It has 

been assumed that the data of Bounin and Lecerf are accurate in spite 

of the objections mentioned earlier . The r- values indicate that an 

orthorhombic cell can be used to describe these data, and may in fact 

be a better descript~on. 

Prediction of the observed density of basic iron chromate is an 

additional criterion for a proposed space group to satisfy. The observed 

density reported in this study was determined by picnometry over water 

and is in agreement with that reported previously. 
2 

Table 4 lists the 

observed and calculated densities. The orthorhombic space group 

provides a superior calculated value of the density. 

Interpretation of magnetic or spectroscopic data is facilitated by 

a unit cell of low Z. Final selection of the proper space group for basic 

iron chromate will have to await single-crystal structure determination. 

In the meantime, approximating this structure as orthorhombic of 

probable space group Pnma (a = 7. 72 ± 0. 01, b = 6. 66 ± 0. 01, 
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Table 3 

Calculated d-Spacings and Assignments 

Derived From an Orthorhombic Unit Cell 

(a = 7. 72, b = 6. 66, c = 7. 30A) Fitting X-ray Powder 

Diffraction Data for Fe(OH)Cr04 

dobs(A) dcalc(A) hki 1 ~ l/ctobs 

4.89 4.92 011 0.0061 

3.646 3.650 002 0.0010 

3.334 3.334 210 0. 0000 

3.177 3.200 012 0.0072 

2.652 2.652 202 0. 0000 

2.391 2.400 310 0.0038 

2.375 2.383 221 0.0033 

2.340 2.344 122 0.0017 

2.287 2.286 013 0.0004 

2.133 2.124 031 0.0042 

2.067 2.074 222 0.0034 

2.041 2.048 131 0. 0034 

1.899 1.904 123 0.0026 

1.867 1.866 401 0.0005 

1.859 1. 861 231 0. 0010 

1.828 1. 825 004 0.0016 

1.789 1.797 411 0. 0045 

1.756 1.751 223 0.0028 
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Table 3 (Continued) 

dobs(A) deale CA.) hk.Q. l ~ct l/ctobs 

1.727 1.716 114 0.0063 

1 . 706 1.706 402 0.0000 

1.6881 1.6809 330 0.0043 

1.6746 1. 6700 420 0.0027 

1.6646 1.6650 040 0.0002 

1. 6435 1.6400 033 0.0021 

1.6297 1.6278 421 0.0011 

1.6210 1.6223 041 0.0008 

1.5948 1.6004 024 0.0035 

1.5898 1. 5885 141 0.0008 

1.5197 1.5185 422 0.0008 

1.5025 1.5041 510 0.0010 



Goodness 
of Fit 

Density 
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Table 4 

Goodness-of-fit and Density from 

Model Space Groups for FeOHCr04 

Monoclinic 

P21/c 

0.0771 

3.45 

Monoclinic 

P21/a 

0.0776 

3.45 

(Observed density is 3. 38 ± 0. 02. 

Orthorhombic 

0.0737 

3.34 
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c = 7. 30 ± 0. 01 A, z = 4) with iron i.ons on 4(c) sites is not seriously 

at odds with the X-ray data. 
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APPENDIX 2 

FACTOR GROUP ANALYSIS OF VIBRATIONAL MODES 

Correlation diagrams and the spectral activity of the external 

and internal modes for some pertinent chromate and sulfate structures 

are shown in the tables below. The factor group analysis was done by 

the correlation method. 
1 

The spectral activity is denoted by R for 

Raman activity, IR for infrared activity, and 0 for modes inactive in 

either Raman or infrared spectra. 

(A) Fe(OH)X04 (X = S in basic iron sulfate; X = Cr in basic 

iron chromate) 

Basic iron sulfate has been sho.vn to crystallize in the space 
16 2 

group Pnma - D2h No. 62 with 4 formula units per unit cell. Basic 

iron chromate can be treated in the same symmetry. 
3 

The allowed site 

symmetries in this unit cell are 2Ci (4) , Cs (4), Ci (8). The locations 

of the ions are : 

Ion Site Symmetr~ 

4 Fe cs 

4 OH cs 

4 X04 cs 

The cell must be treated as a primative cell with only one Bravais 

lattice point. The correlation diagram is presented in Table 1. The 

spectral activity of the vibrational modes is tabulated below. 
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Factor 
Group 

Species 
(Dzh) 

Ag(R) 

B1g (R) 

B 2 g (R) 

B 3g (R) 

Au (0) 

B1u (IR) 

B2U (IR) 

Bsu (IR) 

Total 

Lattice 
Vibrations 

6 

4 

5 

3 

3 

4 

3 

5 

33 

47 

Acoustic 
Vibrations 

1 

1 

1 

3 

Lib rations 

1 

3 

2 

4 

4 

2 

3 

1 

20 

3N = 3(4 x 8) = 96 = 33 + 3 + 20 + 36 + 4 

X04 
Internal 
Modes 

6 

6 

3 

3 

3 

3 

6 

6 

36 

OH 
Internal 
Modes 

1 

1 

1 

1 

4 

There are 35 infrared allowed vibrations and 46 Raman allowed modes 

exclusive of the acoustic modes. As would be expected from the centro­

symmetric factor group there are no coincident bands active in both the 

Raman and infrared spectra. These modes will give rise to 35 absorp­

tions in the infrared spectrum and 46 absorptions in the Raman 

spectrum. 

The modes arising from the X04 and OH internal vibrations are 

of principal interest. Under point group symmetry, Td, the X04 group 

has only two infrared allowed modes and four Raman allowed modes 

(see Figure 1) . Reduction of the point symmetry and factor group 

coupling yield many more infrared and Raman active modes. The v 1 
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symmetric stretch yields two infrared active modes and two Raman 

active modes. The symmetric deformation yields three infrared 

modes and four Raman active modes. The asymmetric modes each 

produce five infrared modes and six Raman modes. Factor group 

coupling splits the OH stretch into two infrared and two Raman modes. 

(B) KFe3 (X04 ) 2(0H) 6 (X = S in jarosite) and KA13(S04 ) 2 (0H) 6 

(alunite) 

Single crystal X-ray structure determination has been carried 

out only on alunite~' 5 Jarosite4 and its chromate3 analog have been 

shown to have the same structure. The structure of alunite has been 

refined in the space groups Rsm (4) and R ;m_(5). Choice between these 

space groups was made empirically in both cases. Fundamental 

differences in the vibrational modes allowed under these two symmetries 

can provide the basis for a more informed choice of space group. The 

centrosymmetric group R!nn ought to yield no coincident modes that 

are both infrared and Raman allowed whereas such coincident modes 

would occur in the acentric space group R 3m· The factor group analysis 

is carried out below in both space groups. 

(1) Rim - Dsh5 

There is one formula unit per unit cell. Consequently, 

the cell must be treated as primative with one Bravais lattice point. 

Possible site symmetries in R3m are: 2D 3 (1), C3v (2), 2Czn (3), 

2C 2 (6), Cs (6), C/6). The ion locations are: 
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Ion Site Symmetr~ 

K Dad 

3Fe1II c .2h 

2X04 
= 

Csv 

60H- c (6) 
s 

The correlation diagram is presented in Table 2. The spectral 

activity of the vibrational modes is catalogued below: 

Factor 
Group X04 OH 
~ecies Lattice Acoustic Internal Internal 

Dad) Vibrations Modes Librations Modes Modes 
----

A1g fO) 3 3 1 

A2g (R) 1 3 

E g(R) 4 3 3 1 

Am(O) 2 3 

A2U (IR) 5 1 3 1 

Eu(IR) 7 1 3 3 1 

Total 33 3 18 18 6 

3N = 3(26) = 78 = 33 + 3 + 18 + 18 + 6 

There are 2 6 allowed Raman modes and 37 infrared modes with no 

coincident modes allowed by both the infrared and Raman selection 

rules. These vibrational modes will give rise to 15 absorptions in the 

Raman spectrum and 23 absorptions in the infrared spectrum. The 

symmetric stretch and symmetric deformations of the X04 group each 

give rise to one infrared-allowed mode under the action of the site and 
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factor groups . The 11 3 and 11 4 modes are each split into two infrared­

active modes. The OH stretch is split under the action of the factor 

group into four infrared active modes. 

(2) Rsm - C svs 

Again the unit cell is primitive and there is just one 

Bravais lattice point. The allowed site symmetries are C
3
v(1), 

Cs(3), C 1 (6). The ion locations are: 

Ion 

K+ 

3 Felli or 3 Al3+ 

2 xo
4
= 

6 OH 

Site Symmetry 

Csv 

cs 
Csv 

Csv 

The correlation diagram is presented in Table 3. The spectral 

activity of the modes is catalogued below. 

Factor 
Group X04 OH 
Species Lattice Acoustic Internal Internal 

Csv Vibrations Modes Librations Modes Mode 

A1 (IR, R) 10 1 6 6 

A2 (0) 1 2 

E (IR, R) 11 1 8 6 

Total 33 3 18 18 6 

3N = 3(26) = 78 = 33 + 3 + 18 + 18 + 6 

There are 72 allowed modes exclusive of the acoustic modes. They 

will give rise to 47 absorptions. All of the modes are coincident and 



Io
ns

 

2X
0 4

 

K
+

 

T
ab

le
 3

 

C
or

re
la

ti
on

 D
ia

g
ra

m
 a

nd
 S

pe
ct

ra
l 

A
ct

iv
it

y 
of

 E
x

te
rn

al
 a

nd
 I

nt
er

na
l 

M
od

es
 o

f 

K
Fe

3
(X

0 4
)2

(0
H

) 6
 a

nd
 A

lu
ni

te
 A

ss
um

in
g 

R
sm

 S
pa

ce
 G

ro
up

. 
A

co
us

ti
c 

M
od

es
 a

re
 A

1 
an

d 
E

. 

M
od

es
 

E
xt

er
na

l 
In

te
rn

al
 

P
oi

nt
 G

ro
up

 
S

it
e 

G
ro

up
 

S
yr

nr
ne

tr
y 

S
ym

m
et

ry
 

F
ac

to
r 

G
ro

up
 S

ym
m

et
ry

 

C
sv

 

· 
T

d 
c
~
 

V
1 

A
(R

) 
A

1 
(I

R
, R

) 
-2

A
1 
(I

R
, R

) 

v 2
 

E
 (R

) 
E

 (I
R

, R
) 

2E
 (I

R
, R

) 
U

1
 

v 3
,v

4 
T

2
(I

R
,R

) 
2A

1
(I

R
,R

) 
+

 2
E

(I
R

,R
)-

4
A

1
(I

R
,R

) 
+

 4
E

(I
R

,R
) 
~
 

tr
an

s 
T

2
(
f
f
i,

R
)
-

A
1
(I

R
,R

) 
+

 E
(I

R
,R

) 
2A

1
(I

R
,R

) 
+

 2
E

(I
R

,R
) 

li
br

at
io

n 
T

2
(0

) 
A

2{
0)

 +
 E

 (I
R

, R
) 

2A
2
(0

) 
+

 2
E 

(I
R

, R
) 

c
~
 

-
-
=

=
=

=
=

=
=

=
=

=
=

=
=

=
A

1
(I

R
,R

) 
A

1
(I

R
,R

) 
tr

an
s 

E
(I

R
,R

) 
E

(I
R

,R
) 

cs
 

3F
e(

Il
l)

 
A

' (
IR

, R
) 

2A
1
(I

R
, R

) 
+

 2
E

(I
R

, R
) 

o
r 

a+
 

3A
l 

A
" 

(I
R

, R
) 

A
2
(0

) 
+

 E
(I

R
, R

) 



Io
ns

 

6
0

H
-

T
ab

le
 3

 (
C

on
ti

nu
ed

) 

M
od

es
 

E
xt

er
na

l 
In

te
rn

al
 

P
oi

nt
 G

ro
up

 

S
ym

m
et

ry
 

S
it

e 
G

ro
up

 

S
ym

m
et

ry
 

F
ac

to
r 

G
ro

up
 S

ym
m

et
ry

 

C
sv

 

c
«>

v 
c3

v 

st
re

tc
h

 
~
 +

 (I
R

, R
) 
-
-
A

1 
(I

R
, R

) 
6A

1 
(I

R
, R

) 

tr
an

s 
~+

(I
R,

 R
) 
-
-

A
1 
(I

R
, R

) 
6A

1 
(I

R
, R

) 

tr
an

s,
 li

b 
II

(I
R

, R
) 

E
.(I

R
, R

) 
6E

 (I
R

, R
) 

0
1

 
0

1
 



56 

Table 4 

Effects of Factor Group Coupling on the Internal Modes of 

X04 in KFe 3(X04) 2 (0H)6 Under Space Groups R3m and R3m 

Point Symmetry 

Modes 

Allowed Modes in 

R3m 

Eg(R) + Eu (IR) 

A1g(R) + A2u(IR) 

+ Eg(R) + Eu (IR) 

A 1g(R) + A 2u(IR) 

+ Eg(R) + Eu (IR) 

Allowed Modes in 

R3m 

2A1 (IR, R) 

2A1 (IR, R) 

2A1 (IR, R) + 2E (IR, R) 

2A1 (IR, R) + 2E (IR, R) 
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should be observable in both the infrared and Raman spectra of species 

of this structure. Comparing this result with that found for the space 

group R; m one sees that a clear choice between the two space groups 

is possible. Table 4 displays the expected vibrational activity of the 

internal modes of the X04 group for the R 3m and R3 m structures. The 

differences in these vibrations could also be used to choose between the 

space groups. However, for practical reasons, this differentiation 

would best be used to confirm a choice based on the coincidence of 

absorption bands in Raman and infrared spectra. 

(3) For completeness sake it should be noted that factor group 

analysis of the species M1Fe(Cr04) 2 • 2H20 (M1 = Na +, K+, Tl+, NH/) 

has recently been published. 6 
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CHAPTER 2 

WEAK FERROMAGNETISM IN THE BASIC IRON CHROMATES 

Abstract: NH4 Fe 3(Cr04 ) 2(0H) 6 is shown to be isomorphous 

with KFe 3(Cr04) 2(0H) 6 • Its magnetic susceptibility deviates from the 

Curie-Weiss law below 67 °K in a manner analogous to that of the 

potassium analog. Mossbauer, esr, and magnetization data are 

presented for the basic iron chromates. These data indicate that 

the positive deviations of the magnetic susceptibility from Curie­

Weiss law are due to ferromagnetic spin ordering. Weak ferro­

magnetism is discussed in terms of ionic spin configurations. 
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The magnetic behavior of the basic iron chromates is indeed 

striking. This is especially so in light of the unobtrusive behavior 

of the basic iron sulfates. Complete clarification of the origin of this 

unusual behavior will, of course, have to await detailed X-ray and 

neutron diffraction studies. While these results are unavailable, the 

next-best procedure is the acquisition of extensive data on the species 

in the hope that a consistent rationalization can be developed. To this 

end, the esr, Moss bauer, and magnetization data for Fe(OH)Cr04 and 

KFe3(Cr04 ) 2 (0H) 6 are reported in this chapter. 

An especially useful technique for rationalization of spectro­

scopic data is the comparison of data for species of varying stoichiom­

etry but of similar structure. Preparation of such altered basic iron 

chromates proved extraordinarily difficult despite the diversity of 

known isostructural basic iron sulfates . One such altered species, 

NH
4
Fe

3
(Cr04 ) 2 (0H)6 , was prepared. Characterization of this phase 

is also reported in this chapter. 

Rationalization of the magnetic behavior of basic iron chromate 

seems to directly confront the rather difficult problem of exchange 

interactions between a metal ion having d electrons and one whose d­

orbitals are vacant. The results of the investigation reported in the 

appendix, however, indicate that the electronic structure of bridging 

chromate groups can be discounted as a major contributor to the 

magnetic behavior of the phases. Instead, in this chapter, the behavior 

is discussed in terms of the localized ionic spin configurations. 
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Experimental 

(A) Preparation of Compounds. The samples of Fe(OH)(Cr04 ) 

and KFe 3 (Cr04 ) 2 (0H)6 used in this study were the same as those 

described in Chapter 1. It was found that KFe 3(Cr04) 2 (0H) 6 could be 

formed only in a very narrow range of experimental conditions. 

Attempts to prepare the Li+, Na+, and cs+ salts failed. The ammonium 

salt was prepared by the following procedure. A solution of 0. 5 F 

Fe(N03) 3 " 9H20, 0. 5F (NH4) 2Cr 20 7 , and 1. OF NH4N03 was sealed in a 

Pyrex tube and heated for 2 hours at 110 °C. A fine particulate 

product began to precipitate after 15 minutes of heating. Infrared 

spectra and X-ray diffraction data showed this species to be the 

desired ammonium salt (see Tables 1 and 2). Analysis: Calcd (%) 

for NH4 Fe3 (Cr04 ) 2 (0H) 6 : Fe, 32. 23; Cr, 20. 01; N, 2. 69. Found (%): 

F e , 32.25; Cr, 19.89; N, 2.11; K < 0.05%; Na < 0.005%. Prolonged 

heating of the reaction mixture ("' 24 hours) or heating for shorter 

times at 140 oc yielded a red, crystalline and as yet unidentified 

product. Analysis: Found(%): Fe, 18.87; Cr, 25.11. X-ray powder 

diffraction data for this phase are reported in Table 2. 

(B) Instrumental Analysis. 

Infrared, X-ray, and magnetic data were collected as described 

in Chapter 1. Esr data were obtained with a Varian X-band esr spectrom-

ete r Model V4500-10A. The spectrometer was equipped with a dewar 

capable of maintaining the temperature of the sample constant (± 1 °) 

over the range 9-300 °K. Calibration of the spectrometer was checked 
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Table 1 

Remarks 

w, shld 

s 

m, broad 

w, broad 

s 

s 

shld 

s 

shld 

s 

s 

m 

w, sh 

w, sh 

w 

w 

vw 

s 

m 

Assignment 

VOH 

VOH 

VNH 

VNH 

2 -
v 3 mode of Cr04 

vibrations of 

Fe06 octahedron 

2-
v 4 mode of Cr04 

vibrations of Fe06 and 

remainder of the lattice 
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Table 2 

X-ray Powder Diffraction Patterns 

NH::tFe3(CrO::l) 2 (0H) 6 Unknown 

d (A) I Index deale d I - -
5 . 95 3 003 5.93 7.39 8 

5.19 7 012 5.21 5.16 2 

3.70 4 110 3.72 4.38 7 

3.15 10 113 3.15 4.20 4 

3.07 1 202 3.03 3. 88 8 

2. 961 4 006 2.965 3.70 1 

2.603 3 024 2.607 3. 61 4 

2.359 5 107 2.364 3.33 8 

2.105 1 018 2.102 3.22 1 

2.017 5 033 2.017 3.15 1 

1.989 1 027 1.995 3.07 10 

1. 977 2 009 1.977 3.02 1 

1 . 858 5 220 1.858 2.837 3 

1.750 3 312 1. 750 2.729 6 

J. 653 1 134 1.657 2.551 1 

l. 641 3 128 1.641 2. 513 2 

1.604 2 401 1. 603 2. 411 1 

l. 576 3 042 1.583 2.342 2 

1.558 4 0 2 10 1.557 2.205 1 

1.515 2 404 1.513 2.145 5 

1 . 459 3 137 1.460 2 . 114 1 
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Table 2 (Continued) 

NH4Fe 3(Cr04) 2 (0H) 6 Unknown 

d("_) I Index deale d I --
1. 446 1 039 1.454 1.975 5 

1.406 1 410 1.405 1.890 1 

1. 392 1 318 1.392 1.858 2 

1.368 4 143 1.367 1.836 3 

1.809 1 

1.771 3 

1. 757 1 

1.697 2 

1.688 1 

1.653 2 

1.638 3 

1.600 4 

1.538 3 

1.436 4 

1.391 1 

1.374 1 
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with the spectrum of DPPH. I gratefully acknowledge Paula Clendening 

for her assistance in the acquisition of some of these data. Mossbauer 

data were kindly supplied by Professor Rolf Herber of Rutgers 

University. The source for the spectra was cobalt in palladium. 

Results 

(A) Structure and Magnetic Behavior of NH4Fe3(Cr04) 2(0H) 6 • 

X-ray powder diffraction data from NH4 Fe(Cr04) 2(0H) 6 could 

be indexed in terms of a hexagonal unit cell of dimensions a = 

7.432 ± 0.015, c = 17.793 ± 0.005A. Intensities and absences in the 

powder diffraction pattern show it isomorphous with KFe3(Cr04) 2 (OH)6 • 

Replacement of the potassium ion with ammonium ion results only in 

increased separation of the sheets of iron ions. The intraplanar 

geometry is little affected, and the intraplanar separation of Fe(III) 

ions for both species is 3. 72A. 

The temperature dependence of the molar magnetic susceptibility 

of NH4 Fe 3(Cr04 ) 2(0H) 6 is shown in Figure 1. Representative magnetic 

data are tabulated in Table 3. The susceptibility obeys the Curie-

We iss law over the temperature region 80-300°K with a Curie constant 

of 11. 86 cgs-deg-moC 
1 

and a Weiss temperature of -562 °K. At 67 °K 

the molar susceptibility abruptly deviates from the Curie-Weiss law 

in a manner analogous to that of the potassium salt. A detail of the 

transition region is shown in Figure 2. In all respects the magnetic 

behavior of NH4 Fe 3(Cr04) 2 (0H) 6 is analogous to KFe 3(Cr04)2(0H) 6 

though the Curie and We iss temperatures are lower. 
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Table 3 

Representative Magnetic Data for NH4 Fe 3(Cr04) 2 (0H) 6 

Diamagnetic Correction = -200 x 10- 6cgs 

T XM' X 103 1-Leff/ Fe 

299 13.74 3.31 

273 14.21 3.22 

252 14 . 66 3.14 

232 15.01 3.05 

199 15.51 2.87 

J 65 16.32 2.68 

150 16.79 2. 59 

125 17.68 2. 43 

101 18.65 2.24 

770 18.74 1.96 

74.2 18.74 1.92 

71.2 18.88 1. 89 

67.5 19.06 1.85 

65 . 8 19.93 1.87 

65.5 20 . 04 1.87 

63.0 24.15 2.01 

62.8 26.46 2.10 

60.0 34.53 2.35 

57.50 44.21 2.60 

50.0 60.02 2.83 

45.2 64.14 2.78 
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Table 3 (Continued) 
3 

llefrfFe T XM' x 10 

40.8 66.92 2.70 

36.5 69.30 2.60 

31.0 71.60 2.43 
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(B) Moss bauer and Esr Data. 

Mossbauer data for Fe(OH)Cr04 and KFe 3(Cr04) 2(0H) 6 are 

listed in Table 4. The room temperature spectrum of both species is 

a doublet absorption as would be expected for iron in an environment 

distorted from perfect octahedral symmetry. The temperature 

dependence of the quadrupole splitting ("" +0. 007 mm/ sec/ 100 °K) 

further indicates that the electric field gradient at the iron nucleus is 

principally due to the ligand field. Both spectra are consistent with 

that expected for high-spin iron(III). 

Down to temperatures near the transition temperature ("" 71 °K), 

the spectrum of KFe3(Cr04 ) 2 (0H) 6 remains a simple doublet absorption. 

Below the transition temperature the spectrum splits into the six line 

spectrum indicative of an internal field. At 5 oK, this internal field is 

465 Koe. The empirical relation, Hi= 220 < S > Koe, would predict 

a field of 550 Koe. 1 

The spectrum of Fe(OH)Cr04 develops a six-line character at 

83.5 °K, some 10 °K above its transition temperature. The internal 

field at 83.5 °K is 320 Koe. At 5 °K, the field increases to 440 Koe. 

The internal field detected above the ferromagnetic transition 

temperature is consistent with the antife rromagnetic behavior of 

Fe(OH)Cr04 indicated by its magnetic susceptibility. No such internal 

field is detected in KFe 3(Cr04 ) 2 (0H) 6 above its transition temperature 

since this species is a paramagnet in this temperature region. 
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Table 4 

Mossbauer Data for the Basic Iron Chromates 

T oa 6.b Ic 

{oK) (mm/ sec) (mm/ sec) 

Fe (OH)Cr04 

297 0.377 0.932 1.073 

83.5 H. = 320 KOe 
1 

"-' 5 H. = 440 KOe 
1 

KFe 3(Cr04) 2 (0H) 6 

297 0.383 0.868 0.930 

83.5 0. 482 0.884 0.958 

78 0.488 0.884 0.962 

5 H. = 465 KOe 
1 

a 57 
Isome r shift versus Pd(Co ). 

b Quadrupole splitting. 

c Intensity ratio of doublet peaks. 



71 

Data from Table 4 can be compared to that reported for 

KFe3(S04) 2(0H) 6~' 3 Room temperature isomer shift for this species 

is 0. 22 mm/ sec with a quadrupole splitting of 1.15 mm/ sec. At 42 °K 

the internal field is 490 Koe. 

Esr spectra of Fe(OH)Cr04 and KFe3(Cr04) 2(0H) 6 are shown in 

Figures 3 and 4, respectively. Parametric values are tabulated below. 

Table 5 

Esr Data for Basic Iron Chromates 

KFe3(Cr04)2(0H)6 

Fe(OH)Cr04 

Fe(OH)S04 

gl 

g2 

g 

g 

= 2.0019 

= 4. 313 

= 2.0043 

= 2.0034 

a Width of absorption band at half height. 

Aa = 525 oe 

A = 75 oe 

A = 512 oe 

A = ·.451 oe 

The spectrum of Fe(OH)Cr04 consists of a single very intense absorp­

tion very similar to the spectrum of Fe(OH)S04 also shown in Figure 3. 

The g-value is quite close to the free-electron value expected for high­

spin Fe(lll). The bandwidth exhibits a shallow temperature dependence 

down to 85oK as shown in Figure 5. Below 85°Kthe bandwidthincreases 

rapidly. Below 79 °K no intelligible spectrum could be resolved. Such 

behavior is characteristic· of a species whose spins order at low temp-

erature. 

The spectrum of KFe3(Cr04 ) 2 (OH)6 is less intense and far more 

difficult to obtain. It apparently consists of two clear absorptions at 
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g 1 = 2. 0019 and at g2 = 4 . 313 as well as several minor inflections 

between the major absorptions. 

The structure of KFe3 (Cr04 ) 2 (0H) 6 is suffic iently anisotropic 

that esr absorptions polarized in the plane and perpendicular to the 

plane might be resolved in powder spectra. The absorption at g1 = 

4 . 313 is at far too low a field to be easily rationalized as the 

perpendicular absorption. A shoulder on the g1 absorption is more 

readily assigned to this absorption. No assignment can be offered for 

the g2 band at this time. 

(C) Magnetization. 

Magnetization curves for both KFes(Cr04 ) 2 (0H) 6 and 

Fe(OH)Cr04 above their respective transition temperatures are devoid 

of e ither saturation or hysteresis effects for applied fields up to 

11 , 000 oe. When Fe(OH)Cr04 is cooled below its transition tempera­

ture, its magnetization curves are badly distorted from the familiar 

centrosymmetric form. Figure 6 shows magnetization loops for 

samples cooled to 45. 5, 23. 0, and 18 ~ 0 °K . The loops are wasp­

waisted and shifted along the magnetization axis (vertical axis in 

Figure 6). The apparent shift along the applied field axis is probably 

due to the vertical shift of the loop. The general appearance of the 

loops is that of minor loops and suggest that the applied field is 

insufficient to allow the moment to approach saturation. 

Watanabe 4 observed similar distortions in the magnetization 

curves of La.Fe03 • He found that when the samples were cooled in very 
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Figure 6. Magnetization loops for F e (OH)Cr04 at 45.5 (.D.), 23.0 (II), 

and 18 °K (0 ). Vertical axis is magnetization in arbitrary 

units. 
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weak(< 30 oe) magnetic fields and then brought to saturation much of 

the distortion along the magnetization axis was lost. This phenomenon 

and other evidence drawn from the magnetization data led Watanabe 

to conclude that the distortion was due to a magnetically, very hard, 

impurity. 

· When Fe(OH)Cr04 was cooled to 23 °K in the residual magnetic 

field of the spectrometer used in this study and then magnetized in an 

applied field of 10,500 oe, no loss of distortion was observed in the 

subsequent magnetization curve. The residual field of the rnftgnetometer 

was estimated to be "' 80 oe,~ somewhat higher than that used by 

Watanabe. But, since no loss of distortion was observed, and since 
) 

the magnetization of Fe(OH)Cr04 does not vary with preparation 

significantly, it is likely that the hysteresis loops are intrinsic to the 
~ 

phase and not due to impurities. 

An alternative hypothesis that will account for the distortion of 

the loops is that the magnetization in Fe(OH)Cr04 is very anisotrqlic . 

The magnetocrystalline anisotropy constant (K) is approximately related 

to the magnetization by the Stoner- Wohlfarth expression, 
5 

K = 1/ 2 M ·H s a 

Where Ms is the saturation magnetization p e r unit volume and Ha is the 

anisotropy field. At 0 °K the anisotropy fi eld is equal to the coercive 

field. At higher temperatures the relationship is only approximate . 

The magnetization curves of Fe(OH)Cr04 defy precise extrapolation to 

infinite field. However, by using the m agnetization a t 10, 500 oe and 
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the coercive field as approximations of the desired quantities, an 

estimate of K can be made. The estimate of K at 45. 5 °K is ,...., 7600 
3 3 

ergs/em and increases to ,...., 13,000 ergs/em at 33 °K. At lower 

temperatures no estimate can be made from the data presented here. 

Obviously, the fields due to the magnetocrystalline anisotropy are 

sufficient to prevent saturation with the applied fields available to 

the instrument used in this study. Consequently, the magnetization 

loops are highly distorted minor loops. 

The proposition of magnetocrystalline anisotropy will also 

account for the slow reversal of the magnetic moment in KFe 3(Cr04 ) 2 -

(0H)6. Figure 7 shows the results of an experiment done as follows: 

A sample of KFe 3(Cr04) 2(0H)6 was cooled to a temperature below the 

Curie temperature and magnetized in a field of 11, 000 oe . The field 

was then slowly reduced to 144 oe. The field was then reversed to 

-151 oe. Reversal of the field required at most 30 seconds. In 

Figure 7 the relative magnetization of the sample is plotted as a function 

of time. At 62 °K complete reversal of the moment requires at least 

3 hours. The rate of reversal increases with decreasing temperature. 

The temperature dependence of the rate of reversal is surprisin g. 

In zero field, the rate would decrease with decreasing temperature. 

However, in a magnetic field the barrier to reversal is reduced by the 

magnetization energy which is itself very temperature dependent. The 

structure of KFe3 (Cr04 ) 2 (0H) 6 is well disposed to give rise to uniaxial 

magnetoanisotropy. If so, the magnetic energy of the phase is given by 
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Figure 7. Relative magnetization of samples cooled to the indicated 

temperature versus time after reversal of applied field 

from +144 to -151 oe. 
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2 
EM = K sin () - MH cos () 

where e i.s the angle between the easy axis of magnetization and the 

applied field. The energy barrier (Eb) to rotation of the magnetic 

moment is then 
2 2 

MH 
Eb = K + 4K"-

(see Appendix 1 to Chapter 5). 

Discussion 

- MH 

(A) Modelling the Magnetic Behavior of Fe(OH)Cr04 and Fe(OH)S04 • 

Any consideration of the magnetic behavior of basic iron chromate, 

particularly above the ferromagnetic transition temperature, must be 

accompanied by consideration of the magnetic behavior of basic iron 

sulfate. The most striking feature of the structure of these species is 

the linear chains of hydroxo-bridged ferric ions. It is tempting 

to describe the magnetic behavior of these phases in terms of a 

linearly coupled array of paramagnetic ions. Such a linear model will 

fail to predict the ferromagnetic transition of basic iron chromate as 

mentioned in Chapter 1. The magnetic data for temperatures above the 

Curie temperature is too small for any meaningful calculation. But, the 

magnetic susceptibility of basic iron sulfate above 75 °K is quite similar 

to that of the chromage analog. A fit of its magnetic behavior to a 

linear model would allow some estimation of the exchange forces in 

basic iron chromate. 
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'. 

The magnetic susceptibility of Fe(OH)S04 was fit to Fisher's 

solution to the Heisenberg linear chain 
6 

scaled to finite spin as 

described in Appendix 1. Models neglecting and allowing interchain 

magnetic interaction were obtained. Excellent statistical fits, 

apparently far better than those found in previous attempts, 7 were 

obtained. However, parametric values associated with the fits were 

completely unrealistic. When -no inter chain interaction was allowed, 

the calculated g was 1.902 and the intrachain interaction was -14.8 cm-
1
• 

When interchain interactions were allowed, the calculated g was 1. 944, 

the intrachain interaction -15.7 em-\ and the interchain interaction 

was +0. 02 em -
1

• Both calculations failed to reproduce the experimen­

tal g-value of 2. 0034 and cannot be given much significance. 

(B) Ionic Spin Configurations in Fe(OH)Cr04 • . 

Magnetic behavior of Fe(OH)Cr04 defies approximation in terms 

of a linear array of coupled paramagnetic ions. Description of the 

magnetic behavior must then be based on models of higher dimension. 

Unfortunately, closed solutions to such models are not yet available 

for S = 5/2 systems, and a more qualitative treatment of. Fe(OH)Cr04 

must be made. Such a treatment lacks the pleasing quantitative 

features of a model such as Fisher's , but in a search for the origins 

of weak ferromagnetism it will serve. 

The Hamiltonian describing the spin structure of basic iron 

chromate must be invariant under spin r eversal and the symmetry 

operations of the crystallographic group. The form of this Hamiltonian 
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can be found by considering the irreducible representations of the spin 

symmetry following the method of Bertaut. 8 

The spins of the ferric ions in this model are treated as classica~ 

axial vectors located at the Fe(III) sites within the unit cell, 1hese sites 

are± (x, 1/ 4, z); ± (1 / 2x, 1/ 4, 1/ 2-z) where x = 0.125, z = 0. 250 

(see Figure 7). The symmetry operations of the crystallographic group 

which will transform any Fe(III) ion site into any other are chosen to be 

"' (1) two-fold screw axis at (0, y, 0) labelled 2y 

(2) two-fold screw axis at (x, 1/ 4, 1/ 4) labelled 2x 

(3) the inversion center (T) at 0, 0, 0 

These symmetry operations rather than the mirror plane operations of 

the Hermann-Maugin definition of the crystallographic group were 

chosen for computational simplicity. The effect of the symmetry 

operations is shown in Table 6. 

Table 6 

Effect of Symmetry Operations on the 

Fe(lll) Sites in Fe(OH)Cr04 

Metal Ion Originally Under the Action of the Symmetry Operations 

on Site . This Becomes Site 

E 2x 2"' y_ (T) 

1 4 3 3 

2 3 4 4 

3 2 1 1 

4 1 2 2 
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The spins located at the ferric sites are vectors of components 

Si a i = 1 (1)4, a = x, y, z. The effects of symmetry operations on these 

vectors will be quite complex. It is far easier to find linear combina­

tions of the spin vectors whose transformation properties are more 

obvious. Fortunately, a set of such linear combinations is easily 

found and readily interpretable. The combinations are 

F = S1 + Sz + S3 + S4 

G = S1 + S2 - S3 - S4 

A = S1 - S2 + S3 - S4 

c = sl - s2 - S3 + s4 

The source of the spin combinations and their labels becomes much 

more obvious if one examines the Fe(OH)Cr04 structure perpendicular 

to the (011) plane. The Fe(III) sites then form a rectangle with the 1-4 

and 2-3 sides corresponding to the hydroxide bridge between the ions. 

The spin configurations are shown diagramatically in Figure 8 where a 

darkened circle corresponds to spin up and open circle to spin down. 

The F combination corresponds to a ferromagnetically coupled 

system. From the magnetic data, this is clearly not the ground state 

of either basic iron sulfate or basic iron chromate. The C combination 

corresponds to ferromagnetically coupled chains of ferric ions with 

anti-ferromagnetic interchain coupling. Such ferromagnetic coupling 

between hydroxide bridges is certainly at odds with past experience 

with hydroxide or oxobridged dimers. The G and A combinations 

correspond to antiferromagnetic coupling through the hydroxide bridges. 



' ' 
I 

I 
I 

2 
I 

tJ 
,• 

I 
y

, 
; 

j 
y 

, 

2x
 

F
ig

ur
e 

8,
 

M
ag

ne
ti

c 
io

n 
si

te
s 

in
 F

e(
O

H
)C

r0
4

• 
S

ym
m

et
ry

 o
pe

ra
ti

on
s 

ar
e 

2x
 a

t 
(x

, 
1/

4,
 1

/4
),

 
"'

 
2y

 a
t 

(O
O

z)
 a

nd
 1

 a
t 

(0
, 

0
, 

0)
, 

C
X)

 
m

 



1 
2 

1 
2 

1 

4 
3 

4 
3 

4 
c 

3 
4 

F
 

G
 

F
ig

ur
e 

9.
 

D
ia

g
ra

m
m

at
ic

 r
ep

re
se

n
ta

ti
o

n
s 

of
 s

pi
n 

co
m

bi
na

ti
on

s 
in

 F
e(

O
H

)C
r0

4
• 

D
ar

ke
ne

d 

ci
rc

le
s 

co
rr

es
p

o
n

d
 t

o 
sp

in
 u

p.
 

O
pe

n 
ci

rc
le

s 
co

rr
es

p
o

n
d

 t
o 

sp
in

 d
ow

n.
 

A
 

2 3 

O
J 
~
 



88 

One of these combinations was implicitly assumed in magnetic studies 

of Fe(OH)S04 
7 and in the above attempts to model the behavior of 

basic iron sulfate and chromate in terms of linear chains . 

Since F, C, A, and G are but combinations of axial spins, they 

too will have components in the x, y, and z directions. The transforma­

tion properties of these components under the action of the symmetry 

operations are shown in Table 7. 

Table 7 

Transformation Properties of Components of the Spin Combinations 

"' 
......., 

I E 2x 2y 

Fx Fx -Fx Fx 

Fy -Fy Fy Fy 

Fz -Fz -Fz Fz 

Gx -Gx Gx -Gx 

Gy Gy -Gy - Gy 

Gz Gz Gz -Gz 

ex ex Cx -Cx 

Cy -Cy -Cy -Cy 

Cz -Cz Cz -Cz 

Ax -Ax -Ax Ax 

Ay Ay Ay Ay 

Az Az -Az Az 
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The transformation properties give rise to eight irreducible represen­

tations of the group defined by the symmetry operations. These 

representations correspond to magnetic space groups such as those 

enuciated by Opechowski and Guccione. 9 

Table 9 

Representations and Magnetic Groups of Fe(OH)Cr04 

Class ComEonents Magnetic Space Grou2 

rl Fx Az Pnm' a' 

rz Fy Pn' rna' 

r3 Fz Ax Pn' m' a 

r4 Gx Cz Pnm' a 

r5 Gy Pn' rna 

r6 Gz Cx Pn' m' a' 

r7 Cy Pnma 

ra Ay Pnm' a 

The Hamiltonian describing the ionic spin arrangement in a 

system is invariant under symmetry operations . Consequently, only 

terms of even order in the spin components may appear in the 

Hamiltonian. Further, only spin components from the same symmetry 

classification can interact. If exchange forces within the system are 

isotropic, only pure spin modes (A, C, G, F) will appear in the 

Hamiltonian. But, when exchange forces in the system are anisotropic, 

as they surely must be in basic iron chromate, mixed modes may appear . 
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Mixing of modes must occur, of course, only among spin components 

of the same symmetry class and be of even order. For most systems 

of identical magnetic ions, Hamiltonian terms of order two suffice to 

describe the spin configuration. Table 9 lists the invariant terms of the 

Hamiltonian of order 2 in terms of their symmetry class. From this 

Symmetry 

Class of Components 

rl 

r2 

Table 9 

Invariants 

Isotropic 

Terms 
2 2 

Fx; Az 
2 

Fy 
2 2 

Fz; Ax 
2 2 

Gx; Cz 
2 

Gy 
2 2 

Gz; Cx 
' 2 

Cy 
2 

Ay 

Anisotropic 

Terms 

FXA.z 

FzAx 

GxCz 

GxCx 

table it is apparent that weak ferromagnetism is possible for two 

symmetry classes--r1 and r 3 • From the magnetic data it is clear that 

the ground state spin configuration of Fe(OH)Cr04 is not well described 

by a pure ferromagnetic mode. From Table 9, the~ the ground state 

spin configuration must be either Az or Ax. 

The Hamiltonian which describes the ionic spin configuration of 

Fe(OH)Cr04 is then either 
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2 

JC = aAz + bFxAz 

and weak ferromagnetism appears along the [ 100] direction, or 

2 
JC = a' Ax + b' FzAx 

and weak ferromagnetism appears along the [ 001] direction. 

Weak ferromagnetism due to either of these Hamiltonians will 

be very anisotropic. The magnetic moment cannot exist along any but 

the symmetry allowed direction. Consequently, large coercive fields 

will be necessary to reverse the magnetism. When such fields are not 

supplied, magnetization curves will be minor loops and have the 

distorted appearance of those loops found for Fe(OH)Cr04 in this study. 

The coupling of the ferromagnetic mode to the ground state 

antiferromagnetic spin mode is brought about by the anisotropic 

exchange terms. The most important of these terms will be 
---> --> 

Dzialoshinski-Moriya coupling,(D· S x S), pseudodipolar coupling and 

crystalline field anisotropy. No emphatic choice among these 

mechanisms can be made based on the data herein. Dzialoshinski-

Moriya coupling and pseudodipolar coupling (~R) are dependent on 

the isotropic exchange 8 as shown below 

where Ag = g - 2. 0024 and JRR is the isotropic exchange constant. 

Crystalline field anisotropy is independent of JRR. Esr data for 

Fe(OH)Cr04 and the obviously larg~ JRR indicated from the magnetic 

susceptibility suggest that D-M coupling may predominate. 
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No decision can be made from the above arguments about the 

spin configuration of Fe(OH)S04 except that its configuration is not 

(C) Spin Configuration of KFe3(Cr04 ) 2(0H) 6 • 

Magnetic susceptibility of KFe 3(Cr04) 2 (0H)6 is not consistent 

with a model of antiferromagnetically coupled sheets of ferromagnetically 

coupled ferric ions. Such a structure would give rise to m e tamagnetism, 

which was not observed in the magnetic behavior of the phase. 

Above the transition temperature the magnetic behavior of 

KFe3(Cr04) 2 (0H) 6 is analogous to the behavior of KFe 3(S04) 2 (0H) 6 • hl 

treating this latter compound, Tokano et al. 
2 

proposed a non-collinear 

spin structure shown in Figure 10 to account for the antiferromagnetic 

behavior. This analysis was based on consideration of isotropic 

exchange terms in the energy expression for the in-plane components 

of the spins. Clearly, the arrangement of spins shown in Figure 10 

is invariant under the symmetry operations of the crystallographic 

space group. A spin arrangement of the z-components of the spins 

oriented "up" is also invariant under the s ymmetry operations and 

consequently belongs to the same symmetry class as the arrangement 

shown in Figure 10. (That is, both arrangements transform as 

magnetic space grmp RSm' . ) Coupling between these spin modes will, 

of course, give rise to weak ferromagnetism. Again, the coupling is 

due to the anisotropic exchange terms. Symmetry conditions have 

shown that in he:Xagonal space groups anisotropic exchange is due to 

D-M coupling. 
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I I 

Figure 10. Spin configuration proposed for an antiferromagnetic 

Kagome array of S = 5/ 2 ions. After reference 2. 
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(D) Modeling the Magnetic Behavior of M1Fe 3(Cr04) 2 (0H) 6 in 

Terms of Sheets of Canted Spins. 

The above argument proposed that the magnetic behavior of 

M1Fe3(Cr04) 2 (0H) 6 is that of sheets of canted spins. The magnetic 

susceptibility of such an assemblage ought to deviate from Curie-

w . 1 b h . d . t th . 10-1 2 
etss aw e av10r accor mg o e e:xpresswn 

equation 1 

The parameter Tc is ostensibly the Curie temperature, but is best 

thought of as a parameter determined by the isotropic exchange inter­

actions and the structure of the sheet. For instance, for a Heisenberg 

· f. ·t Iatt· 11 
m m1 e square 1ce 

J Tc = 5"lr"(z- 1) (2S (S + 1)- 1] 

where z is the number of nearest neighbors. 

Typically, comparison between experimental and theoretical 

behavior in terms of equation 1 is made by plotting lnx versus 

ln IT - T c 1. The slope of such a plot yields y. However, log-log 

plots are notoriously insensitive. A superior procedure is to fit the 

deviation of the magnetic susceptibility from Curie-Weiss behavior to 

equation 1 by least-squares estimation of the nonlinear parameters. 

The results of such a fit for M1Fe3 (Cr04) 2 (0H) 6 near the transition 

temperature are shown in Figure 11. Errors in the parametric values 

represent the upper and lower support planes of the nonlinear confidence 

levels. 
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Little is known theoretically about the kagome array S = 5/ 2 

ions found in the species M1Fe 3(Cr04 ) 2 (0H) 6 so the Tc values cannot 

be related to the isotropic exchange interactions. The y values , 

however, compare well with the predicted values for a Heisenberg 
. 11 12 

square latt1ce (y = 20 82) and the value found for (CHsNH3) 2MnC14 

(y = 2. 59) 0 They are at odds with values predicted from the Ising 

model (y = 1. 75)10 and thos e found for three dimensional structures 
12 

(y = 1. 2 - 1. 4) 0 
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APPENDIX 1 

MAGNETIC EXCHANGE INTERACTIONS 

THROUGH CHROMATE BRIDGES: 

THE MAGNETIC BEHAVIOR OF M(I)Fe(Cr04 ) 2 • 2H2 0 

The results cited in Chapter 1 suggest that bridging chromate 

ions may sponsor unusual exchange interactions between magnetic 

ions. The magnetic behavior of MIFe(Cr04 ) 2 • 2H2 0 (MI = Na+, K+, 

NH/, Tl+, Cs+) tests this hypothesis. In these species all bridging 

ligation is provided by chromate ions, and there are no bridging 

hydroxide groups such as those in the basic iron chromates. The 

wealth of experimental experience with hydroxide bridged dimers 

suggests that these ligands ought to be principal exchange pathways. 

Exchange through the hydroxide bridges may be modified by other 

bridging ligation. This appendix yields some estii:nate of the modifica­

tion that might be provided by bridging chromate ligands. 
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EXPERIMENTAL 

(A) Preparation of Compounds. 

The species M1Fe(Cr04) 2 • 2H20 (M1 = Na +, K+, NH/, Tl+) 

were prepared by the methods of Bonnin, et al. 1 The cesium salt was 

prepared by allowing a solution of 0. 5F Fe(N03) 3 • 9H20 and 0. 5F 

Cs2Cr20 7 • 2H20 to slowly evaporate. 

All products were free-flowing powders which, upon micro­

scopic examination, proved to consist of fine prismatic crystals. 

Analytic data are cited in Table 1 . Water analyses were by thermo­

gravimetric analysis. 

(B) Instrumental Analysis. 

The identity of the species was confirmed by X-ray powder 

diffraction using iron filtered CoKa radiation. D-spacings and 

tentative assignments for the sodium salt are cited in Table 2. 

The data for CsFe(Cr04 ) 2 • 2H20 were interpreted in terms of too unit­

cell parameters 

a = 14.79 b = 5. 57 c = 11.02 

Thermal analyses were done with a DuPont ~00 differential 

thermal analyzer and a DuPont 950 thermogravimetric analyzer. 

Infrared, magnetic, and esr data were collected as described 

in Chapters l and 2. Mossbauer spectra of KFe(Cr04 ) 2 • 2H2 0 were 

obtained by Dr. Rolf Herber of Rutgers University. 



100 

Table 1 

Elemental Analysis of M1Fe(Cr04 ) 2 • 2H20 

Cation MI Fe Cr H20 

Na Found 6.35 16.15 29.89 10.54 

Calc 6.63 16.10 29.98 10.38 

K Found 10.72 15.43 28.55 10.00 

Calc 10.77 15.39 28.65 9.92 

NH4 
Founda 4. 26 16.50 30.82 b 

Calc a 4 .- 10 16.33 30.42 10.53 

Tl Found 38.80 10.49 19.30 6.90 

Calcd 38.69 10.57 19.69 6.82 

Cs Found 29.00 12.43 23.00 7.96 

Calc 29.10 12.23 22.77 7.88 

a Percent nitrogen. 

bOther thermal decomposition reactions interfere with determination 

of water content by thermal means. 
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Table 2 

D-spacings and Assignments for X-ray Powder Diffraction 

Pattern of NaFe(Cr04 ) 2 • 2H20 

d d 
(Observed) Relative (Calculated) Assignment 

0~1 Intensity CA.) h k l 

5.05 9 5.03 1 1 0 

4.89 3 4.78 0 1 1 

3.55 10 3.51 2 0 2 

3.35 4 3.356 400,112 

3.04 10 3.03 3 1 1 

2. 961 4 2.945 2 1 2 

2.786 5 2.856 0 1 3 

2.716 7 2.712 0 2 0 

2.663 5 2.645 1 1 3 

2.515 1 2.515 2 2 0 

2.441 2 2.443 4 0 2 

2.390 2 2.388 0 2 2 

2.236 2 2. 238 6 0 0 

2.195 2 2.197 5 1 1 

2.146 3 2.156 2 2 2 

2.105 3 2. 110 023, 502,420 

1. 888 3 1.889 0 1 5 

1.836 5 1. 831 6 0 2 

1.798 1 1. 795 1 1 5 

1.778 4 1.779 0 3 1 

1.728 3 1.727 513,620 

1.688 3 1.690 7 1 1 
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Table 2 (Continued) 

d d 
(Observed) Relative (Calculated) Assignment 

(A) Intensitl (A) h k 1 

1.624 3 1,622 7 0 2 

1. 580 2 1.573 3 1 5 

1.522 2 1.527 5 1 4 

1.486 3 1.484 2 2 5 

1.430 2 1.428 0 2 6 
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(C) Computer-fitting of Magnetic Data 

Nonlinear least-squares estimation of parameters was used to 

fit the magnetic data to theoretical expressions described in the text. 

The fitting procedure was as follows: 

(1) all parameters were allowed to vary until convergence was 

obtained. 

(2) input parameters were then varied to search for absolute 

minima in the parameters space. 

(3) parameters were allowed to vary in groups of two to insure 

no pseudominima were observed. 

In all cases the optimal parameters found under the above procedures 

differed by less than 0. 05%. Statistical tests used for convergence 

were variance ratio statistics, student's t, epsilon test, gamma­

lamda test, and the gamma epsilon test. 

STRUCTURE OF M1Fe(Cr04) 2 • 2H20 

Single-crystal X-ray structure determination of NaFe(Cr04 ) 2 • 

2H2 0 has shown that this species crystallizes in the monoclinic space 

group C~h-C21c, a = 14. 25, b = 5. 43, c = 10. 69_A., {3 = 109.3 °, and z = 4. 

The structure consists of linear chains of ferric ions running parallel 

to the b axis of the unit cell. Adjacent ferric ions along the chains 

are bridged by two cis chromate groups (see figure 1). Two equivalents 

of trans coordinated water complete the coordination polyhedron of 

the ferric ion. The chains are separated by the monovalent ions and 

there are no interchain bonding units. 
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Figure 1. Structure of NaFe(Cr04 ) 2 • 2H20 (after reference 2). 
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Table 3 

X-ray Powder Diffraction Patterns of M1Fe(Cr04) 2 • 2H20 

MI . K NH4 Tl Cs 
d I d I d I d I 

0 0 0 0 

A A A A 

5.13 5 7. 55 4 7.21 1 4.39 3 

4.89 4 6.99 2 6.90 5 4.10 2 

3.62 6 5.20 10 4.99 1 3.99 1 

3.39 4 4.96 4 4.87 8 3. 64 5 

3.13 10 4.36 4 4.80 6 3.45 10 

3.00 6 3.94 1 4.36 7 3.22 7 

2.890 l 3.63 9 3.65 4 3.05 7 

2. 815 4 3.41 3 3. 54 1 2.950 3 

2.754 6 3.37 4 3.49 1 2.761 7 

2.696 3 3.16 10 3.39 6 

2.578 3 3.04 4 3.14 10 2.605 1 

2.554 1 2.841 3 3.00 7 2.530 1 

2. 448 1 2.754 9 2.815 6 2.435 6 

2.277 2 2.599 2 2.754 7 2.354 4 

2.199 4 2. 443 1 2.720 5 2. 301 4 

2.138 4 2. 303 2 2.587 6 2.232 1 

1.938 3 2. 236 1 2.556 3 2.203 3 

1.908 2 2.218 1 2.454 2 2.184 4 

1.881 1 2.150 2 2.414 2 2.064 6 

1.851 3 2.083 1 2.334 3 2.027 1 
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Table 3 (Continued) 

MI K NH4 Tl Cs 

d I d I d I d I 
0 0 0 0 

.A. A A A 

1. 815 1 1.954 2 2.205 6 

1.794 1 1.872 3 2,161 3 1.867 3 

1. 742 2 1.825 3 2.146 6 1.710 6 

1.719 1 1.789 1 1.994 3 1.662 7 

1.657 3 1.763 1 1.948 5 1. 619 2 

1.568 2 1.725 2 1.922 3 1.580 3 

1.506 2 1.665 1 1.890 3 1. 528 3 

1.450 2 1. 535 4 1.855 3 1.482 3 

1.378 2 1.809 4 1.433 2 

1.755 3 1.390 3 

1. 661 4 

1.636 4 

1.609 1 

1.580 3 

1.561 1 

1.549 1 

1.511 2 

1.480 3 

1.456 3 

1.423 1 

1.419 2 

1.402 1 

1.381 3 
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Table 4 

Infrared Spectra of M1Fe(Cr04) 2 • 2H20 

MI= Na NH~ K Cs Tl Assignmentsa 

3400 s 3450 m 3420 s 3405 m 3350 s , b vOH 

3200 s vNH 

1590 m 1590 m 1588 m 1617 m 1582 s 00H 
1410 s 0NH 

960 s 980 w 955 s 982 s 

951 s 920 s 951 s 940 s 

928 s 938 s 937 s 909 s 

920 sh v3 (Cr04 ) 

840 s 

870 w 870 s 

830 s 825 sh 

810 w 

785 s 790 s 790 s 800 s 814 s v Fe-0 

755 s 760 s 770 s 
ll1 (Cr04) 

720 s 710 sh 700 sh 

500 w 

430 s 430 s 420 s 432 s 

420 w 412 s 
l/2 (Cr04) 

415 w 

352m 378 w 379 w 362 w 

392 w 

330m 332 s 330m 332m 323 w 
v4 {Cr04 ) 

285 s 250 w 

a After reference 3. 



108 

X-ray powder diffraction has shown that the K+, NH/, Tl+ 

salts are isomorphous 1 though the cell parameters cited in this 

reference are in error. Herein, it is shown that the cs+ salt is also 

of similar structure. Recent infrared data have suggested that the 

NH/ salt may have a slightly modified space group. 3 

The linear chain structure of M1Fe(Cr04 ) 2 • 2H20 is chemically 

quite apparent. However, the species will behave magnetically like 

linear chains of magnetic ions only if exchange along the chains is 

significantly greater than any interchain magnetic exchange interaction. 

Table 5 shows that the separation between ions within the chains is 

not greatly different from the interchain separation of magnetic ions. 

Consequently, the magnetic behavior of M1Fe(Cr04 ) 2 • 2H20 can be 

described in terms of linear chains only if the bridging chromate 

groups sponsor the principal exchange interactions. 

Since interchain interactions will most likely be direct exchange, 

they will be most sensitive to variations in the chain spacing. From 

Table 5 it is apparent that the interchain separations are far more 

sensitive to cation size than is the intrachain separation of ions which is 

largely controlled by the bridging chromate groups. Consequently, any 

interchain interactions should be quite "cation" dependent whereas · 

· interchain coupling should be insensitive to the cation. 

The thermal dehydration of the M1Fe(Cr04) 2 • 2H2 0 species shows 

that a physically meaningful range of cation sizes has been used in this 

study. Loss of water from this structure is accelerated by hydrogen 
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Table 5 

Ferric Ion Separations in M1Fe(Cr04 ) 2 • 2H2 0 

r 
c~tion 

Fe-Fe Fe-Fe Fe-Fe 
MI (A) (intrachain) along "c" axis (along "a" axis) 

Na 0.95 5.425 7.62 5.975 

K 1.33 5. 51 7.76 6. 089 

NH4 l. 48 5. 54 7.81 6.127 

Tl 1.40 5.55 7.79 6.098 

Cs 1.69 5.57 7.90 6.175 
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Table 6 

Thermal Decomposition of M1Fe(Cr04 ) 2 • 2H20 

Temperature Temperature rM(I) 
of Dehydrationa of Decompositiona 

Cation ( oc) (oC) (A) 

Na 171 451 0.95 

K 240 432 1 . 33 

NH4 
(207)b (450)b 1.48 

Tl 247 452 1.40 

Cs 462 < 550 1 . 69 

a Temperatures were determined from the dta thermograms as the 

point at which the thermal event begins and not dta peak positions. 

bOther thermal events make estimation of these temperatures very 

difficult. 
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Figure 2. Differential thermograms for (a) NaFe(Cr04 ) 2 • 2H20, 

(b) KFe(Cr04) 2 • 2H20, (c) NH4 Fe(Cr04) 2 • 2H20, 

(d) TlFe(Cr04 ) 2 • 2H20, (e) CsFe(Cr04 ) 2 • 2H20. The 

first peak in each thermogram corresponds to the loss 

of two equivalents of water. 
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bonding of the water between chains. This bonding, in turn, is 

dependent on the chain separation. Figure 2 and Table 6 show that 

the dehydration endotherm of M1Fe(Cr04 ) 2 • 2H20 varies significantly 

among the species investigated. This variation is roughly in accord 

with the cation size. Thermal decomposition of the chromate group 

is much less sensitive to the cation as would be expected. 

RESULTS 

(A) Moss bauer and Electron Spin Resonance. 

Mossbauer spectra of KFe(Cr04 ) 2 • 2H2 0 are shown in Figure 3. 

The spectrum consists of a well-formed doublet as would be expected 

for iron(III) in a coordination polyhedron significantly distorted from 

cubic form. Little variation in the spectrum occurs over the 

temperature range of 297-20°K. 

Table 7 

Mossbauer Data for KFe(Cr04 b· 2H20 

oa ~b 
do d6. 

T CIT aT 
11/ 12 c (oK) (mm/ sec) (mm/sec) (mm/ sec/ (mm/ sec/ 

100 °) 100 °) 

297 -0.358 0.947 1.023 

78 -0.508 0.896 1.082 

20 -0.548 0.885 1. 094 

-0.069 0.024 

a Isomer shift versus Pd(Co5 7 ). 
6 Quadrupole splitting. c Intensity 

ratio of two members of the doublet. 
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Figure 3. Mossbauer spectrum of KFe(Cr04 ) 2 • 2H20 at 297, 78, and 

20 °K. Experimental points d enoted by dots . Solid line is 

the product of Lorentzian line shape analysis . 
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The isomer shift in KFe(Cr04) 2 • 2H20 is quite negative compared 

to that found for other ferric iron species. Shifts of 1.115 and 0. 320 

mm/ sec at -130oC have been reported for Fe3 (P04 )2 • 8H20 and FeP04 • 

4H20, respectively. 4 Shifts for Fe2(S04) 3 and KFe3(S04) 2 (0H) 6 at 

78 °K have been reported as -0.121 and 0. 265 mm/ sec, respectively. 5 

The shift is also at odds with those of other iron chromates (see above). 

A large negative isomer shift of this type is indicative of unusual 

electron density at the ferric nucleus. 

The quadrupole splittling is fairly temperature independent. 

The electric field gradient must be predominantly due to the coordina­

tion environment of the ferric ion and relatively insensitive to 

temperature. 

Esr spectra of the species consisted of a single, very intense 

absorption. The breadths of adsorptions increased smoothly with 

temperature (see figure 4) and did not show any behavior which might 

be indicative of spin ordering to 9 °K. Room temperature g-values 

and line widths for the compounds are recorded in Table 8. The most 

striking featureofthesedata is the very atypical behavior of the thallium 

salt. · Whereas g-values for all other species are greater than the 

value for a free electron, the g-value for T1Fe(Cr04) 2 • 2H20 is 1. 979. 

Further, the bandwidth of the thalium salt signal is 2. 5 to 10 times 

as great as that of the other salts. 

(B) Magnetic Data 

Magnetic data of all the compounds were found to fit the Curie­

Weiss Law (xM = C/(T- 8)) to 20°K. Weiss and Curie constants found 
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Table 8 

G-Values and Band Widths from ESR Data for M1Fe(Cr04 ) 2 • 2H20 

MI 
Band width 

g-value (oersteds) 

Na 2.0245 465 

K 2.035 555 

NH4 2.017 159 

Tl 1.979 1360 

Cs 2.0165 240 
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by least-squares fitting of the data are cited in Table 9. The 

temperature dependence of the magnetic susceptibility and effective 

magnetic moment of NaFe(Cr04) 2 • 2H20 are displayed in Figures 5 and 

6. In general, the magnetic behavior of the species was typical of 

S = 5/2 paramagnetic ions. Effective magnetic moments were little 

reduced from the spin-only value at room temperature. No field 

dependence could be detected in the magnetic susceptibility. Again , 

the data from the thallium salt were unusual. 

Table 9 

Fit of Magnetic Data to the Curie-Weiss Law 

e 
MI c (oK) 1-Lefl298 oK) 

Na+ 4.478 -11.84 5.87 

K+ 4.468 -10.02 5.88 

NH + 
4 4.200 - 6. 465 5.73 

Tl+ 3.789 - 0.5503 5.50 

cs+ 4.441 - 9.321 5.87 
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(C) Analysis of the Magnetic Data 

Theoretical and experimental treatment of S = 1/ 2 paramagnetic 

ions coupled in linear chains has indeed been extensive. Analysis of 

S = 5/2 ions similarly located in linear chains is a more complicated 

problem and has not been pursued with the fervor of the S = 1/ 2 case. 
6 

A method of analysis that is promising though frau ght with numerous 

approximations draws from Fisher's analytic solution to the 
7 Heisenberg coupling in the limit of S --+ oo . The Hamiltonian for a 

linear system of N + 1 spins is 

N 
1 

JC = -2J S(S + 1) I: Si · Si_1 - gJ.L{3(S(S + 1)] 2 'L: H · Si 

i = 0 

Fisher's solution treats spin as a classical vector. However, a 

solution is also possible if quantized spin is assumed. The powder 

susceptibility derived from this solution scaled to finite quantized spin 

is 
2 

Ng S(S + 1) 

"Xpowder = 3kT 
2 [ 1 + c 1 

ll13 1-c eqn 1 

c = coth[ 2JS(S + 1)/kT] - kT/[ 2JS(S + 1)] 

This susceptibility will adequately account for the magnetic 

behavior of the system, provided interchain interactions are negligible. 
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When they are not, but are small relative to the intrachain inter­

actions, an empirical correction to equation 1 can be made yielding 

2 2 
_ Ng 11-{3 8(8 + 1) 

Xpowder - 3K(T- B) 
eqn 2 

where c has the same meaning as before. The parameter 8 represents 

the molecular field correction, and as such is related to the inter­

chain interaction constant by 

2zJ. 
l 

f) = -----
38(8 + 1)k 

where z is the number of nearest neighbors, J i the interchain inter­

action constant and k the Boltzmann constant. 

Magnetic data for the compounds in question were fit to 

equations 1 and 2 allowing g, J / k and g, J / k, 8 to be free parameters 

r espectively. The values of the parameters so derived are cited in 

Tables 10 and 11. Figures 7 and 8 show the fit of the data for NaFe­

Cr04)2 · 2Ha0. The calculated g value, which can be independently 

determined, was taken as an indicator of the significance of the 

theoretical expression in describing the magnetic behavior of the 

specimen. From the parametric values in the above tables, it is 

apparent that only when specific account of interchain interactions 

are made does the theoretical expression account well for the 

magnetic behavior. The interactions along the chains are all anti­

ferromagnetic. Interactions between chains are antiferromagnetic 
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Na 
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NH4 

Tl 

Cs 
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Table 9 

Fit of Data to Fisher's Equation without 

Attending to Inter chain Interactions ( e = 0. 0; fixed) 

g calc J (cm- 1
) 

2.0081 -0.962 

2.0043 -0.873 

1.9712 -0.657 

1.837 +0.523 

1.985 -0.1721 

r(.A) 

0.95 

1.33 

1.48 

1.40 

1.69 
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Table 10 

Fit of Magnetic Data to Fischer 's Equation 

Allowing Interchain Interactions (e Free and Allowed to Vary) 

MI gcal J / k 8( °K) J ./ k 
1 

Na 2. 0232 -0. 822 -2.11 - 0.045 

K 2.043 -0 . 765 -1.24 -0.026 

NH4 2.017 -2 . 29 +13.57 +0.290 

Tl 1 . 979 -2.03 +19.17 +0.410 

Cs 2.016 -0. 732 -0 . 93 -0 . 020 
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for the Na+, K+, and Cs+ salts, but ferromagnetic and much stronger 

for the ammonium and thallium salts. The very weak inter chain 

interaction in the Na +, K+, and Cs+ salts must occur by a direct 

exchange pathway. The much greater intrachain interaction is 

therefore probably sponsored by the chromate bridges. In an ideal 

situation this exchange ought to be independent of cation size. The 

weak dependence in Jon cation size among the Na+, K+, and cs+ salts 

reflects the slight dependence of the intrachain separation of magnetic 

ions and the consequent variations in the structure of the coordination 

spheres surrounding the magnetic ions. 

DISCUSSION 

The magnetic behavior of M1Fe(Cr04) 2 • 2H20 can be described 

in terms of linear chains provided account is made of the significant 

interchain interactions. Intrachain interactions are sponsored by the 

chromate bridges, but are weak. Such unspectacular interactions are 

unlikely to give rise to the unusual magnetic behavior found in the 

basic iron chromates. 

The interchain interactions divide the salts of M1Fe(Cr04) 2 • 

2H20 into two categories-- (1) those that are salts of relatively hard, 

unpolarizable, alkali metal cations and (2) salts of the polarizable 

ammonium and thallium ions. In the first category interchain inter­

actions are antiferromagnetic and decrease significantly with cation 

size. Intrachain interactions are far less sensitive to the cation. 

The magnetic behavior of salts of the second category must be influenced 
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by factors othe r than those considered in the structural discussion 

above. Intercha in interactions are ferromagnetic, and 

intrachain inte ractions are greatly enhanced relative to those occurring 

in the alkali metal salts. Simple direct exchange is not likely to be 

the source of the interchain interactions in these species. The 

polarizable nature of the cations allows them to form weak bonding 

interactions between the chains . These bonding effects can in turn 

provide interchain exchange pathways. In cases of spin 1/ 2 systems 

hydrogen bonding analogous to this behavior of the cations has been 

speculated to be a source of ferromagnetic coupling between magnetic 

t •t• 8 en 1 1es. Involvement of the ammonium and thallium cations in 

some sort of exchange interactions is definitely implied by the esr 

band width of the c ompounds. 
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SECTION II. THE MAGNETIC BEHAVIOR OF DELTA FERRIC 

OXIDE HYDROXIDE 
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CHAPTER 3 

INTRODUCTION TO 

DELTA FERRIC OXIDE HYDROXIDE 

Abstract 

The difficulties involved in the structural analysis of short­

range ordered species are described. Conditions necessary for the 

analysis of structure by bulk phenomena are derived. A review of 

the previous work with delta ferric oxide hydroxide is presented. 
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(A) An Approach to the Investigation of Short-Range Ordered 

Materials. structural characterization of molecular species 

is the show-piece of modern chemistry. X-ray structure 

determination of solid phases with long-range order has become a 

matter of routine. Instrumental techniques are capable of elucidating 

structural nuances of such phases to ridiculous levels of subtlety. 

structural characterization of fine-particulate matter, which possess 

at most short-range order is not similarly advanced. Structural 

investigations of this type of species are characterized by in cons istant 

results obtained with great difficulty. The short-range order 

considerably reduces the effectiveness of instrumental analysis. These 

inherently "integral" techniques can only produce inferences, which are 

inherently ambiguous, concerning an "average" structure. The fine 

particulate nature of these species precludes detailed X-ray crystallo­

graphic determinations. Low level impurity concentrations will 

(a) (b) 

Figure 1. Schematic diagram illustrating (a) long-range order, 

(b) short-range order, and (c) disorder. 
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drastically affect the properties and stability of fine particulate-phases. 

An excellent example is provided by the beta ferric oxide hydroxide 

phase which is stabilized by as little as one part in four thousand of 

chloride ion. 
1 

Chemical techniques are often insufficient, or at least 

subject to sufficiently erroneous interpretation, to provide even 

chemical composition! For instance the stoichiometry of f3-Al20 3 was 

not correctly described for 17 years after the phase was first reported~ 
The structural features important in the investigation of short 

range order species include all those topics typically reported in 

structural determinations of long-range ordered species--unit cell 

size and composition, bonding between atomic constituents, unit cell 

packing, and so forth. In addition, there are also many features, 

neglected in well-ordered structures, which are of fundamental 

importance. These include: 

(a) particle size, shape, and size distribution 

(b) interparticle interactions 

(c) surface structure and composition 

(d) impurity locations and effect of impurities on structure and 

physical properties 

(e) intraparticle structure including pore and cavity structure. 

Surface effects are particularly important in fine particulate species 

since the surface species represent such a large fraction of particulate 

composition. (A spherical particle of lOO.A. radius made up of lOA cubic 
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unit cells would have 30% of its chemical constituents present as 

surface species.) Impurities often aggregate at the particle surface 

and can dramatically affect the behavior of the bulk species. 

All of the structure features, and particularly impurity 

concentration, particle size, and structure disorder, are altered by 

minor variations in the preparative history of a given sample. Without 

proper attention to this phenomenon, reproducible physical and 

structural results are often unobtainable. A recent study of Pruss ian 

blue is illustrative. 
3 

Metastability is yet another difficulty presented by fine 

particulate systems. The tendency of disordered phases to alter with 

time is responsible, more than any other feature of such species, for 

many erroneous reports. 

The tremendous array of difficulties associated with the study 

of fine particulate matter has not made these species particularly 

attractive research topics. In fact, one can go so far as to say that the 

academic community has avoided them like lepers. The tremendous 

commercial importance of fine particulate matter has led to many 

empirical studies of specific properties of such materials. However, 

no general method of structural characterization has appeared. 

As ought to be abundantly clear now, a single experimental 

technique applied to a single sample of short-range ordered fine­

particulate matter is unlikely to yield conclusive or reliable structural 

information. The following chapters illustrate an approach far more 
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likely to yield structural characterizations which can be viewed with 

some confidence. It cannot be supposed that the structural detail 

routinely achieved with long-range ordered species is possible, and 

certainly the approach will not generally yield such a refined 

structural description. It will provide microscopic information not 

readily available from the "single experiment" results. 

The procedure uses structure-sensitive bulk properties of the 

species in question as the primary source of data. At first glance this 

may seem inconsistent with the goal of obtaining a microscopic descrip­

tion of the phase. On reflection it is obvious that macroscopic proper­

ties are but summations of microscopic events. Deconvolution of the 

summation will yield microscopic structural information. Herein lies 

the fundamental limit to the detail the approach can provide. The 

microscopic events involved in the summation must occur over some 

physical range. Deconvolution can be carried to the dimension of this 

range and no further. If the macroscopic data involve · the summation 

of subnuclear events, the structural refinement possible is very great 

indeed. If the microscopic events involve interactions among many 

unit cells within the phase the resolution will be quite low relative to 

the familiar results of structural determinations of long range ordered 

material. The latter is the case in the example below. Such low 

resolution may seem inconsequential to the reader involved in more 

refined studies. But, observe this. The most obvious choice for 

the macroscopic property that provides the structure-sensitive "handle" 
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will be that property which makes the phase of interest. The structural 

information provided by this property will deal with those features of 

the structure which most directly affect the property. The worth of 

the information is apparent by tautology. 

The dimension constraint described above is but one of the 

constraints that apply to the approach. Other constraints are best 

seen by examining the logic of the approach. 

Let P be the bulk physical property to be examined. It will be 

dependent on a set of structural features {ni I i = l(l)m} and a set of 

intensive physical variables { qj I j = l(l)s}. Then P can be expressed 

as: 

equation 1 

The goal of the approach is to describe the initially unknown set of 

structural features { 71i} to the limit of the resolution prescribed by 

the dimension constraint. To do this, a constraint hereafter 

known as the Weak Constraint must be considered. Let the set 

Q consist of elements Pkj such that Pkj is the kth order derivative of 

P with respect to the intensive variable qr That is, 

apk 
Q = { P kj I p kj = aq.- I ql. =F q) k = o, 1 , 2, ••• 

J J 

LetT be the number of nonzero elements of Q. Then the number of 

nonzero elements of the set { 71i} that are to be uniquely described 

must be no greater than T 

m < T 
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This is a weak constraint because most systems can be made to satisfy 

this requirement. The value of m can be reduced by examining data 

from other types of experiments. The ambiguity of the results of 

single experiments is greatly reduced when comparison to other data 

is possible. This interplay will allow some reduction in the size of 

the set { 77.}. 
1 

The structure features { 77i} will manifest themselves in a set 

of effects { € 1;£ = l(l)u} 

equation 2 

The elements of the set { E 1} are aspects of P and equation 2 is simply 

a restatement of equation 1. Usually P is described experimentally 

in terms of the set { E 1} . Obeying the Weak Constraint lifts any 

condition for resolution on the dimensions of C. Each of the elements 

of { € £} will be dependent on the set of intensive variables { qi} and a 

set of parameters {aY" n lv = l(l)b}. Thus 
J' X. 

€£ = g.t({qj};{aj~ £}) 

Typically the structure features { 11) will be described by the sXu 

sets of parameters { aj; £}. To completely define these parameters it is 

necessary that an additional constraint be satisfied. 

Let the set { dj~ .£} be the set of kth order derivatives of € £ with 

respect to the intensive variable qj. The number of nonzero elements 

in this set is D. n. Let the number of nonzero elements in the set 
], X. 

{a.v £} be A. £" For there to be a complete description of the 
J' J' 



138 

sets {a.v n} it is necessary that A . n be no greater than D. n for all 
) 1 X ), X ), X 

j and P.. That is 

j =l(l)s, P.=l(l)u 

This constraint will hereafter be known as the Strong Constraint. 

Quite obviously a system satisfying the Strong Constraint will also 

satisfy the Weak Constraint. The Strong Constraint also has ramifica­

tions in the experimental aspects of the approach. In general it requires 

that several samples varying in some effect E p_ or equivalently in the 

structure feature ryi = Lb P.i E p_ be examined in terms of P. Specifically, 

the strong Constraint requires that the number of samples varying 

in E p_ be at least equal to the LAj, p_. 

This latter aspect of the Strong Constraint points out a second 

feature of the approach. As is often the case in science, the approach 

is ill-suited for the determination of absolutes, but serves well for the 

detection of differences. Clearly, analysis of data from a single 

sample will fail to take proper advantage of this asset of the approach. 

In fact, the Strong Constraint indicates that any attempt to use data from 

a single sample will necessarily lead to ambiguous results. Since the 

differences in the effects will be used to describe the structure, it is 

necessary that the sample set be sufficiently large to allow the 

evaluation of all of the differences. 

The dimension, Weak, and Strong Constraints are necessary 

conditions for the deconvolution of the bulk physical data, but not 

sufficient. The success of the approach will largely be dictated by the 
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ability to produce sample set varying in the set of effects { E .Q} • How 

this is to be done will be completely unknown at the outset of any 

investigation. Often common sense, chemical intuition, and trial and 

error will be the only tools available for determining the variables 

which can be used. Further, it will be nearly impossible to produce 

samples varying in just one effect or one structural feature. The use 

of statistics, multiple correlations, and large sample sets cannot be 

avoided. 

The approach has generality beyond that of the example which 

follows this introduction . The central requirement is only that for any 

phase under investigation there be a structure-sensitive physical 

property that can be used as a "handle" for evaluating the structure. 

The approach is indeed laborious and not one to be undertaken lightly. 

But, in those cases where the need to know outweighs the need to 

publish, it is probably the only technique available. 

B. An Introduction to Delta Ferric Oxide Hydroxide. The 

investigations reported in the chapters following this introduction are 

in the broadest sense attempts to describe the structure of the delta 

modification of ferric ox ide hydroxide (delta basic iron oxide, oFeO­

(OH), or oFe20 3 ·H20). This species is ferromagnetic, which is 

surely the only . redeeming feature of an otherwise ugly, extremely 

fine-particulate , red-brown mass . It is one of the four ferric oxide 

hydroxide phases. The structural relationships among the phases are 

described in Table 1. 
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Table 1. The Phases of Ferric Oxide Hydroxide 

a-FeO(OH) geothite 

diaspore structure (Pbnm) a= 4.59 b = 9.94 c = 3.02 

{3- FeO(OH) . akaganeite 

hollandite structure (14/m) a = 10.48 c = 3. 06 

y- FeO(OH) lepidocrocite 

boehmite structure (Cmcm) a= 3.87 b = 12.51 c = 3.06 

o-FeO(OH) "o rust" 

hexagonal a = 2. 95 c = 4. 53 

Of the various phases, the alpha and gamma are the most familiar and 

appear as the common miner~ls goethite and lepidocrocite. Lepido­

crocite is also found as fr eshly formed rust. The beta phase is also 

a ·mineral -akaganite. Known natural sources of this phase are in 

Japan, 4 on su~faces of fallen Russian satellites, 5 and in moon dust. 6 

The delta phase is a completely synthetic allotrope. 

The previous work on the delta phase is marked by inconsistent, 

incomplete, and often erroneous results characteristic of studies of 

short-range order material. The X-ray powder diffraction pattern 

consists of only five broad lines . Spectroscopic data are diffuse and 

poorly resolved. Physical data concerning the phase often vary by 

powers of t en from author to author. 

The original identification of the phase is generally acredited to 

7 Glemser and Gwinner. These authors reported a ferromagnetic oxide 
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they described as o Fe20 3 , which resulted from the treatment of ferrous 

hydroxide with hydrogen peroxide in a strongly alkaline medium. The 

structure was described as hexagonal with a= 5.09 A., c = 4.41 A. 

However, earlier Chevalier8 described a ferromagnetic oxide he too 

felt had the stoichiometry Fe2 0 3 which was prepared in a very similar 

manner. Both of these phases were in all probability o FeO ( o \-\) 

Recently, Conley9 has reported a phase of the stoichiometry 

oFe 20 3 ·H20. Okamoto
10 

has severally criticized this report and· 

claimed that Conley's phase is really yFe 20 3 • 

In 1959 Francombe and Rooksby11 showed that stoichiometry 

of the product of the Glemser and Gwinner reaction was that of a 

ferric oxide hydroxide. They also corrected the description of the 

unit cell to hexagonal, a = 2 . 95A, c = 4. 53A. 

The problem of impurities is not negligible in dealin g with 

oFeO(OH). As has already been mentioned it is just one of four very 

similar phases of ferric oxide hydroxide which, in turn, is but one of 

the oxide stoichiometries formed by iron (Ill). 

If one inspects the oxide chemistry of trivalent, first-row, 

transition metal ions and other trivalent metal ions one can see a 

certain symmetry in the stability of the oxide stoichiometries (Table 

2). Nearly all stable trivalent ions form sesquioxides. Hydroxide 

phases are far less stable. True hydroxides, rather than hydrated 

oxides, appear first with manganese(III). Oxide hydroxides are a 

somewhat intermediate phase. Their stability increases among the 
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Table .2 

Representative Oxide Chemistry of Trivalent, 

First-Row, Transition Metal Ions, and Other Trivalent Ions 

Ion Ionic Radius Sesquioxides Oxide Hydroxides Hydroxides 
(A) 

Ti(IIT) 0.79 Ti20 3 none none 

V(III) 0.74 Karelianite Montroseite none 

(Q.'- V203) VO(OH) 

a 
V203 

Cr(III) 0.69 Q.'-Cr20 3 CrO(OH) none 

Mn(III) 0.67 Q.'-Mn203 oMnO(OH) 4Mn(OH)2· 

J3Mn0(0H) 
Mn(OH) 3 

J3Mn203 

yMn20 3 yMnO(OH) 

Fe(III) 0.64 Hematite Goethite Fe(OH)3 

(aFe20 3) (aFeO(OH)) (cubic) 

Maghemite lepidocrocite Fe(OH) 3 

(yFe20 3) (yFeO(OH)) (monoclinic) 

J3Fe203 Akaganeite 

oFez03( ?) ({3FeO(OH)) 

oFeO(OH) 

Co(III) 0.63 Co20 3 I-CoO(OH) 4Co(OH)2 • 

IT-CoO(OH) 
Co(OH)3 

Q.'-CoO(OH) 

Ni(III) 0.62 Ni20 3 O'NiO(OH) doubtful 

J3Ni0(0H) 
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Table 2 (Continue d) 

Ion Ionic Radius Sesquioxides Oxide Hydroxides Hydroxides 

(A) 

yNiO(OH) 

Al(m) 0. 50 Corrundum diaspore gibbsite 

(aA.l20J (aAlO(OH)) (a-Al(OH) 3) 

y,o, o' ,f, e boehmite bayerite 

i, K, X-Al20 3 (y AlO(OH)) ({3- Al ( OH) 3) 

hydro-
argillite 

(y-Al(OH) 3 ) 

Sc (ID)b 0.81 a-Sc20 3 aScO(OH) 

y-Sc20 3 yScO(OH) Sc (OH) 3 

In(III) 0.81 a-In20 3 InO(OH) In(OH) 3 

{3-In20 3 Dzhalindile 

C-In20 3 (In(OH3) 3 

Ga (III) 0.62 a-Ga 20 3 Ga O(OH) Ga (OH) 3 

{3-Ga20 3 

a . 
Low t empe r ature form . 

b One s hould note t hat the oxide chemis try of s candium(III) is yet 

another dem onstration of the dissimila rities b etween s candium a nd 

the trans ition m etals . 
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transition metal ions starting with vanadium(III). The three stoichio­

metries and the trivalent oxidation state of the metal ion are sufficiently 

stable in iron(III) to foster full development of the chemistry. Further, 

the ionic radius of Fe(III) is such that multiple phases form within 

each stoichiometry. 

Not only is the oxide chemistry of iron(III) rich, but the 

phases are closely related. Figure 2 shows common pathways often 

involving mild conditions, for the conversion between phases. 

Delta ferric oxide hydroxide is prepared by treating a ferrous 

salt with excess alkali metal hydroxide solution and then oxidizing 

with excess hydrogen peroxide as shown in equation 3. 

2+ xsNaOH xsH2 0 2 

Fe H
2
0 , [ Fe(OH)2] NaOH/H

2
0 oFeO(OH) equation 3 

This particular pathway is fraught with potential side reactions which 

would yield undesired iron oxides. Figure 3 shows that the speed of 

the oxidation step will dictate the phase produced. Particularly noxious 

to any study of the ferromagnetic oFeO(OH) are impurities due to 

yFe20 3 or Fe30 4 which are themselves ferromagnetic. Incomplete 

oxidation can generally be avoided by the use of huge excesses of 

hydrogen peroxide. However, it was found when the excess alkali 

metal hydroxide concentration exceeded 11 F that preparations using 

even tremendous excesses of peroxide at nearly boiling temperatures 

would often yield only magnetite. Slow oxidation can be avoided by 

careful use of inert atmosphere techniques in the preparation and 
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incomplete oxidation - Fe 30 4 

~slow oxidation with H20 2 - y Fe20 3 

Fe(OH)a~ rapid oxidation with HaOa - oFeO(OH) 

~slow oxidation with 0 2 weakly alkaline - yFeO(OH) 

slow oxidation with Oa strongly alkaline - aFeO(OH) 

Figure 3. Competing reactions in the oxidation of ferrous hydroxide. 
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handling of the intermediate ferrous hydroxide. 

Francombe and Rooksby called attention to the similarity 

of the structure of oFeO(OH) to that of aFeO(OH) and Fe(OH)2 • These 

authors formulated a model of the structure as ferric ions equally 

distributed between the oxide and hydroxide sheets of the hexagonal­

close-pack oxygen lattice. Twenty percent of the ferric ions were 

located in tetrahedral sites and eighty percent in octahedral sites. 

They rationalized the easy transformation of the delta phase into the 

alpha phase as relocation of the tetrahedral ferric ions into octahedral 

sites. The Francombe and Rooksby model has been widely adopted and 

hereafter will be referred to as the "80/ 20 model" . Bernal et a1.12 

confirmed much of the experimental work of Francombe and Rooksby . 

They showed that the transformation of the delta to the alpha phase 

was accompanied by a smooth variation in the cell parameters. They 

. also described the formation of the delta phase in terms of a topotactic 

transformation of ferrous hydroxide. 

The structures of ferrous hydroxide and a FeO( OH) are shown 

in Figure 4. X-ray powder diffraction data for these phases and 

oFeO(OH) are listed in Table 3. 

The similarities among the phases of ferric oxide hydroxide 

can also be seen in their infrared spectra (Figure 5). Those portions of 

the infrared spectra which can be assigned to the vibrations of protonated 

groups are the best resolved features of the spectra. They are also the 

portions most sensitive to structure variations. It is well known that 

the OH stretching vibration can be related to hydrogen bond lengths. 
13 
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0 . 
c 

k:a 
(a) (b) 

( ' 

Figure 4. Oxygen (large circ.les) and iron (small circles) positions in ---
... 

3 . 
(a) Fe(OH)2 (Dsd, Gmt; hexagonal a= 3.26, c = 4. 605, 

1 6 . 
z = 1) and (b) aFeO(OH) (D2h , Pbnm; orthorhombic, 

a = 1. 64, b = 10. 0, c = 3. 03, z = 4). In (b) the "c" axis 

has been exaggerated and the "b" axis diminishe d for clarity • 

...... 

·• 
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Table 3. X-ra~ Powder Diffraction d Spacings 

aFeO(OH) 6FeO(OH) Fe(OH)2 (ref. 2) 

index d in tens i!Y index d intensity index d intensity 

020 4.99 10 

110 4.18 100 001 4.20 3(broad) 001 4.60 vs 

120 3.38 10 

130 2.69 30 100 2.82 s 

021 2.58 8 100 2.54 10 

111 2.45 25 101 2.40 vs 

140 2.25 20 101 2.22 5(broad) 

221 1.72 20 102 1.70 5(broad) 102 1 . 78 s 

151,160 1.56 15 110 1.63 s 

250,002 1. 50 10 111' 003 1. 54 m 

061 1.45 10 110 1.48 2 200 1.41 vw 

103,201 1. 35 m 

Hartert and Glemser14 have shown that the OH deformation frequency 

can be related to the effective OH radius. From these relations a 

metal oxygen bond distance can be derived . The results of such 

calculations for the phases of ferric oxide hydroxide are shown in 

Table 4. From this table one can see that a certain similarity exists 

between the delta and alpha phase. The delta phase, however, has longer 

hydrogen bond distances and less interaction among the unit cells. 

The thermal behavior of 6FeO(OH) has been a source of an 

amazing amount of confusion. It is now fairly well established that the 
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Figure 5. Infrared spectra of (a) fr-FeO(OH), (b) {3-FeO(OH), 

(c) y- FeO(OH), and (d) 6 FeO(OH). Samples were 

prepared in TlBr discs. 
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Table 4 

Hydrogen Bond Lengths and Metal-Oxygen Bond Lengths 

·in Allotrope of FeO(OH) Calculated from their Infrared Spectra 

Hydrogen 

Calculateda 

Phase (A) 

aFeO(OH) 2.75 ± 0.03 

f3 FeO(OH) 2.92±0.03 

yFeO(OH) 2.74±0.03 

6Fe0(0H) 2.85±0.03 

a Following ref. 13. 

b Following ref. 14. 

c From refs. 29 and 30. 

d From ref. 31. 

Bond Length 

Literature 

(A) 

2.72c 

2.74d 

Metal-Oxygen Bond Length 

Calculatedb Literature 

(A) (A) 

2. 08' 2. 16 ± 0 . 05 2.06,2.13c 

1.72±0.05 

1. 97' 1. 88 ± 0. 05 2.02,2.05 d 

1. 90-1.99 ± 0. 05 
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phase transforms into aFeO(OH) and subsequently into aFe20 3 • 
7 ' 8 

The temperatures at which these transformations occur have been 

variously reported, and seem to depend critically on the preparative 

history of a given sample . A listing of the temperatures at which 

conversion of the delta phase into the alpha phase occurs as 

reported by several authors is displayed in Table 5. This table 

illustrates the inconsistent data that will often be drawn from poorly 

ordered materials. A differential thermogram of a well crystallized 

sample and a poorly crystallized sample of o FeO(OH) is shown and 

assigned in Figure 6. The thermograms differ in the temperature 

at which transformation is initiated and the sharpness of the transfor­

mation. Throughout the work reported in succeeding chapters of this 

thesis, no sample of oFeO(OH) was found to survive prolonged heating 

above 80 oc. One must conclude that many of the temperatures listed in 

Table 4 are simply wrong. Unwarranted faith in the stability of the 

delta phase has led to a number of erroneous reports concerning its 

magnetic behavior. 

The magnetic properties have also been variously reported. 

Most authors recognized that the intensity of magnetization varied from 

sample to sample. Many recognized that this dependence was due to 

variations in the preparations of the samples. Chevalier8 reported 

magnetic moments in the range of 0. 6 to "' 7. 0 emu/ gm. Bernal 

et al. 12 reported only that the moment was as high as 19 emu/ gm. 

Creer15 noted that the moment varied between"' 0 and 21 emu/ gm. 

Mackay16 found that the magnetic behavior was sample preparation 
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r 

L,__J._I __ _. 

a b c d 

IT 

L-...J«.__ __ -.J 

a b c,d 

100 200 30 400 

Figure 6. Differential t hermograms of well-crystallized (I) and poorly 

crystallized (II) 6 FeO( ()H) . Brackets enclose separate 

regions of thermal alteration . 

"a" loss of adsorbed water; ''b'.'. conversion to amorphous 

a-FeO(OH). Some hematite is also formed especially with 

poorly crystalline species; "c" sintering of a-FeO(OH). 

This alteration is less visible in poorly crystalline species 

because of the early onset of hematite formation; 

"d" conversion of aFeO(OH) to hematite. 
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Table· 5 

Reported Temperatures of the o FeO( OH) to 

Cl'FeO(OH) Phase Transformation 

Temperature ( oC) 

150-200 

,..., 100 

,..., 80 

96-120 

variable 40 to 80 

150-200 

145-177 

265 

195 

,..., 96 

Reference 

7 

8 

11 

12 

18 

15 

19 

17 

2 

16 

dependent and ran as high as 10 emu/ gm. Sara17 found that the moment 

increased with the alkalinity of the medium in which oxidation of the 

ferrous hydroxide occurred. He reported a maximum moment of,..., 73 

emu/gm. Some of Sara 's measurements may have been done on 

Fe30 4 (see below). Most authors do not report any hysteresis losses, 

and oFeO(OH) has been acknowledged, until recently, to be devoid of 

h l 15 16 s· 18 . d . f 1 f sue osses. ' Impson exam me a ser1es o samp es o 

oFeO(OH) and found them superparamagnetic. Hysteresis did not 

appear above blocking temperatures of about 230 °K. Moments for 

these samples were between 6 and 24 emu/gm. Earlier, authors 
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have noted anisotropy 11 ' 12 in the behavior of oFeO(OH) which ought to 

have given rise to hysteresis. However, many previous authors have 

either ignored the hystersis properties or simply cited low hysteresis 

losses. Okamoto 19 reported samples with moments between 10 and 

38 emu/gm which had coercive fields of up to 200 gauss at room 

temperature. Recently a patent has been issued for the preparation 

of o FeO(OH) with a moment of 25 emu/gm at saturation and a coercive 

field of "' 500 gauss. 
20 

. 21-23 . 
In a series of three reports, Okamoto dtscussed a black 

iron oxide he identified as o FeO( OH). The black color is very 

difficult to rationalize. Many attempts were made by this author to 

repeat Okamoto's preparation. Each resulted in the formation of 

Lafort's magnetite, badly contaminated with hematite. Much of the 

data Okamoto reported is consistent with this product. 

Rossiter and Hodgson24 found that Mossbauer data could 

be collected from o FeO( OH) only when the sample was cooled to 

liquid nitrogen temperatures. Their data for the various phases of 

ferric oxide hydroxide are shown in Table 6. 

Rossiter and Hodgson cited the "80/20 model," proposed by 

Francombe and Rooksby, as the structure of o FeO(OH). However, 

they were able to resolve only a single six-line spectrum typical 

of magnetically coupled ferric ions in octahedral sites. In fact, not one 

scrap of evidence to confirm the "80/20 model" has yet appeared. 

The model is exactly that--a model developed from the limited X-ray 
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Table 6 

Mossbauer Data for the Phases of 

Ferric Oxide Hydroxide 

Isomer Shift Internal Field 

(mm/ sec) Splitting(mm/ sec) (Koe) 

aFeO(OH) 295 °K 0 . 53 0 ± 0.1 364 ± 37 

77 °K 0.78 515 ± 43 

t3FeO(OH) 295 °K 0.43 0. 62 ± 0.06 0 

77 °K 466 ± 49 

yFe O(OH) 295 °K 0.48 0. 54± 0.06 0 

77°K 0.62 0. 62 ± 0.06 0 

6FeO(OH) 77 °K 0.45 0 ± 0.1 533 ± 51 

The internal fie ld of 6FeO(OH) is completely consistent with the 

empirical value for high spin Fe(IIT), Hinternal = 220 < Sz> = 

550 Koe. 25 The similarities of the spectrum of 6FeO(OH) to that of 

aFeO(OH) are obvious. 
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data available on oFeO(OH) and tutored by some prejudice. The 

prejudice for locating iron ions in tetrahedral sites seems totally 

based on the existence of such tetrahedral iron ions in other ferro­

magnetic iron oxides such as yFe20 3 and Fe 30 4 • Ions in tetrahedral 

sites are, of course, not all required for the development of ferro­

magnetism. Recently, Okamoto 19 has proposed an alternative mode 1 

for the structure of o FeO(OH) with all ferric ions located in octahedral 

sites. A schematic comparison of the 80/20 model and Okamoto's new 

model is shown in Figure 7. Quantitative aspects of both models are 

in some disagreement with infrared results. X-ray diffraction must 

be expected to be a poor basis for structural modelling of oFeO(OH). 

Not only is the X-ray data from the phase of poor quality but it is so 

limited that the scattering effects of the phase fail to satisfy the Strong 

Constraint mentioned above. Any model formed from the prediction 

of X-ray scattering by oFeO(OH) will be ambiguous in some of its 

structural featu~es. A much stronger criterion for a model to fulfill 

is the prediction of the magnetic behavior of the phase. 

Both the 80/ 20 model and Okamoto's new model of the 

o FeO(OH) structure require hexagonal-close-packing of the oxygen 

lattice. The stronger criterion of prediction of magnetic behavior 

runs immediately counter to this requirement. Gisou26 has shown 

that iron oxides with magnetic ions located in hexagonal-close-pack 

non-magnetic arrays will not develop ferromagnetism. Obviously, 

a packing arrangement of the oxide lattice much looser than hexagonal-
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a,b = 2.95A 0 

C = 4. 53A 0 

Figure 7. Proposed unit cell of oFeO(OH) oxygen ions, Or and ~1, 

located at (1 / 3, 2/ 3, 1/ 4) and Cl/ 3, 1/ 3, 3/ 4) respectively. 

Francombe and Rooksby11 locate 80% of the ferric ions 

randomly in octahedral sites 0 1 and 0 2 at (001 / 2) and (000) 

respectively. The remaining ferric ions are randomly 

distributed in the tetrahedral sites Tu T 2 , T 3 , T 4 at (2 / 3, 

1/ 3, 0), (1 / 2, 2/ 3, 0), (1 / 3, 2/ 3, 1/ 2) and (2/ 3, 1/ 3, 1/ 2) 

respectively. Okamoto's mode119 locates all ferric ions 

randomly distributed in the octahedral sites. 
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close-pack exists in cSFeO(OH), and the structure of the phase must be 

far more complex than the two models derived from X-ray results 

suggest. Certainly a structure as simple as that in figure 7 would 

fail to predict the observed magnetic behavior. 

The inconsistent and sample-dependent physical properties of 

oFeO(OH) initially sparked the investigations reported in the chapters 

following this introduction. The magnetic properties were of 

especial interest. Magnetic properties do satisfy the Strong Constraint 

mentioned earlier, and can be expected to yield insights concerning 

the structure of o FeO(OH) to limits of the dimension constraint. 

Structure, interpreted in the broad sense to include particle 

morphology, spin arrangement, and the like, would be expected to 

affect these magnetic properties: 

(1) saturation magnetization 

(2) anisotropy 

(3) coercive field 

(4) remanent magnetization 

(5) initial susceptibility 

Besides structure, these properties will be affected by: 

(1) chemical composition 

(2) impurities 

(3) strain 

(4) particle orientation and packing 

(5) particle size and size distribution 
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Intensive variables to which magnetic properties are most sensitive 

are: 

(1) t emperature 

(2) a pplied magnetic field 

(3) pressure 
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CHAPTER 4 

MAGNETIC BEHAVIOR OF oFeO(OH) 

Abstract: It is shown that o FeO(OH) may be described as 

a fine particulate ferrimagnet. Hysteresis properties are ascribed 

to uniaxial magnetocrystalline anisotropy. The variations in 

magnetic behavior with particle size are described. It is proposed 

that these variations can be attributed to a magnetically dead region 

surrounding each particle. 
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This chapter presents a physical description of o FeO(OH), 

traces the alterations of this description with the preparative history 

of individual samples of the phase, and describes the impact of these 

alterations on the magnetic behavior of the samples. The previous 

chapter dwelt at some length on the wide range of reported magnetic 

behavior of delta ferric oxide hydroxide. It will be readily apparent 

that the source of the discrepancies lies in the variations in the 

preparative procedures used by earlier authors. 

Experimental 

(A) Preparation. The oxidation of ferrous hydroxide precipi­

tated from ferrous sulfate described in the previous chapter was used 

to prepa r e the samples of o FeO(OH). All operations were done under 

an atmosphere of high purity nitrogen or argon scrubbed free of residual 

oxygen by bubbling through columns of acidic chromous chloride solution, 

and using standard inert-atmosphere techniques. 

Stock ferrous solutions were prepared by allowing a solution 

of 0.187F FeS04 • 7H2 0 (Allied) in deoxygenated water stand for one 

week over clean iron wire (99. 999% Fe). The stock solutions were 

ferric-iron-free when tested with potassium ferrocyanide solution. 

Ferrous hydroxide was precipitated from strongly alkaline 

me dia prepared as follows. A charge of the appropriate amount of 
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NaOH and NaCl was dissolved in the minimum amount of water. This 

solution was filtered to remove any sodium carbonate. The solution 

was then diluted to the chosen concentration and boiled under an inert 

atmosphere in the reaction vessel. This vessel was a round-bottom 

triple-neck flask equipped with a mechanical or magnetic stirrer, 

a thermometer, and a side-arm port sealed with a rubber septum, as 

well as a capillary to admit inert gas. Solution concentrations were 

1 to 10F NaOH and 0 to 9F NaCl. Solution volumes of 400, 800, 

1200, and 1500 ml were used. The reaction vessel and its contents 

were then thermostated at temperatures in the range of 0 ± 1 o to 95 

± 3 oc in a 40 liter water bath. Final CC and OH- concentrations 

were determined by silver chloride precipitation and titration with 

1. 002N HCl to a phenophthalein end-point, respectively . 

Twenty-two ml of ferrous stock solution was syringed into the 

precipitation medium with rapid stirring. The voluminous precipitate 

was snow-white in color. The procedure was discontinued if any 

discoloration indicative of partial oxidation was observed. The 

precipitate was aged for times varying from a few seconds to 

several hours. Thirty-five ml of fresh 30% hydrogen peroxide 

(Mallinkrodt) was then syringed into the slurry with vigorous stirring, 

and the side-arm port removed from the reaction vessel. 

Caution: o FeO(OH) is a very efficient catalyst for the 
~ 

decomposition of hydrogen peroxide. The decomposition is at least 
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10,000 times as rapid over oFeO(OH) as it is over other iron oxide 

phases. The oxidation of ferrous hydroxide is sometimes accompanied 

by violent frothing and spewing of the caustic oxidation medium. 

Protective clothing and shields should be used during this operation. 

Eighty to one-hundred-fold excesses of hydrogen peroxide were 

used in the oxidation. Twenty-five fold excesses yielded poorly 

crystalline samples as noted previously. 
1 

Ten-fold excesses produce 

Lafort's magnetite
2 

badly contaminated with other oxides of iron. 

When the formal concentration of hydroxide exceeds 11 F, only 

Lafort 's magnetite can be prepared by the above procedure (Figure 1). 

It has long been known that intensely alkaline media interfere with the 

oxidation of ferrous ion. 
2 

When the formal concentration of hydroxide 

is less than 1F, p~orly crystalline, often contaminated, 6FeO(OH) is 

produced (Figure 2). This may be the result of the solubility of 

ferrous hydroxide in such media. 

The slurry of product in caustic solution was repeatedly washed 

by decantation with large volumes of distilled water until uncontrollable 

peptidization occurred. Centrifugation was usually necessary to 

concentrate the final product. Dilute ammonia solution did not prove 

particularly useful for controlling peptidization. Some acceleration 

of the washing process occurred when dilute acetic acid was added to 

later washes. This was not done for the samples used in this study for 

fear of injury to the final product. The product was collected by freeze 

drying. 
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Figure 1. Lafort's magnetite prepared by incomplete oxidation of 

ferrous sulfate in strongly alkaline media. Magnification 

= 121360X. 
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Figure 2. Contaminated oFeO(OH) prepared when a hydroxide 

concentration of precipitation medium is < 0. 8F. 

Magnification = 190240x . 
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The samples were reddish-brown, though the exact hue varied 

from sample to sample. Products of smallest particle size were 

quite dark and badly agglomerated. Care was taken to avoid subjecting 

the samples to temperatures greater than 30 oc. 
(B) Analysis and Characterization. Analytic and preparative 

details of the samples used in this study are presented in Tables 1 , 

2, 3, and 4. Water analyses were done by heating about 20 mg of 

sample to constant weight in a DuPont model 950 thermogravimetric 

attachment to a DuPont model 900 differential thermal analy zer. 

Trace sodium analyses were by atomic adsorption or sodium bismuthate 

gravimetric analysis. Iron analyses were by chromate titration 3 or 

commercial EDTA titration . 
4 

Tests for chloride or sulfate ions with 

silver nitrate or barium chloride, respectively, were negative . No 

silicateous material nor material insoluble in 3N HCl solution was 

detected. 

Samples were authenticated by their X-ray powder diffraction 

patterns . Samples were mounted in 0. 2 mm Glaskapilliern tubes and 

subjec ted to rotation and reciprocation during irradiation by an iron­

filtered cobalt Ka s ource. Data we r e collected on film mounted in 

the Stramannis arrangement in a Debye-Scherrer camera. D-spacings 

of the five obse rved r eflections were in agreement with previous 

reports. 
1

' 5 No variations in the d-spacings were observed in the 

patterns of the various samples. Considerable variation in line -breadth 

especially in the (101) and (102) reflections was noted. No lines due to 

other oxides of iron were dete cted. 
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Electron micrographs of the samples were taken with a 

Phillips model 300 electron microscope. Samples were disbursed on 

300 mesh Parlodion coated grids. Maximum resolution was about 25A. 

The Feret's statistical diameter
6 

of at least 100 particles were 

measured from photographic data. These measurements were fitted to 

normal and log-normal distributions by plotting cumulative percent 

number density versus diameter or log-diameter, respectively. 

Geometric-mean-particle size (GMPS) and geometric standard 

deviation (a g) were obtained by common procedures from these plots. 6 

Volumetric-mean-particle-size (VMPS) has far more signifi­

cance to the phenomena discussed in this chapter than does the geometric 

parameter. VMPS can be readily calculated from the electron micro­

graphic data by the formula: 

Magnetic data were collected with instruments and techniques 

described in Chapter 1 . The magnetometer was calibrated with 

HgCo(SCN)4 • This calibration was checked against an annealed nickel 

cylinder and a sample of Ni(en) 3S20 3 • All measurements were taken 

with a maximum relative error of 1%. Samples of 0. 2-0. 3 grams of 

oFeO(OH) which had been lightly ground and evacuated to remove 

surface water were used. Immobilizing the samples in Ducoa cement 

or dilution of the samples with NaCl or alumina did not significantly 

affect the magnetic data. 
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Figure 3 . 6 Fe0(0H) particle. Magnification 230, OOOX. 



173 

I 

I 

r 
~ 

Figure 4 . oFeO(OH) particles agglomerating in chains. 

Magnification = 68500X. 
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Viscosity data were colle cted with a Fenske viscometer 

mounted in a 25 liter water bath. The viscometer was calibrated 

with triple distilled water. Measurements of relative viscosity had 

maximum relative errors of 5%. 

Density was determined by picnometry. Quantities of material 

were allowed to stand several days in the picnometer under triple 

distilled water prior to actual measurements. Densities for all 
3 

samples were 3. 7-3 . 9 grams/ em . 

Results 

(A) Physical Description of 6 FeO(OH) and the Effect of 

Preparative History on this Description. Electron micrographs 

show the particles of oFeO(OH) to be hexagonal plates of nearly equal 

'a' and 'b' axes with the plate face perpendicular to the 'c' axis. 

Figure 3 shows a fairly large ("'2000A) oFeO(OH) particle. Some 

partie les were less perfectly formed as though they had been fractured 

or were the product of cementation of two or more hexagonal particles. 

When the particles were disbersed in distilled water, they a gglomerated 

in chains with no face-to-face or face-to-edge aggregation of the 

platelets (Figure 4) . When the particles were disbursed in an aqueous 

solution containing a surfactant such as 0. 5% sodium stearate or 0.1% 

sperm oil, more severe agglomeration of the particles occurred 

(Figure 5). In photographs of these agglomerates, it was occasionally 

possible to observe particles edge-on. Though insufficient data could 

be collected for detailed statistical analysis of particle thickness, 
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Figure 5. oFeO(OH) disbursed from a solution of 0. 5% sperm oil 

in water. Magnification = 92650x . 
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it appears that the platelets are about one-sixth as thick as they are 

long. The narrow dimension along the c -axis would account for the 

breadth of X -ray powder diffraction reflections indexed in this 

axis. 

The geometric size distribution of each of the samples is 

sharp, monodisburse, and can be fitted to log-normal distribution 

function with a minimum confidence of 87% measured by the chi­

squared test. As shown in Figure 6, the fit to the log-normal function 

is quite good even for the largest and smallest particle sizes where 

data are more difficult to collect. Figure 7 presents the distribution 

determined in Figure 6 in terms of particle diameter and frequency. 

Final parameters of the distributions of the various samples are cited 

in Tables 1, 2, 3, and 4. 

Though the means of the size distributions vary by a factor of 

more than ten among the samples, the standard deviations of the 

means are quite constant and vary by only a few percent. This 

fortuitous happen-stance greatly facilitates intersample-comparisons. 

The two-parameter distribution functions can be treated as single­

parameter functions determined solely by their means (GMPS or 

VMPS). This simplification and the sharpness of the distribution 

functions allow correlations between the behavior of a bulk sample 

and its entire particle-size distribution to be made by regressing the 

behavior against only the mean of the distribution. The spread of 

particle sizes about the mean is not negligible , but its effects can be 

treated as perturbations on the general trend of a regression. 
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3.10 3.30 3.50 

Figure 6. Fit of particle-size distribution determine d from electron 

micrographic data to log-normal distribution. VMPS = 
1284A, a = 1. 43. Confidence level of fit is 93%. 
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Figure 7. Volumetric particle size distribution for sample of 

VMPS = 1284A, a = 1.43. 

4oooA. 
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The physical descriptions of the oFeO(OH) samples were 

controlled primarily by the procedures of formation and treatment 

of the intermediate ferrous hydroxide prior to oxidation. The 

precipitation medium had an especially direct effect. The VMPS of 

the samples increased with increasing concentration of solutes in the 

medium. A linear regression between VMPS and the formal sodium 

ion concentration of the precipitation medium accounted for 90% of the 

variation in particle size among samples 1-13 (Figure 8). For dilute 

(1. 0 F< ) and very concentrated ('""" 14. OF) sodium ion solutions the 

observed VMPS deviates from the regression in keeping with the 

observations noted in the Experimental section. 

Particle size also gives the appearance of being dependent on 

the hydroxide concentration of the medium. However, correlations of 

no better than 43% confidence could be developed for this behavior. 

Covariance between sodium ion and hydroxide ion concentrations 

account for all the observed dependence. No improvement in the 

hydroxide correlation could be developed when formal concentrations 
7-9 were converted to activity using published data. 

Viscosity of the precipitation medium is also strongly covariant 

with solute concentration. Regressions between viscosity and VMPS 

were somewhat poorer than the regression against formal sodium ion 

concentration. The limited precision of viscosity data made 

statistical correlations infeasible. 
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15. OF 

13.0 

11.0 

9.0 
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5.0 
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1.0 0 
200 600 1000 1400 1800 2200 26ooA 

Figure 8. VMPS versus Na+ concentration. Samples were prepared 

in 0.0034Fferrous ion solution at 55 oc and were aged 10 

minutes prior to oxidation. Shaded circles correspond to 

samples prepared in a mixed medium of NaOH and NaCl. 

Open circles represent compounds prepared in NaOH solu­

tion. Linear, least squares regression line is VMPS = 

-585 + 193(Na+)A.. Confidence level of regression is 90%. 
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Figure 9. VMPS as a function of ferrous ion concentration used in 

preparing samples. Samples were prepared in 7. 42F Na + 

ion solution at 50 °C and aged 2 minutes prior to oxidation. 

Linear, least-squares regression line is VMPS = 
2+ 3 0 

259 + 23.3 ([Fe ] x 10 )A. 
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VMPS was also observed to increase with the concentration of . 

ferrous ion in the precipitation medium (Figure 9). Too little data 

could be collected for meaningful inferences to be drawn from the 

observations . The linear regression line in Figure 9 is therefore 

ill tended merely for reference. 

The temperature at which the intermediate ferrous hydroxide 

was produced (Tp), and the length of time it was aged prior to 

oxidation also influenced the particle size of the oxidation product. 

Figure 10 shows the variation of VMPS among samples 25-36 with Tp. 

The linear regression in this figure accounts for 92% of the variation. 

Figure 11 shows the increase in 6 FeO(OH) particle with the 

length of time the intermediate ferrous hydroxide was aged at 50 °C. 

For a ging times up to 15 minutes, the growth of particles is linear in 

time . For longer a ging times, particle size falls well a way from the 

lmear regression in the figure. Particles of 6FeO(OH) produced from 

ferrous hydroxide which had been a ged for less than 30 seconds were 

badly formed and possibly dendritic or flocculent (Figure 12) . 

The oxidation process and subsequent treatment of the oxida­

tion product had little effect on the physical description when hydrogen 

pe roxide was used as the oxidant. The presence of chloride ion in the 

pre cipitation medium for some of the samples had no discernible· 

impact on the product, though it is known that chloride ion accelerates 

the oxidation of fe rrous ion at lower pH. 10 When solute concentration 

was above one molar , the oxidation medium did not affect the product. 
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Figure 11. VMPS as a function of the time intermediate ferrous 

hydroxide was aged at 50 °C prior to oxidation. Samples 

were prepared in 0 .00.34F ferrous ion and 7. 50F Na+ ion 

solution. Shaded point was not included in linear regression. 

Linear least squares regression line is VMPS = 

[ 184 + 6'7. 3t(minutes)] A. 
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Figure 12. Flocculates·prepared by very rapid quenching of oFeO(OH). 

Magnification ""' 220, OOOx . 
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Identical samples of ferrous hydroxide precipitated in 10F NaOH and 

oxidized in 1. OF and 10F NaOH yielded oFeO(OH) samples of nearly 

identical VMPS (1030 and 1007 A, respectively). When solute concen­

tration fell well below 1 F, the oxidation product was badly contaminated 

with other oxides of iron. 

When peroxide was generated in vitro by hydrothermal 

decomposition of ammonium persulfate, a very undesirable product 

was obtained (Figure 13). This product gave X-ray powder diffraction 

reflections of o FeO(OH), though the lines were quite broad. The 

particles are badly distorted from the hexagonal shape described 

above. 

Air oxidation was quite slow and yielded an unidentifiable mix 

of iron oxides. The X-ray powder diffraction pattern of this product 

consisted of just two broad reflections which could not be assigned to 

oFeO(OH). 

(B) Magnetic Behavior of o FeO(OH) and the Effects of Sample 

Description on this Behavior. Detailed magnetic data were collected 

on samples 1-12 and 25-36 at applied fields of up to 11,000 oersteds 

and over the temperature range 35-300 °K. Room temperature 

magnetization curves were measured for samples 13-24. Magnetic 

parameters determined for the samples are tabulated in Tables 5, 6, 

and 7. 

All samples were intensely magnetic. Their susceptibilities 

exhibited saturation effects in applied fields (H) greater than 1600 
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Figure 13. oFeO(OH) prepared by oxidation of oFeO(OH) in 

strongly alkaline (lOF NaOH) medium with ammonium 

per sulfate. Magnification = 190, 240x. 
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oersteds. Magnetization curves for the samples were centrosymmetric 

and devoid of any distortion that might be attributed to exchange 

anisotropy. 
11

' 
12 

No sudden alterations in the magnetic behavior at 

low temperatures which might be indicative of structure modification 

were observed. 

Saturation magnetizations (actJ(T)) were determined by extrapo­

lation of plots of magnetization (a(T)) versus the reciprocal of the 

applied field (1 / H) to infinite field. Similar extrapolation of plots of 
2 

a(T) versus 1/ H yielded infinite field magnetizations that were within 

5% of the a ctJ(T) values. Saturation magnetizations at various 

temperatures were fitted to equation 1. 

a (T) = a ( 0) (1. 0 - a~) 
CfJ CfJ 

eqn. 1 

The fit between experimental data and this expression was not 

especially sensitive to the value of the exponential parameter 'n '. 

(Figure 14). Table 8 cites parametric values for the ''best-fit" of 

experimental data from samples 1-12 to equation 1 with n = 3/ 2, 2, 

5/ 2. Also in Table 8 are parametric values found from least­

squares estimation of all parameters in equation 1. These latter 

parameters account for the experimental data with 99% confidence 

and were used in all succeeding computations. 

o FeO(OH) is seriously decomposed at elevated temperatures. 

In this study no sample was observed to survive prolonged heat treat­

ment at 80 °C. For this reason, it was not possible to experimentally 

determine the Curie temperature (T c). Extrapolation of equation 1 
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using the parameters cited in Table 8 to zero magnetization does 

provide an estimate of Tc. Curie temperatures so derived are quite 

dependent on the value of the parameter n. Best-fit values of n yield 

temperatures of 740 ± 20 °K. The estimated Curie temperatures found 

for various n cited in Table 8 show that all magnetic measurements in 

this study were made at temperature well below Tc. 

Saturation magnetization at 0 °K, a ro( 0), is not sensitive to the 

other parameters in equation 1. Bohr magneton numbers ( 11) for the 

samples were computed from aro( 0) using equation 2. 

a ( 0) · MW 
C() 

ll = eqn. 2 
{3 NA 

MW = formula weight of oFeO(OH) 

NA = Avogadro's number 

(3 = Bohr magneton 

For all the samples , J.1. was less than one, and much less than the 

nominal value expected for high-spin Fe(III). 

The magnetic behavior of o FeO(OH) was quite sensitive to 

the physical description of the samples, and consequently sensitive 

to the preparative history of the samples. Figure 15 shows the 

dependence of crro( 0) on particle size . For VMPS between 456 and 

700A., a (0) increases sharply. The increase in a (0) for VMPS > 
00 00 

700A is slower and apparently asymptotic. 

Thermal treatment of the intermediate ferrous hydroxide prior 

to oxidation caused more complicated variations in a 
00

(0 ) . As the 
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temperature of sample preparation increased, a 
00

( 0} increased to a 

broad maximum at Tp = 40-60 °C (Figure 16). For Tp > 60 ° there 

is a systematic decline in a 
00

( 0). A similar maximum occurs in the 

dependence of a 
00

(298) on the time the intermediate ferrous hydroxide 

is aged (Figure 1 7). 

Unlike sample description, magnetization behavior of 

6FeO(OH) was affected by hydrothermal treatment. Figure 18 shows 

the systematic fall in magnetic moment with hydrothermal aging at 

50, 80, and 100 oc. The rate at which the moment falls is strongly 

temperature dependent. At 50 oc there is little change in the moment 

after 3 days of aging. As shown in Table 9, the particle size 

distributions of the samples was relatively unchanged by the hydro­

thermal treatment. After five days of aging at 100 oc, two additional, 

weak,broad lines at d-spacings of 4. 29 ± 0. 20A and 2. 73 ± O.lOA appear 

in the X-ray powder diffraction pattern of the aged material. The 

breadth of the lines prevents accurate determination of their positions. 

The well-known thermal decomposition of oFeO(OH) to aFeO(OH) 

suggests that these additional lines may be due to the 110 and 130 

reflections of the a phase. No additional lines were observed in the 

diffraction patterns of the material aged at 50 and 80 °C. The 

tre mendous background scattering in the patterns may have prevented 

such lines from being detected. Electron micrographs of the aged 

material were little altered from those of the starting material 

(Figure 24). 
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Table 6 

acx:>(298) for Samples 13-24 

a (298) 
CX) 

a (298) 
CX) 

(observed) (calculated) a VMPS 

Sam2le No. gauss/ gm gauss / gm (A) 

13 8.46 7.50 202 

14 12.31 13.07 356 

15 11.87 11.43 300 

16 14.05 14 .40 418 

17 14.73 15.80 507 

18 17.00 17.68 700 

19 19.22 18.73 880 

20 18u76 16.85 601 

21 19.48 18.55 835 

22 17.65 19.57 1070 

23 16.83 20.52 1450 

24 10.46 21.51 2200 

a Calculated moment for a particle of the indicated size assuming the 

particle is surrounded by a magnetically dead layer 31A thick and 
2 

that acx:>(T) = acx:>(O) (1 - 2aT ). 
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Table 7 

a (0) for Samples 25-35 
OCI 

(J (0) 
OCI 

Sample No. Observed Calculateda VMPS (A) 

25 10.2 9.80 212 

26 17.73 16.80 397 

27 15.88 16.26 368 

28 18.13 17.00 402 

29 17. 40 17.77 432 

30 19.20 20.85 650 

31 18.41 19.67 548 

32 18.18 20.40 600 

33 15.82 20.80 638 

34 15.00 21.40 702 

35 14.50 21.62 722 

36 13.62 22.23 801 

a Calculated for a particle of the observed VMPS assuming that a 

magnetically dead region 31A thick surrounds the particle and the 

bulk magnetization is 28. 63 gauss/ gm. 
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The r a te of ferrous hydroxide oxidation influenced magnetiza­

tion of the samples, just as it influenced their description. Slow 

oxidation with ammonium persulfate yielded a product of a (298) ~ 
crJ 

8 gauss / gm. Even slower oxidation by air produced a non-magnetic 

product . 

Hysteresis properties of the samples are even more dependent 

on the physical description of the samples than are the saturation 

properties. Samples of VMPS < 600 A exhibit no hysteresis losses at 

room temperature. Such samples are superparamagnetic. Plots of 

a (T) versus H/ T superimpose for temperatures above the sample 

blocking temperature (Tb). Figure 19 shows an example of this over­

lap for one sample. At temperatures below Tb the superparamagnetic 

samples developed hysteresis in their magnetization curves. Samples 

of VMPS > 600A had well-developed hysteresis properties at room 

temperature. In figures 20 and 21 the coercive field (He) and the 

ratio of remanent magnetization at zero applied field to saturation 

magnetization (R = aR(T) / a
00

(T)) for samples 1-12 are plotted against 

VMPS for T = 298, 100, and 40 °K . At 298 °K . He and R increase 

sharply with VMPS to broad maxima. The front edge of these maxima 

is usually associated with the onset of single domain magnetic behavior. 

The particle size at which these maxima occur is the critical dimen­

sion at which a single magnetic domain is stabilized in the particle. 

Typically, the dimension determined from plots of R versus VMPS 

is somewhat smaller than that determined from He versus VMPS. 

In view of the narrow particle-size distributions in the samples of 



10
00

 o
e 

80
0 

0 
0 

0 
o

-o
--

o
-o

 
c 

o 
o 

0 

60
0 

--
,:

::
:-

--
-t

>.
 

-
t>

 
~ 
~
~
 
~ 

A
 

<
l-

40
0 

20
0 

t.f /
o-

-o
 

o 

p
 0 

20
0 

80
0 

12
00

 
16

00
 

20
00

 
24

00
 

28
oo

A.
 

F
ig

ur
e 

2
0

. 
C

o
er

ci
v

e 
fi

el
d 

v
er

su
s 

V
M

PS
 a

t 
29

8 
oK

 (
0

),
 

10
0 

°K
 (
~)

, 
an

d 
40

 °K
 (

0
).

 

1:-
:l 

0 0
0

 



o.
5o

 
r 

_
q

f-
o

 o
 

o 
o

-o
 

0 

o.
4o

 
r 

CfJ
 ~
b
.
-
f
j
.
 -
~
b
.
 

D
.-

( 
0

,o
-D

-o
 -o

 
o-

0.
30

 
t-

I 

~
d
 

o.
2o

 
r 

~ 
I 8 

. 
0.

10
 

20
0 

BO
O 

12
00

 
16

00
 

20
00

 
24

00
 

F
ig

u
re

 2
1.

 
R

 =
 aR

(T
)/

a 0
0(T

) 
ve

rs
u

s 
V

M
P

S
 a

t 
29

8
°K

 (
0

),
 

1
0

0
°K

 (
6.

),
 

an
d 

40
°K

 (
D

).
 

t-:
1 

0 co
 



T
ab

le
d

 

L
in

ea
r 

L
ea

st
 S

q
u

ar
es

 F
it

 
L

in
ea

r 
L

ea
st

-S
q

u
ar

es
 

L
in

ea
r 

L
ea

st
-S

q
u

ar
es

 
N

on
li

ne
ar

 L
ea

st
-S

q
u

ar
es

 

fJ
 

(I
. O

-a
r

1
· 5 1 

0
.:

>
: 

F
it

 t
o

 1
J 0 

xP
. O

-a
T

2 l 
F

it
 t

o
 IJ

 0 
a:

( I
. 0

-a
 T

2 · 5 ) 
F

it
 t

o 
IJ

 0 
>:
(I

. 0
-a

 T
"l

 

'1
 o
,
~
 

a 
T

c 
(J

 o,
:c

 
a 

T
c 

(J
 o,

co
 

a 
T

c 
(J

 o,
cc

 
a 

T
c 

Sa
m

pl
e 

N
o.

 
(e

m
u

-£
:m

) 
-
-

-
-

J
'K

-2
) 

.J
.:

g
_

 
(c

-m
w

.~
m)

 
~
 

_L
_J

9.
_ 

(e
m

w
'!(

m
) 

( '
K

-'
) 

('
K

) 
(e

m
u

it.
:m

) 
( '

K
-•

) 
n 
~
 

20
.4

2 
3

.3
7

-.: 
to

-•
 

9
:i9

 
20

.1
6 

I.
 9

6 
• 

to
-•

 
71

5 
1 9

.9
9

 
1,

1
5

x
10

-t
 

59
6

 
2

0
,1

9
 

3
.1

8
 ,

 
to

-•
 

1.
 9

1 
H

J 

2 
18

.2
2 

3.
oo

 x
 t

o
-•

 
10

'3
7 

1
7

.9
9

 
1.

9
4

x
to

-•
 

71
8 

17
.8

4 
2

.0
0

 
63

1 
18

.0
1 

2.
 8

0 
' 

10
-'

 
1.

 9
4 

jJ
ij
 

3 
20

.5
7 

3
. 3

6
Y

to
-•

 
95

9 
20

.3
0 

2
.0

5
 

69
8 

20
.1

3 
1

. 2
1 

58
5 

20
.3

4 
3.

3-
l

x
!O

-
' 

I.
 9

i 
74

7 

4 
21

.5
3 

3.
12

 '/
 t

o
-•

 
96

0 
21

.2
5 

1.
 8

9 
72

7 
21

.0
7

 
I.

 03
 

62
4 

21
.2

8 
2.

 8
7 

, 
to

-•
 

1.
 9

3 
73

d 

5 
t3

.3
1

 
3

.o
s 

x 
to

-•
 

10
18

 
1

9
.0

6
 

1
. 8

4 
73

7 
1

8
.5

0 
1

.0
0

 
63

1 
19

.0
8 

2
. 8

0 
x 

to
-•

 
1

. 9
4 

73
6 

6 
24

.8
5 

3.
 3

4 
96

4 
2

4
.5

2
 

2
.0

2
 

70
3 

2
4

.3
2

 
1

.0
2 

62
9 

24
.5

5 
2

.6
3

x
to

-•
 

I.
 9

5 
73

2 
N

 

7 
25

.0
7 

2
.9

9
 

t0
38

 
24

.7
4 

2
.0

2
 

70
3 

24
.5

4 
I.

 0
9 

61
0 

24
.7

7 
2.

 6
3 

x 
to

-•
 

.-
I.

 9
5 

73
2 

0 

8 
26

.1
3 

3
.0

0
 

10
37

 
25

.7
9 

2,
0

8
 

69
3 

25
,5

7 
1

,1
4

 
59

9 
25

,8
2 

2
. 7

0 
x 

to
-'

 
1.

 9
4 

73
4 

9 
24

.2
6 

3
.4

1
 

95
1 

23
.9

5 
I.

 9
6 

71
5 

23
. 7

4 
1

. 2
0 

58
7 

23
.9

9 
3

. 3
o 

y 
to

-•
 

I.
 9

1 
H

i 

I 
0 

26
.6

4 
3

.0
2

 
10

31
 

2
6

.3
0

 
1

,8
4

 
73

7 
26

.0
8 

1
.0

4
 

62
1 

26
.3

3 
2.

 6
6 

x 
to

-•
 

I.
 9

4 
7

32
 

11
 

24
.6

8 
2

,9
9

 
10

38
 

24
.3

6 
2.

02
 

70
3 

2
4

,1
6

 
1

.0
9

 
61

0 
24

.4
0 

2.
80

 
1

. 9
4 

7
3
~ 

12
 

25
.4

8 
3

,3
4

 
96

4 
25

.1
5 

I,
 9

7 
72

1 
24

,9
4 

1,
14

 
25

.1
8 

2.
 ss

 x
 t

o
-•

 
1

.9
5

 
73

0 



211 

this study, this interpretation of the maximal behavior of He and R 

seems valid. The critical dimension determined from Figures 20 

and 21 at 298 oK are.-..- 1200 and "' llOOA, respectively. As tempera­

ture decreases, the front-edge of the maxima moves to smaller 

VMPS until near 40°K no maxima can be definitely detected. 

Figure 22 shows the temperature dependence of He for two 

samples of o FeO(OH). One sample (VMPS = 585A) is superparamag­

netic at room temperature. The other (VMPS = 1284A) has well­

developed hysteresis properties at 298 °K. He approaches zero fairly 

slowly. At lower temperatures it increases linearly with decreasing 

T to a broad shoulder. The position of this shoulder was dependent 

on particle size. For samples of smallest VMPS the shoulder was 

barely detectable at 50°K. At temperature below the shoulder point, 

He again increases fairly linearly with decreasing T, but at a rate 

much slower than before. 

R increases smoothly with temperature as shown in Figure 23. 

The approach of R to zero is not marked by the "tailing-off" seen in 

the temperature dependence of He. For this reason extrapolation of 

R to zero was used to determine Tb for the samples in Table 5. 

Electron micrographs show that the particles of oFeO(OH) are 

best approximated as oblate spheroids. Such a particle shape will 

not give rise to hysteresis effects. 13 Similarly, the temperature 

dependence of He is not directly proportional to a 
00

(T) as would be 

expected if shape anisotropy were the source of the hysteresis 
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Table 9 

Effect of Hydrothermal Treatment 

of oFeO(OH) on a
00

(298) 

Temperature Time 

of Treatment of Treatment ()" (298) 
cYJ 

VMPS 

( oC) (dals} (gauss/~m) (A) 

100 0 22.07 1284 

100 1 17.95 

100 2 16.89 

100 3 14 . 90 

100 4 14.95 

100 5 13.17 

100 7 10.78 1333 

80 1 22.00 

80 2 19.85 

80 3 18.80 

80 4 17.22 

80 6 15 . 70 

80 7 15.65 1302 

50 1 22.23 

50 2 22.13 

50 3 21.95 

50 4 22 . 00 

50 5 21.50 

50 6 20. 44 

50 7 20.54 1273 
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properties. 13 ' 28 The hysteresis effects of oFeO(OH) must then arise 

from magnetocrystalline anisotropy. Further, the particle shapes 

make a uniaxial description a good approximation of the form of the 

anisotropy. 

Anisotropy constants at 0 °K were calculated from the Stoner 

Wohlfarth formula. 13 

K(O) = i- H (O)a ( 0) c 00 

Anisotropy constants at other temperatures were determined by the 

method of Asti and Rinaldi. 
14 

These values were then fitted to the 

expression 

Fits for samples 1-13 could be made to 95% confidence for values of 

s between 7. 5 and 8. 7. Fits to the expression with S = 8. 0 could be 

made for all samples with a minimum confidence of 85%. 

Discussion 

The results indicate that the physical description of an individual 

sample of oFeO(OH) is intimately related to the nature of the inter­

mediate ferrous hydroxide from which the sample is produced. This 

intimacy is consistent with the topotactic relationship between the 

oFeO(OH) and Fe(OH) 2 structures suggested by their X-ray powder 

diffraction patterns5' 15 and the well-known stability of the ferrous 

hydroxide structure to oxidation. 16 The tremendous insolubility of 

Fe(Il) and Fe(III) ions in the preparative medium which prevents 
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dissolution and reformation of the structure during oxidation may well 

be the source of this simple relationship between structures . 

Certainly, when base concentration in the preparative medium drops 

below 1 F, and the solubility of the ions is greater, the products of 

oxidation cannot be topotactically related to ferrous hydroxide. 

Rapid oxidation is also essential to the formation of the 

oFeO(OH). Slower oxidation processes allow structural transforma­

tions to thermodynamically more stable phases such as aFeO(OH) 

and Fe(OH) 3 • Speedy oxidation assists in quenching the structure and 

yields a kinetically stable , topotactically related oxidation product. 

The variation in particle size with solute concentration of the 

preparative medium is unusual. As a rule, precipitates decrease in 

particle size with increasing reagent concentration. The opposite 

behavior is encountered only among a few very insoluble precipitates 

such as silver chromate, 
17 

silver thiocyanate, 18 nickel gloxime, 19 

2+ 
and BaS04 at reagent concentrations comparable to the Fe concen-

trations used in this study. 20 Often it was found that initially these 

precipitates are metastable and alter upon aging. The dependence 

of o FeO(OH) particle size on sodium ion concentration is difficult 

to rationalize . The contamination of all samples of oFeO(OH) with 

sodium ion suggests that this ion may be more directly involved in 

the precipitation process than merely contributing to the viscosity of 

the medium. This point is explored in greater detail in Chapter 5. 
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The thermal effects on particle size are more classical in 

aspect. VMPS increases with both increasing preparative temperature 

and aging time. Extrapolation of the regression lines in Figures 10 

and 11 to zero aging time and to the freezing point of the medium 

(~ -15 °C) predicts finite particle sizes (170 and 184A., respectively). 

For very short aging times, dendritic particles form. Such behavior 

has been interpreted by Turnbun
21 

as indicative of the formation of 

nucleating particles by a process high order in concentration. The 

ferrous hydroxide precipitate may nucleate from particles of 

about 170 ± 50A in size. The insolubility of the precipitate in the 

medium contrains particle growth to follow an aggregation and 

cementation mechanism. Figure 11 shows that some limitation in 

particle growth occurs after a fairly short period of aging. Oxidation 

apparently terminates all particle growth. 

Log-normal particle-size distributions are often found among 

particle assemblages subjected to some mechanical process. Normal 

distributions are encountered among precipitation products. The 

cementation and aggregation growth process will yield a log-normal 

size distribution such as found in the samples of this study. 

Alternatively, the extensive washing process each of the samples under­

went may be the distribution determining event in their preparative 

history. 
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The magnetic behavior of oFeO(OH) is consistent with the 

behavior expected for fine-particulate ferrimagnets possessing 

uniaxial anisotropy. Exponential parameters in the temperature 

dependencies of magnetization and the anisotropy constants are 

consistent with those found for other ferrimagnets. 25 ' 29 

The small Bohr magneton numbers found for the samples indicate 

that only 10% of the ferric ions have. uncompensated spins. (It is inter­

esting to note in this regard that the breakdown of the ferrous hydroxide 

structure during slow oxidation occurs at about 10% conversion. 16) 

Hydrothermal treatment anneals these uncompensated spins probably 

by supplying the energy necessary for the ions to relocate in more 

favorable sites. The hydrothermal treatment is then much like thermal 

de compos it ion of o FeO( OH), though it proceeds at a much slower rate. 

This behavior is consistent with either of the two models of the 

o FeO(OH) structure which have been proposed based on X-ray powder 

diffraction evidence. 1 ' 22 Magnetic phenomena are not by themselves 

sufficientto choose between these models as implied by other authors. 
23 

But, the quantitative aspects of the magnetic behavior and the chemical 
22 

behavior of the phase favor the model proposed by S. Okamoto in 

which all magnetic ions are randomly distributed in octahedral sites. 
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The dependence of the magnetic moment of oFeO(OH) on 

particle size cannot be rationalized in terms of a homogeneous 

magnetic species. If, instead, it is assumed that each particle of 

o Fe O(OH) is surrounded by a nonmagnetic layer, then the saturation 

magnetization of a particle assemblage of VMPS = D will 

be described by equation 4 , 

a N">(D ,0 oK) 6 n 12 n 2 8 n s 
v..J = (1.0- _x. + _x._ - --;--) 

cr ro(ro, 0 °K) D D
2 

D 
eqn 4 

where cr ro(oo, 0 °K) is the saturation magnetization of an infinitely large 

particle, and f. is the thickness of the magnetically dead region. 

The data in Figure 15 can be fit to equation 4 with f. = 31 ± 4A and 

crro(ro, 0 °K) = 28.43 ± 0 . 11 gauss / gm with a confidence of at least 

95%. This magnetically dead layer corresponds to a layer 6 to 10 

unit cells thick. The dead layer effect will be discussed in greater 

detail in Chapter 5. 

Rationalization of the dependence of magnetization on the 

thermal treatment of the intermediate ferrous hydroxide is more 

complicated. The concept of a magnetically dead region surrounding 

each of the particles well accounts for the initial portions of Figures 

16 and 17 where magnetization increases with preparative temperature 

and aging time. The dashed lines in these figures are best-fit 

polynomial expressions in terms of the independent variable. The 

solid lines are derived from equation 4 using f.= 31A, cr
00

(oo,0°K) = 

38.4 gauss/ gm and the linear regressions of Figures 10 and 11 to 
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define particle size. Tables 6 and 7 include magnetizations calculated 

for the samples with this model. 

To account for the maximizing behavior of magnetization, an 

additional effect must become significant at temperatures greater 

than 40-50 oc and for aging times greater than 8 minutes at 50 °C. 

The decline in magnetization in Figures 16 and 17 is reminiscent of 

the thermal annealing of the magnetic moment of oFeO(OH) des.cribed 

above. Evidence from the physical descriptions of the samples shows 

that the intermediate ferrous hydroxide precipitates in a metastable 

structure. Other authors have also noted this behavior of ferrous 

hydroxide. 
2 

The medium of precipitation prevents dissolution 

processes such as Ostwald ripening from being a pathway for the 

perfection of the structure. The medium will not, however, prevent 

ion migration within the lattice to more favored sites, which will occur 

after sufficient aging times or at sufficient temperatures. The evi­

dence herein indicates that upon oxidation the ions in the thermodyna~­

ically favored sites will have compensating spins. To the extent that 

thermally induced ion migration occurs, the magnetization will be re­

duced, and the maximal behavior in the figures would be expected. 

Hysteresis behavior of the samples of c5 FeO(OH) is consistent 

with the behavior of fine particulate ferromagnets outlined by Jacobs 

and Bean. 
11 

Particles of the smallest size have their magnetic 

moments disoriented by thermal effects. Such particles cannot 

develop hysteresis losses in their magnetization curves since they are 

in thermodynamic equilibrium. Once the particle exceeds a critical 
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dimension, a single magnetic domain develops. Since there is only 

one domain within the particle, no easy mechanisms such as domain 

wall movement exist for reversal of the moment of the particle in a 

reversed magnetic field. Reversal of the moment of an immobilized 

single-domain particle must occur by rotation, either coherent or 

incoherent, of the magnetization vector. Such reversal is opposed 

by an energy barrier. In 6 FeO(OH) this barrier is due to the 

magnetocrystalline anisotropy. A finite applied field (He) is necessary 

to expedite the reversal process within experimental times, and 

remanent magnetization is observed. Experimentally, the critica 1 

dimension for oFeO(OH) particles is 1100A. This value is similar 

to that found for cobalt and nickel ferrites
25 

as well as other ferri­

magnetic phases. 26 It is in good agreement with the lower-bound 

estimate for critical size from the Wohlfarth expression 27 

A 1 o 
D = 2b (-)2 ~ 1000A 

c K 

where De is the critical dimension, b is factor to convert from a 

geometric measure of length to the volumetric measured used in this 

study, A = 10-
6 

ergs/em, and K is the anisotropy constant. 

As temperature is decreased, the critical dimension for single 

domain behavior also decreases. The ratio 2'R = 2aR(T)/a
00

(T) is a 

measure of the fraction of particles within a sample which are single 

domain in size. 13 The thermal dependence of 2R shows that subdomain 

particles exist in all of the samples down to 70 °K. For samples of 
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Figure 24. o FeO(OH) hydrothermally a ged at 100 °C for 7 days . 

Magnification =184, 460x . 
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small VMPS some superparamagnetic particles exist to at least 

40 °K, though at this temperature all the samples were made up of 

predominantly single-domain particles. 

Particles of sufficient size ought to develop multiple domains. 

The appearance of many domains in a particle would present easy 

mechanisms for reversal of the particle magnetization. Coercive 

field would then decrease. No such decrease in H was observed in c 

the samples even among those of largest VMPS. Particle inter- . 

actions are well lmown to prevent the nucleation of multiple magnetic 

domains
20 

and are probably so operating in the samples of oFeO(OH) 

of this study. 
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CHAPTER 5 

INFLUENCE OF CATIONIC IMPURITIES AND 

MAGNETICALLY DEAD LAYERS ON THE 

MAGNETIC BEHAVIOR OF oFeO(OH) 

Impurities in oFeO(OH) are discussed. Excess water is shown 

to be an adsorbed species. Cationic impurities are shown to be more 

tenaciously entrained by the solid. The magnetic behavior of oFeO(OH) 

prepared in LiOH-LiCl and KOH-KCl media is described. Saturation 

magnetization of the samples is used to postulate the existence of a 

magnetically dead region surrounding the oFeO(OH) particles. The 

approach to saturation and hysteresis properties of the samples are 

found to be consistent with this model. 
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Chapter 4 described the magnetic behavior of 6 FeO(OH) and how 

that behavior is influenced by the preparative history of individual 

samples of the material. It did not, however, shed light on the 

structural alterations that must inevitably be the source of the variations 

in magnetic behavior. Chapter 4 did suggest that cationic impurities 

and possibly non-magnetic layers surrounding the particles may be the 

origin of many of the variations. It is the purpose of this chapter to 

pursue these two possibilities in greater detail. 

The impact of impurities and magnetic "dead" layers on the 

behavior of oFeO(OH)increaseswith decreasing particle size. For this 

reason, superparamagnetic samples of oFeO(OH) with varying types 

and concentrations of impurities were used in this investigation. 

Experimental 

(A) Preparation of Samples. Samples of oFeO(OH) prepared in 

NaOH-NaClmedia discussed in the chapter were those .prepared in the 

previous investigation. Analytic data for samples 1-40 and magnetic 

data for samples 1-13 of the previous chapter are used in this study. 

Samples of 6FeO(OH) prepared in LiOH-LiCl media and KOH­

KCl media were prepared by procedures completely analogous to 
2+ 

those described in Chapter 4. They were prepared with 0. 0034F Fe 

and the mtermediate ferrous hydroxide was aged 5. 0 minutes at 50 oc 
prior to oxidation to 6FeO(OH). Concentrations of the solutes in the 

precipitation media were used to control the particle size. The 

preparative behavior in the lithium and potassium media was quite 
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Table 1 

Pr eparative and Analytic Data for 

oFeO(OH) Samples Produced in KOH-KCl Media 

Condition of Preparative Analytic Data 

Sample Medium a GMPS VMPS for Product 

Number (K+]b I OH-]c [CC]c [A] (] 
_g_ [A] [K+]d H,O 

1 1.22F 1. 22F O.OOF 162 1. 47 253 0.040 5. 25 

2 2.78 2.78 0.00 176 1.46 270 0.045 4.51 

3 5.31 5.31 0.00 270 1.43 396 0.130 3.80 

4 5.11 0.985 4.12 342 1. 44 510 0.175 2.70 

5 6.35 3.07 3.28 376 1. 43 552 0.18 2.50 

6 6.89 6. 89 0.00 327 1.43 480 0.175 3.11 

7 9 . . 35 9. 35 0.00 526 1.44 784 0. 245 1. 68 

8 10.22 5.03 5 .19 498 1.45 754 0.265 2.12 

9 13.21 13.21 0.00 580 1.41 826 0.296 1. 75 

a 2+ 
aged 5 minutes prior to Samples were preparEd in 0.0034FFe 

' 
oxidation at 50 °C. 

b By summation of [OH] + [ Cl-]. Error = ± 1. 5%. 

c Error = ± 1. O%. 

d Error = ± 0. 01%. 

e Water in excess of that expected from stoichiometry. Error 

= ± 0. 2%. 
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Table 2 

Preparative and Analytic Data for 

oFeO(OH) Samnles Produced in LiOH-LiCl Media 

Analytic Data 

Condition of Preparative for Product 

Sa mple Medium a GMPS VMPS [Li +]d IizOe 

Number [ Li+) b [ OH-)c [CC]c (A) 
(J (A) (%) (%) _g_ 

10 1. OOF 1. OOF 0. OOF 183 1. 48 290 0.215 4.2 

11 0. 91 0.91 0.00 137 1. 49 221 0.29 4.8 

12 1. 86 0.53 1. 33 122 1.43 179 0.30 4.8 

13 2.75 2.75 0.00 349 1.44 250 0.22 2.65 

14 3.07 3.07 0.00 418 1. 45 632 0.281 2.20 

15 2.25 0.93 1. 32 292 1. 44 435 0.24 3.15 

16 5. 26 2 . 99 2 . 27 573 1. 43 841 0.33 1. 60 

17 4.04 4.04 0.00 584 1. 41 832 0.325 1. 90 

a . 2+ 
Sa mples were preparedm 0. 0034FFe , aged 5 minutes prior to 

oxidation at 50 °C. 

b By summation of [ OH-] + [ CC]. Error = ± 1. 5%. 

c Error = ± 1. O%. 

d Error = ± 0. 01 %. 

e Water in excess of that expected from stoichiometry. Error = 

± 0. 2 %. 
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similar to that previously noted for preparation in NaOH-NaCl media. 

Particle size increased fairly linearly with alkali metal ion concentra­

tion as shown in Figures 1 and 2. The concentration range used for the 

LiOH-LiCl media was limited by the low solubility of these salts. No 

difficulty was encountered in the oxidation of ferrous hydroxide at 

maximum concentrations of alkali metal hydroxides such as was 

observed in the NaOH-NaCl media. Again it was noted that when base 

concentration was less than ~ 1. OF products of inferior quality were 

prepared regardless of total alkali metal ion concentration. 

Samples prepared in LiOH-LiCl media were difficult to free of 

excess alkali metal salts. These samples required more extensive 

washing than samples prepared in other media. Lithium carbonate, 

formed during the washing process was especially difficult to remove. 

Electron microscopy was especially useful for monitoring the washing 

process of these salts. Figure 3 shows an electron micrograph of a 

sample contaminated with lithium carbonate. Samples used in this 

study were entirely free of lithium carbonate as indicated by electron 

microscopy and infrared spectroscopy. It was noted that acidification 

of the sample to pH 3 with acetic acid greatly accelerated the 

washing process . No samples so purified were used in this investiga­

tion. 

Numerous attempts were made to prepare o FeO( OH) from 

ferrous hydroxide precipitated with bases other than alkali metal bases. 

Ammonium hydroxide, pyridine, tetramethylammonium hydroxide, 



0 

90
0A

 

70
0 

50
0 

30
0 

15
0 

5
.0

 
10

.0
 

15
.0

. 

F
ig

ur
e 

1.
 

F
o

rm
al

 c
on

ce
nt

ra
ti

on
 o

f 
p

o
ta

ss
iu

m
 i

on
 v

er
su

s 
V

M
PS

 (
A

) 
of

 o
 Fe

O
(O

H
) 

p
re

p
ar

ed
 in

 

K
O

H
-K

C
l 

m
ed

ia
. 

L
in

ea
r 

re
g

re
ss

io
n

 l
in

e 
is

 V
M

PS
 =

 (1
68

 +
 5

4 
[ K

+
] )

A
. 

~
 

~
 
~
 



233 
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Figure 2. Formal concentration of lithium versus VMPS(.A) of 

6 FeO(OH) prepared in LiOH-LiCl media. Linear regression 

line is VMPS = (63 + 163 [ Li+] )A. 
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Figure 3. oFeO(OH) prepared in LiOH-LiCl medium contaminated 

with lithium carbonate. Magnification = 106, 850 x . 
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and triethyl ammine were tried. In every case only a flocculent non­

magnetic oxidation product which yielded no X-ray powder diffraction 

lines was obtained. Figure 4 shows an electron micrograph of the 

product obtained from ferrous hydroxide precipitated with ammonium 

hydroxide. 

Attempts were made to prepare oFeO(OH) from ferrous 

hydroxide precipitated with concentrated ammonium hydroxide from a 

medium of concentrated (5N) NaCl. The product bore all the physical 

aspects of ferric hydroxide but was feebly magnetic a (297 °K) = 1. 2 
C() 

emu/ gm. This magnetic character disappeared over a period of one 

month. Electron micrographs of the product were much like that of 

Figure 4, and no hexagonal platelets of o FeO(OH) were observed. 

Again the product yielded no X-ray powder diffraction lines. 

It was concluded that alkali metal cations were essential for the 

formation of o FeO(OH). 

The samples of o FeO(OH) were authenticated by their X-ray 

powder diffraction patterns. The small particle size of samples used 

in this study greatly reduced the quality of these patterns. The 

breadths of the [ 101] and [ l 02] reflections were such that d-spacings 

could not be measured. D-spacings for the other three reflections 

were, within experimental error, identical to those found for o FeO(OH) 

prepared in NaOH-NaCl media in Chapter 4. No additional reflections 

which might be attributable to other oxides of iron or other impurities 

were noted, nor did electron micrographs of the samples show evidence 

for impurity phases. 
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Figure 4 . Product of oxidation of ferrous hydroxide prepared in 

concentrated ammonia solution. Magnification 188850X. 
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All samples were ferrous iron-free when tested with potassium 

ferricyanide solution. Similarly, no evidence for chloride or sulfate 

ions was found when the samples were tested with AgN03 and BaC12 

solutions, respectively. All samples were completely soluable in dilute 

hydrochloric acid. Analytic data are tabulated for the samples in 

Tables 1 and 2. 

(B) Physical Characterization of the Samples . ESCA spectra of 

several of the samples were provided by Dr. Frank Grunthaner of the 

Jet Propulsion Laboratory, Pasadena, California. I gratefully 

acknowledge Dr. Grunthaner for his assistance in the acquisition and 

interpretation of these spectra. 

Instrumental analysis and characterization of the samples were 

done as described in the previous chapter. 

Electron micrographs of the samples prepared in LiOH-LiCl 

and KOH-KCl media were quite similar to those prepared in NaOH­

NaCl media. The particle size distributions were log-normal with 

relatively constant ag. Particle size data were quite difficult to 

collect for samples of smallest mean particle size (< 200 A). 

Consequently, plots of the cumulative number density versus the log 

of the particle diameter deviated somewhat from linear at the lower 

extreme of particle sizes (< 50A). 

For some parts of this investigation the surface-area-mean 

particle size (SMPS) is a more meaningful quantity than either GMPS 

or VMPS. SMPS is readily computed from the geometric data by the 
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relationship 

Again, it was noted that occasional edge-on particles were 

about one-sixth as thick as they were long. However, no 

statistical data on thickness could be acquired. The method of particle 

size measurement treats the particles as if they were round discs for 

statistical purposes. For these reasons the volume factor used in the 

calculations in this study was taken to be 7r/3. 

Results 

(A) Analysis of Impurities in the Samples. All the samples of 

6 FeO( OH) described in this thesis were contaminated with alkali metal 

cations and water in excess of that expected from the equivalent stoi­

chiometry Fe20 3 • H20. Where available, analytic data from previous 

investigations of 6 FeO( OH)also show persistent impurities of these types. 

A real stoichiometry for the 6 phase is [ FeO( OH)] Y · 3 / 2y M2 
1o · 

(x + y/ 2)H20 where M1 is an alkali metal cation. Among the samples 

used in this thesis typical values of x andy are 0.125 and 0.005, 

respectively. 

oFeO(OH) is formed only as extremely fine-particulate matter 
2 

with tremendous surface area (3200 m / gm). A most obvious source 

of impurities is surface absorbed species. The amount of surface 

adsorbed impurity in a specimen ought to have a marked particle size 

dependence given by equation 1. 
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. ht OJ • • t 8 B I A f. 1 00 we1g 10 1mpun y = pNr 

B = molecular weight of impurity species 

a = effective surface area occupied by a molecule of adsorbed 

species 

f = fractional coverage of surface by adsorbed species. 

p = density of particle 

N =Avogadro's number 

r = radius of particle 

The amount of excess water in the o FeO(OH) samples conforms well 

with this model. In figures 5, 6, and 7 the weight pre cent excess 

water for samples prepared in LiOH-LiCl, KOH-KCl, and NaOH­

NaCl media, respectively, are plotted against sample SMPS. The 

solid line in these figures is the best least- squares fit of equation 1 

to the data in the figures. Parametric values from the least squares 

fit were used to calculate the fra.ctional coverage of the particle surface 

by water cited in Table 3. Errors inf correspond to the upper and lower 

Table 3 

Fractional Coverage of oFeO(OH) Particles by Water* 

Media in Which Samples were Prepared 

LiOH-LiCl 

KOH-KCl 

NaOH-NaCl 

Fractional Cove rage 

0.93±0.08 

0.89±0.06 

0.98 ± 0.07 

*Effective surface area of an absorbed water molecule was taken to be 
8. 4A2 (see reference 2). 
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support planes of the fits. Within the limits of uncertainty, the 

fractional coverage of the samples amounts to one mono-molecular 

layer of water. 

The weight percent of cationic impurities in the samples is not 

at all described by equation 1. Figures 8 and 9 show the dependence 

of the weight percent of alkali m etal cations in samples of o FeO(OH) 

prepared in KOH-KCl and NaOH-NaCl media on the VMPS of the samples . 

The marked dependence is obviously described by positive powers of 

VMPS. This type of dependence is difficult to rationalize in terms of 

a homogeneously contaminated phase. Models describing the 

contamination in terms of homogeneously distributed islands of 

entrapped species or coprecipitates also fail to describe the observed 

behavior. 

Several heterogeneous models can be imagined which will 

predic t the observed behavior. One of the simplest of these postulates 

that each particle contains a central core of impure material. 

Surrounding this core is a layer of material in which the impurities 

have been depleted. A most likely mechanism by which depletion 

might occur is the extensive washing each of the samples undergoes 

prior to analysis. Several descriptions of the oFeO(OH) particle can 

be formulated that are in keeping with the above postulate. The data 

of figures 8 and 9 were fit to the following descriptive models : 

(1) Uniform model: A uniform depletion layer of thickness g 

surrounds the particle . The weight percent impurity 

within the core is C (ex:>) . The weight percent impurity in 
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Figure 9. Weight percent cationic impurity versus VMPS of samples of 

o F eO(OH) prepared in KOH-KCl media. Solid line calculated 

from Uniform Model. 
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A 

Figure 11 . Weight percent cationic impurity versus VMPS (A) of 

samples of 6FeO(OH) prepared in KOH-KCl media. 

Solid line calculated from Anisotropic Model. 
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Figure 13 . Weight percent cationic impurity versus VMPS (A) of samples 

of 6Fe0(0H) prepared in KOH-KCl media. Solid line calcu-

lated from Gradient Model. 
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the depletion layer is 0. Then, the weight percent 

impurity for a bulk sample of VMPS = D is given by 

the expression 

2 2 3 3 
C(D) = C(oo) (1.0- 10 g/D + 28 g /D - 24 g / D) 

The solid lines in figures 8 and 9 were computed from 

a least-squares best fit of the data to this expression. 

(2) Anisotropic model: The morphology of the oFeO(OH) 

particle is quite anisotropic as is the unit cell of 

oFeO(OH). It would not be surprising to find that the 

thickness of the depletion layer is also anisotropic. 

This model sets the thickness of the depletion layer 

along the c-axis (g') equal to one-third the thickness 

of the layer along the a- or b-axes. The bulk weight 

percent impurity for a sample of VMPS = D is given 

by 
2 2 3 3 

C (D) = C ( cq (1 . 0 - 6 g/ D + 12 g / D - 8 g / D ) 

The solid lines in figures 10 and 11 were computed for 

a least-squares fit of the impurity data to this express ion. 

(3) Totally Anisotropic Mode l: This model is similar to the 

preceding except g'> the thickness of the depletion layer 

along the c- axis is set to zero. The particle size 

dependence of impurity concentration is then given by 
2 2 

C(D) = C(cq (1.0 - 4.0 g/ D + 4.0 g / D). 
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(4) Gradient Model: This model is quite similar to the 

uniform model. The thickness of the depletion layer is 

assumed to be uniform along all the particle axes. However, 

the concentration of impurity within the particle is not taken 

as zero. Instead, it is assumed that there is a linear 

gradient of concentration. Near the surface of the particle 

the concentration is zero. The concentration increases 

linearly with penetration into the particle until it is C(oo) 

at a penetration g. The bulk weight percent impurity is 

then described by 
2 2 3 3 

C (D) = C (co) ( 1 - 3 g/ D + 4 g / D - 2 g / D ) 

The solid lines in figures 12 and 13 were computed from 

best least-squares fit of the data to this expression. 

Schematic diagrams of the models are shown in figures 14 and 

15. Dotted portions of these drawings indicate the contaminated 

portion of the particle. Parametric values derived from least-squares 

fit of impurity data for oFeO(OH) samples prepared in NaOH-NaCl and 

KOH-KCl media are cited in Table 4. Errors in the parameters 

correspond to upper and lower support planes of the fits. 

The differences between the models and the limited amount of 

data available prevent clear choice among the models. Based on the 

confidence levels of the fits, the Totally Anisotropic and Gradient 

Models are poorer representations of the data. The Uniform model 

accounts best for the overall data. 
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Table 4 

Parametric Values of Best Least-Squares Fit of 

Cationic Impurity Data to Various Models 

Thickness of Weight % Impurity of an 

Cationic Depletion Layer Infinite Diameter Particle 

Model Im2urity {A} {%} 

Uniform K+ 73 ± 4 0. 495 ± 0 . 060 

Na+ 88 ± 4 0. 408 ± 0. 038 

Anisotropic K+ 73 ± 8 0. 495 ± 0 . 060 

Na+ 87 ± 10 0. 399 ± 0 . 035 

Totally 
K+ Anisotropic 93 ± 7 0. 453 ± 0. 040 

Na+ 116 ± 10 0. 389 ± 0. 030 

Gradient K+ 240 ± 12 0.665 ± 0.045 

Na+ 212 ± 22 0. 412 ± 0. 040 
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Figure 14. Impurity models described in text. (A) Totally Anisotropic 

Model, g' = 0; (B) Uniform Model, g' = g; (C) Anisotropic 

Model, g' = 1 / 3g. 
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(A) Totally Anisotropic Model 

(B) Uniform Mode l 

e : . • • '• • • "' o • • • o # • o : • • .. ·<>· ;_,-_·: :(: '::·<~: ? ~:~: ~ ... _ . . . :. "' . ..... . . . : ·:-. .. .. . . . . ... ..,. ..... · •. ·.··· · . .. ~.:.· . 
•• . • rt* •• :• "' • ' • '\ ' ..., ' ........ .. . 

, • . •"' :"' ·. : : ! ' . ...... ... ' .. . : ~ 

...... ~. -~ ':· ::::~· .... _ ·.:.:. ;:' ... • .. .. : ... . ~. . . . . . .... . 
• •; ... \ •• J • • •• ! ·.., . ... ... . ' . 

(C) Anisotropic Model 
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. ' . .. . : 

. . . . -· . 

Gradient Model. Depletion layer is uniform along all axes. Concentra­

tion increases linearly from zero at the surface of particle to C(co) at 

and throughout the core. 

g R 2R-g 2R 

Concentration profile postulated in Gradient Model. 

Figure 15 . Gradient Model. 
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The lithium ion impurity in samples of oFeO(OH) prepared in 

LiOH-LiCl media cannot be well represented by any of the models. 

In view of the difficulty encountered in washing these samples, it may 

be that the observed dependence of lithium impurity on VMPS (figure 

16) is a combination of adsorbed surface species and entrained ions 

such as found in other samples of oFeO(OH). The available data are 

insufficient to attempt any separation of these effects. 

A presumption that might be drawn from the above discussion 

of cationic impurities is that prolonged washing of the samples might 

eventually reduce the impurity level to zero. To test this hypothesis 

a sample of oFeO(OH) prepared in 7F NaOH (VMPS = 1185A; Na % = 

0. 090) was slurried in 5N NaCl for 3 days. The sample was filtered, 

washed free of excess halide solution and dialyzed against distilled 

water for several weeks. Periodically a sample was removed for 

analysis. The results are shown in figure 17. The weight percent 

sodium ion content of the sample dropped rapidly in the first day of 

washing. After about one week, the sodium content stabilized at 

0. 084 ± 0. 002%. This content was quite similar to that of the original 

sample. Prolonged washing of the material produced no significant 

decrease in the ion content. Apparently, any surface absorbed sodium 

ions are rapidly removed from the particles. Sodium ions within the 

particle are effectively entrained and simple washing fails to leach them 

away. 
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Figure 16. Wei ght % Li+ impurity in 6FeO(OH) prepared in LiOH-LiCl 

media versus VMPS. 
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The surface of 6FeO(OH) particles does exhibit considerable 

affinity for cations. The above sample of 6 FeO( OH) was slurried with 

solutions of various ions at room temperature and at 100 oc for two 

days. The samples were then removed from the baths by filtration 

and washed by a procedure completely analogous to that used in the 

preparation of oFeO(OH) samples. Analyses of the samples yielded 

the results in Table 5. 

Intuitively the moles of ions adsorbed ought to be proportional 

to the charge on the ion divided by the cube of its radius. A plot of 

the data taken for samples held at room temperature is shown in 

figure 18. 

The lithium content is considerably removed from the general 

trend line in this figure. This result is in keeping with the general 

difficulty in removing excess lithium salts discussed in the Experimen­

tal section. 

The adsorptivity data taken at 100 oc are not nearly so well 

behaved. The cation content seems to parallel the decreasing solubility 

of the oxides of the cation. Zinc oxide was definitely precipitated in 

the course of the experiment. 

The adsorbed cations produced negligible· changes in the 

magnetic behavior of the sample. The original sample of 6 FeO(OH) 

had a room temperature saturation magnetization of 20.17 emu/gm 

and a coercive field of 450 ± 20 gauss. Samples exchanged at room 

temperature had saturation magnetizations of 20.10 ± 0. 10 emu/gm 

and coercive fields of 450 ± 20 gauss. The saturation magnetization of 
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5 , 0 X ] 0- 4 moles/gm 

4.0 

3.0 / • 
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Figure 18. Moles of cations adsorbed per gram of oFeO(OH) versus 
_ 3 

charge density of cations in units of eA . 
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samples exchanged at 100 oc was of course greatly reduced from that 

of the original material to 8. 35 gauss/ gm. Coercive field was also 

greatly increased to 950 ± 50 gauss. Within experimental error all of 

the samples exchanged at l00 °C had these values for their magnetic 

propertie s. 

(B) Magnetic Results. The qualitative aspects of the magnetic 

behavior of 6Fe0(0H) samples prepared in LiOH-LiCl and in KOH-KCl 

media are entirely similar to the magnetic behavior of samples 

prepared in NaOH-NaCl media. For the most part, the samples are 

superparamagnetic or exhibit minute hysteresis losses at room 

temperature. Saturation magnetization data, obtained by the means 

described in Chapter 4, were easily fit to the expression 

a (T) = a. (1 - a T n) 
00 o,oo 

The parametric values obtained from this expression are listed in 

Table 6. 

Hysteresis effects develop for all the samples at sufficiently 

low temperatures. Figures 19 and 20 show plots of coercive field 

versus temperature for two samples o FeO(OH) prepared in LiOH- LiCl 

and KOH- KCl media, respectively. Similar plots of the temperature 

dependence of the ratio of remanent magnetization to saturation 

magnetization are shown in figures 21 and 22. The temperature 

dependences shown in these figures are typical of mixtures of super­

paramagnetic and single domain particles. 19 

P ertinent magnetic data for the samples are shown in Table 7. 
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Table 6 

Saturation Magnetization Data for oFeO(OH) Samples 

Prepa red in LiOH-LiCl and KOH-KCl Media 

VMPS ao, oo a Tc IJ.a 

(A} (e muL:gm} n (°Kf
2 

X 10
6 

(oK} (BM} 

Samples prepared in KOH-KCl media 

270 21.26 1. 96 4.66 532 0 . 34 

253 17.76 1. 78 11.96 578 0. 28 

396 23.15 1. 94 4.56 524 0.37 

480 22.95 1. 90 5.60 577 0 . 36 

510 22. 85 1. 78 10.70 616 0.36 

552 24.77 1. 96 4. 54 530 0.39 

754 25 . 44 2 . 03 1. 58 525 0.405 

784 25.27 1. 86 8.15 540 0.40 

826 25.54 2 . 03 2. 77 532 0.41 

Sa mples prepa red in LiOH-LiCl media. 

179 28.33 1. 76 16.33 517 0.45 

221 30.49 1. 89 7. 27 527 0. 485 

435 34.30 1. 96 4. 54 530 0.55 

520 41.44 2.05 1. 59 526 0.66 

632 42.37 1. 94 5.96 535 0.67 

832 44.75 1. 96 4.55 530 0.71 

841 44.45 1. 89 7.77 510 o. 71 

a 
1J. = MW • a / N{3 • o, 00 
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The particle size dependence of the coercive field of the 

samples are shown in figures 23 and 24 for temperatures of 297, 200, 

77 , and 22.5 °K. Similar plots of the ratio of remanent to saturation 

magnetization are shown in figures 25 and 26. The single domain size 

at 22. 5 oK is about 320A. This size increases to "-900A at 77°K and is 

somewhat greater than 900A at room temperature. Such values of the 

critical particle dimension are similar to those found in Chapter 4 

for samples of oFeO(OH) prepared in NaOH-NaCI. 

The single domain size of oFeO(OH) prepared in LiOH-LiCl is 

similar to that found for 6 FeO(OH) prepared in other media, yet the 

saturation magnetization is nearly twice that of samples prepared in 

other media. Such a result is possible only if the ultimate coercive 

field (He (0)) of samples prepared in LiOH- LiCl is much lower than 

that found for 6 FeO(OH) prepared in other media. The value He (0) 

for single domain particles of 6Fe0(0H) prepared in LiOH-LiCl is 

420 oe. For samples prepared in KOH-KCI,Hc(O) is "' 1300 oe and 

for NaOH-NaCl it is "'1360 oe. Uniaxial magnetocrystalline 

anisotropy constants calculated fran the Stoner Wohlfarth equatimP 
3 

for these species are 34,100, 72,800, and 86,800 ergs/ em , 

respectively. 
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Figure 23. Coercive field at 297°K (0 ), 200°K ~), 77 °K <•), and 

22.5 °K (x) plotted versus VMPS of samples of oFeO(OH) 

prepared in LiOH-LiCl media. 
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Figure 25. Ratio of remanent magnetization to saturation magnetization 

at several temperatures versus VMPS of oFeO(OH) 

samples prepared in LiOH-LiCl media. (297 °K = 0, 

200 °K =D, 77°K=•, 22.5°K=x.) 
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Figure 26. Ratio of remanent magnetization to saturation magnetiza-

tion versus VMPS of samples of oFeO(OH) prepared in 

KOH-KCl media at temperatures of 298 °K (0) , 200 °K (0), 

77°K (•), 22. 5°K (x). 
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Discussion 

The particle size dependence of the saturation magnetization of 

oFeO(OH) is difficult to rationalize in terms of homogeneous magnetic 

particles. A size dependence might be expected if the fields used in 

this study were insufficient to permit the linear extrapolation of 

magnetization data in the determination of as (T). However, for all 

samples used in this study, plots of a(T) versus 1/ H were linear for 

fields greater than 7000 oersteds. It can only be concluded that the 

size dependence is endemic to the system and not a result of data 

treatment. 

Rationalization of the size dependence requires a certain 

inhomogeneity exist in particles of o FeO(OH). An intuitively simple 

means of introducing inhomogeneity is the postulation of a magnetically 

inactive layer surrounding each of the magnetic particles . This layer 

need not be completely inactive, rather it must be less magnetic than 

the core of the particle. Nevertheless, the terminology "dead-layer" 

will be used in this discuss ion. 

Magnetic dead-layers have been postulated to explain the 

magnetization of thin films. 3- 5 Though there has been some criticism 

of this proposal, 6 theoretical treatments of magnetic films have been 

developed which do predict dead-layers. 7 

Experimental evidence of dead-layers in fine particulate 

magnetic material is not extensive . Such layers apparently do not exist 

in fine particulate iron 8 or cobalt. 
9 

A size dependence in the saturation 
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magnetization of nickel and cobalt ferrites has been observed. 10 The 

investigators did not explain its origin except to allow that it mfght 

be due to surface effects. Fine particulate magnetic materials coated 

with surface-active agents also have size dependent magnetization.11 ' 12 

Coordination of the surface-active agent with surface ions reduces the 

magnetic contribution of these ions: The particle size dependence of 

the saturation magnetization of y Fe2 0 3 has been explained in terms of 

a magnetically dead-layer 5. 7 ± 2. oA. thick. 13 

(A) Size Dependence of Saturation Magnetization of o FeO(OH). 

The observed size dependence of the saturation magnetization of all 

samples of o FeO(OH) is well explained by the postulation of a magneti-

cally inactive layer. A precise description of the magnetization 

depends on the morphology of the layer. Data for oFeO(OH) have been 

analyzed in terms of four layer models. The models are quite 

similar b those used above to describe the cationic impurities in 

oFeO(OH). 

(1) Uniform Model: The dead-layer is assumed to be uniformly 

thick along all axes of the particle. This is the model used in the 

description of the saturation magnetization of yFe20 3 cited above. The 

saturation magnetization of an assemblage of particles of mean diameter 

Dis given by equation (2) 

a 
0 00

(D) 2 2 3 3 
' = (1 - 10 g/ D + 28 g / D - 24 g / D ) 

a o oo((ij 
' 

eqn 2 
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where a (D) is the saturation magnetization at infinite 
0' co 

applied field and 0 °K, g the thiclmess of the dead-layer, 

and a (co) is the saturation magnetization of an infinite 
0' co 

size particle--the bulk saturation magnetization. The 

dead-layer is assumed to be completely non-magnetic . 

Figures 27, 28, and 29 show the best least squares fit 

of magnetization data of oFeO(OH) prepared in different 

media to equation 2. 

(2) Anisotropic Mode l: o FeO(OH) particles are platelets 

whose easy axis of magnetization probably lies within the 

platelet. It is reasonable to assume then that the dead­

layer, too, is anisotropic. In this model the dead-layer 

measured along the c axis of the particle is 1/ 3 as thick 

as along the a or b axes. 

a (D) o, co 
a (co) 

2 2 3 3 
= (1 - 6 g/ D + 12 g / D - 8 g / D ) 

0' co 

Figures 30, 31, and 32 show best least-squares fit of 

magnetization data to the Anisotropic Model. 

(3) Totally Anisotropic Model: In this model even greater 

account is taken of the particle anisotropy. The dead­

layer is taken to exist only along the a and b axes. 

a o co(D) 2 2 
' = ( 1 - 4 g/ D + 4 g / D ) 

(J 0 C()(CC) 
' 
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(4) Gradient Model: The dead-layer need not be completely 

non-magnetic as assumed in the previous models. In 

this model it is assumed that a linear gradient of magnetic 

activity exists in the dead-layer. The magnetization 

increases from zero at the surface to a maximum at the 

the edge of the magnetic core. 

a (D) 
o , co = ( 1 - 3 g/ D + 4 g 2 / D 2 - 2 g3/ D 3) 

a 
0 

ct5(co) 
' 

Figures 33, 34, and 35 show the best least squares fit of 

magnetization data of oFeO(OH) prepared in different 

media to this model. 

Schematic representations of the models are shown in figures 14 

and 15. Parametric values obtained from the best least-squares fit of the 

models to the data for o FeO(OH) are given in Table 8. The dead-layers 

found for oFeO(OH) prepared in NaOH-NaCl media by all four models 

is much thicker than the layer found for samples produced in either 

KOH-KCl or LiOH-LiCl. This may reflect either the greater amount 

of data available for the NaOH-NaCl system or the different preparative 

conditions used to prepare these samples (see previous chapter). In 

all cases the dead layer found is several unit cells thick. Statistics of 

the model fits to the data do not permit clear-cut choice among the 

models. Errors in the parameters are greatest for the Totally Aniso­

tropic and Gradient models. It is likely that either the Uniform or 

Anisotropic models is the best description of the system. 
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Figure 33. a (D) ve rsus VMPS for samples of oFeO(OH) prepared in o, 00 

LiOH- LiCl m edia. Solid line calculated from Gradient 

Mode l. 
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Figure 35. a (D) versus VMPS for samples of oFeO(OH) prepared o, co 

in KOH-KCl. Solid line calculated from Gradient Mode l. 
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(B) Magnetic Dead- Layers and the Approach to Saturation. 

Magnetic inhomogeneity should have a definite impact on the magnetic 

behavior of a sample of fine particulate magnetic species. This impact 

should be reflected in all parts of the magnetization curve. Particle 

volume is a controlling parameter of magnetization curves. A 

comparison between particle volume calculated from magnetization 

data (magnetic volume) and particle volume found from other data 

(physical volume) should yield information concerning the magnetically 

depleted volume. 

Magnetogranulometry has been a much investigated aspect of 

fine particulate magnetic species. Cahn
14 

and Becker15 have developed 

a simple scheme by which the volume (and consequently size) distribu­

tion of an assemblage of superparamagnetic species can be derived from 

magnetization data. The procedure takes advantage of the fact that 

initial portions of magnetization curves are controlled by larger particles 

while the approach to saturation is controlled by the smallest particle 

in a distribution. 

Let the volume distribution of particles in an assemblage be 

given by a function n(v) such that N, the total number of particles per 

unit volume is f 00 n(v)dV . The magnetic moment per unit volume is 
0 

I = Is (T) J00 V n(v) dV 
0 

where Is (T) is the saturation magnetization at temperature T . The 

initial volume susceptibility is then given by 
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2 

Is oo 2 
x,_ = lim I / H = -f V n(v) dV 

H-O kT o 

and the approach to saturation is 

I l kT f oo ( ·) r = - r:1r n v dV 
0 0 0 

where 1
0 

i.s the magnetic moment of the assemblage at saturation and H 

is the applied field. The quantities Hh and H1 are defined in figure 

36. Then, the mean volume and root mean square volume of the 

particles in the assemblage are given by 

- 1 J oo ( kT V = N Vn v) dV = I H 
0 s h 

1 Cf) 2 .!.. 
= N (f V n(v)dV) 2 

0 

Notice that to this point no assumption has been made concerning the 

nature of the distribution function n(v). 
- - 1 

The mean volume V and (V2) 2 are related by the standard devia-

tion of the volume distribution. Once the standard deviation of the 

assemblage is known, a complete description of the size distribution of 

particles in the assemblage is at hand. The root-mean square 

deviation is given by 

- 1 -
(V VZ)2 = ( V2 

- 2 .!. 
(V) ] 2 

kT 3Hh = [ - 1] 9Ih lil 
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Table 9 

Cahn-Becker Analysis of Superparamagnetic oFeO(OH) 

Samples Prepared in Various Media 

VMPSa - - l v (V2) 2 

(A} lin Hl o3 5 
(A X 10} 

o3 5 
(A X 10 } 

Samples prepared in KOH-KCl media 
253 1400 2350 4. 56 6.10 

270 1250 2135 5.11 6.77 

396 1050 1370 6.08 9. 22 

480 755 1195 8.46 11.65 

510 820 1215 7 . 79 11.08 

552 540 765 11 .83 17.21 
Samples prepared in LiOH-LiCl media 

179 1190 1650 3.11 4.57 

221 1087 1520 3.40 4.97 

290 945 1420 3.92 5.53 

435 560 1090 6.61 8. 20 

520 440 1000 8.41 9.66 

632 390 900 9.49 10. 82 
Samples prepared in NaOH-NaCl media 

456 1. 44 545 765 11.75 17.18 

502 1. 43 530 740 12.08 17.71 

585 1. 53 500 715 12. 80 18.54 

a VMPS derived from microscopic data. b Samples not cited 

contained a significant percentage of single domain particles at 

room temperature. 
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Table 10 

Results of Cahn-Becker Analysis of 

Superparamagnetic Samples of oFeO(OH) 

Prepared in Various Media 

Physical Dataa Magnetic Data 

f-r~ 
- 1 

VMPS ct- )6 VMPSM gb 

{A} _L (A} (Al ag (A} CAl 
Samples prepared in KOH-KCl media 

253 151 167 . 1.25 1. 75 40 

270 157 173 1. 25 182 44 

396 167 192 1. 30 206 95 

480 186 208 1. 27 220 130 

510 182 204 1. 27 216 147 

552 208 236 1.28 251 150 

Samples prepared in LiOH-LiCl media 

179 132 152 1. 30 163 8 

221 137 156 1. 29 166 28 

290 145 162 1.27 171 60 

435 172 184 1. 20 190 122 

520 186 196 1.18 201 160 

632 199 208 1.16 213 210 
Samples prepared in NaOH-NaCl media 

456 1. 44 208 236 1. 29 251 102 

502 1. 43 210 238 1.28 253 125 

585 1. 53 214 242 1. 28 257 164 

aData from electron micrographs. bDead layer thickness. 
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Most of the samples of o FeO(OH) considered in this study are 

superparamagnetic at room temperature. Application of Cahn-Becker 

analysis to these samples will yield descriptions of the effective 

magnetic volumes of the samples which can be compared to the known 

physical volume. To maintain the continuity of analysis in this study, 

it is convenient to convert the volume description above into a size 

distribution. From the physical data concerning the samples it is 

known that the particle size in the samples is well described by a log­

normal distribution function. Higher moments of the log-normal 

function are also log-normal. Therefore, it is assumed that n(v) is 

the log-normal distribution. Then 

where f is the volume factor (see above). Therefore the magnetic 

volumetric-mean particle size (VMPSM) is given by 

- 1/ 3 2 

VMPSM = (V /f) exp (3 ln a g) 

The r e sults of Cahn-Becker analysis of the samples are shown 

in Tables 9 and 10. As can be seen the VMPSM of all samples is 

smalle r than the VMPS determined from electron micrographic data. 

Further, the size distribution calculated from magnetic data is much 

sharper than that found from electron microscopic data . A compari­

son of the size distribution found from magnetic and from physical 

data for one sample is shown in Figure 37 in terms of frequency and 

partic le diameter. 
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A disquieting feature of the results is the particle s ize 

dependence of the calculated magnetic dead-layer. Rather than be ing 

uniform, the dead-layer increases in size with particle size. This 

effect may not be altogether real. Cahn-Becker analysis presupposes 

that the magnetic particles are isotropic superparamagnets whose 

approach to saturation is described by the Langevian equation 

a(T) 

as (T) 
= 1 kT 

- /1F[" 

The approach to saturation of all samples of oFeO(OH) used in this 

study was linear for fields greater than 7000 oe. However, the 

oFeO(OH) particles are definitely anisotropic. Their approach to 

saturation is described by 

a(T) 

as(T) 
= f(kT Has Vp 

KV' kT ) 

where f is a complex function of the anisotropy energy as well as the 

field energy . The contribution of the anisotropy energy would be 

expected to increase with particle size. Consequently, only dead­

layers found for particles much smaller than the single domain 

particle size can be viewed with confidence. Dead layers for the 

smallest particles are on the order of 25A, in good agreement with 

those calculated from the size dependence of the saturation magnetiza-

tion. 

(C) Magnetic Dead- Layers and the Hysteresis Properties of 

Magnetization Curves. Bean and Jacobs 16 have suggested that the 
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coercive force of a single domain, uniaxial , magnetic particle can be 

related to particle volume by 

H 2 K (1 - 5 (g_ ) t) 
c = pas (T) n. v 

where He is the coercive force, K the anisotropy energy, k the 

Boltzmann constant, and V the volume of the single domain particle. 

(See Appendix 1 for a possible derivation of the relation.) Little has 

been done analytically with this expression, though it seems to contain 

all the elements necessary for magnetic granulometry. Consider an 

assemblage of particles with a dis tribution of particle sizes centered 

about a mean which is near the single domain particle size at 

temperature T i. As the temperature is lowered some of the particles 

become single domain particles and develop hysteresis properties. 

The smaller particles remain superparamagnetic . As the temperature 

isl'owered still further a larger fraction of the particles convert from 

their original superparamagnetic state to the single domain state. 

Finally at some Tf the entire assemblage consists of single domain 

particles. 

From the above expression, the mean volume of the single 

domain particles at any given temperature between Ti and Tf could be 

calculated. Since the ratio of the magnetization of the assemblage of 

particles at zero applied field to the magnetization at infinite field is 

equal to one half the single domain fraction of particles, at T f a 

complete description of the volume distribution of particles in the 

assemblage could be made. Comparison between this distribution and 
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the distribution found from physical data could then be used to deter­

mine the magnetic inhomogeneity of the particles in the assemblage 

In this section this application of the relation is made to the magnetic 

behavior of the oFeO(OH) samples. 

Figure 38 shows the behavior of the Bean and Jacobs relation­

ship for several particle sizes . The striking similarity of these 

curves and those experimentally found for o FeO(OH) should be noted. 

Use of the above relationship requires knowledge of not only the 

temperature dependence of the saturation magnetization of the assem­

blage, but also the temperature dependent anisotropy energy. Deter­

mination of the anisotropy energy from powder magnetic data is no 

easy matter. The following procedure has been used. The anisotropy 

energy at 0 °K was calculated from the Stoner-Wohlfarth equation 17 

where Hc(o) is the coercive field of the samples at 0°K. The tempera­

ture dependence of K was then found by the method of Asti and 

R . ld.18 rna 1 · 

Asti and Rinaldi have related the discontinuity in the second 

derivative of the magnetization curve of powder samples to the aniso-

tropy fie ld (see Appendix 2). No faith, however, was placed in the 

results of this method. Instead, the data found by the second derivative 

method was used to fit the anisotropy energy to the expression 

KK- ~6~ as (T) n 
= [ (J (0) ) 

s 
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The fit was typically fairly insensitive to the parameter n. Best 

fits were obtained with n = 8.0 ± 1. 5. 

In figure 39 the variation in mean particle diameter calculated 

from the Bean-Jacobs relation and the above expression for the aniso­

tropy energy with temperature is shown for a single sample of 

oFeO(OH). The mean particle diameter at first falls rapidly with 

temperature and then begins to asymototically approach a finite value. 

If the system being interogated is a system whose size distri­

bution is log-normally distributed, then plots of the log of particle 

diameter versus twice the ratio of the remanent to saturation 

magnetization (that is the cumulative percent number density of active 

particles) can be used to determine the size distribution of the 

assemblage. A plot of this type drawn from the data in Table 11 is 

shown in figure 40. Results of similar analysis for other samples of 

oFeO(OH) are shown in Table 12. From these results it is apparent 

that the analysis is tracing out a log-normal distribution . whose mean 

is universally smaller than that found from electron micrographic 

data and whose standard deviation is larger. The difference between 

physical and magnetic volumes is variable, but of the same order as 

that calculated from the size dependence of the saturation magnetiza­

tion. 

Computational note: The laborious process of acquiring 

magnetic data suitable for this analysis was relieved by spline fitting 

data from 11 to 16 magnetization curves and using the fit to interpolate 

intermediate points. The spline fit was created to match first and 

second derivatives at the experimental points. 
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Table 11 

Data Used in the Preparation of Figures 40 and 41 

Calculated 
Temperature H Mean Diameter c 

(oK} (oe) (A} 2Ra 

24 730 339 0.86 

33 715 376 0. 81 

42 699 407 0.76 

51 680 433 0.72 

60 659 457 0.698 

69 638 481 0.672 

78 620 505 0.65 

87 604 531 0.632 

96 587 557 0.609 

105 563 580 0. 583 

114 527 595 0.546 

123 501 617 0. 526 

141 484 647 0.52 

150 458 672 0.51 

159 422 690 0.488 

168 382 703 0.462 

177 342 716 0.436 

186 310 736 0.412 

195 287 765 0.396 

204 268 800 0.392 
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Table 11 (Continued) 

Calculated 

Temperature He Mean Diameter 
(oK} (oe} (A} 2Ra 

213 249 838 0.372 

222 229 876 0. 362 

231 208 913 0.352 

240 186 950 0.34 

249 164 986 0.326 

258 142 1023 0.31 

a Ratio of remanent to saturation magnetization. 
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Table 12 

Magnetic Size Distributions 

Calculated from Bean Jacobs Relation 

Physical Data Magnetic Data 

VMPS VMPSM g 

(A} 
(J (A) ag (A) g 

Samples prepared in LiOH-LiCl media 

179 123 2.15 28 

221 133 2. 82 44 

290 182 3. 26 54 

520 384 2.15 68 

632 517 2.17 62 

841 699 2.16 70 

Samples prepared in KOH-KCl media 

253 141 2.06 56 

270 152 1. 87 59 

396 286 1. 98 55 

510 386 1. 95 62 

784 688 1. 94 48 

826 676 1. 86 75 

Samples prepared in NaOH-NaCl media 

456 1. 44 338 1. 88 59 

660 1. 43 490 1. 90 85 

746 1. 44 598 1. 94 74 

1284 1. 52 1062 1. 87 111 

2030 1. 42 1878 1. 85 76 
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Figure 40. Plot of cumulative number percent versus In D calcula­
ted from fit of hysteresis data to Bean and Jacobs 
relationship. 
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Conclusions 

It is apparent that the magnetization data for particles of 

oFeO(OH) are indeed consistent with the idea that each particle of 

material is surrounded by a layer of magnetically depleted material. 

This layer is apparently several unit cells thick. It is tempting to 

equate the magnetically active material with that material which is not 

depleted of alkali metal cations. Several obse rvations auger in favor 

of this conclusion: 

(1) A magnetic phase could not be produced when the inter­

mediate ferrous hydroxide was precipitated with bases 

other than those derived from alkali metals. 

(2) Depletion layers account well for the observed dependence 

of magnetization and alkali metal ion contamination of the 

phase. 

(3) The intensity of magnetization of oFeO(OH) is strongly 

dependent on the alkali metal base used to precipitate 

the intermediate ferrous hydroxide. 

(4) Complete removal of alkali metal cations was not possible, 

indicating strong interactions between the lattice and the 

ions. 

The t emptation to make this equation is inhibited by the very low 

level of alkali metal ion concentration in the samples. This inhibition 

is mitigated by the observation that an allotrope of o FeO(OH), J3 Fe0(0H) 

is structurally stabilized by as little as one part in four thousand of 
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halide i.on. In the absence of a more conclusive link between the 

cationic impurities and magnetic behavior of 6Fe0(0H) no correlation 

can be positively drawn. The inference, however, is strongly made. 
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APPENDIX 1 

DERIVATION OF THE RELATION BETWEEN 

PARTICLE SIZE AND THE 

COERCIVE FIELD OF A PARTICLE ASSEMBLAGE 

The following derivation is provided for the reader who might be 

unfamiliar with micromagnetics. The result is well- known in the 

literature, but seems never to be specifically derived. For more 

complete accounts of the implications of this result, one should consult 

the references. 

Consider an assemblage of single-domain magnetic particles. 

Allow that the particles are immobilized and are not free to mechanically 

rotate. Further, the particles possess a uniaxial magnetic anisotropy 

completely specified by the parameter K which may be temperature 

dependent. Anisotropy may be due to either shape or 

crystalline effects. The volume of a particle is V. In real situations 

there will be a volume distribution. The parameter V will then be the 

mean volume and the derivation will still apply provided the distribution 

is reasonably sharp and unimodal. Experimental methods for the 

determination of coercive field of particle assemblages are sufficiently 

crude to negate any error associated with a spread in particle volume. 

Let the saturation magnetization of the assemblage be Ms which is 

also temperature dependent. 
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Since the particles are immobilized, reversal of the magnetiza­

tion of the assemblage with a reversal of field must occur by reversal 

of the magnetic moment of the particle, J.1. = VMS. This moment will in 

fact behave much like a particle. The orientation of the magnetic 

moment will be dictated by (1) the applied magnetic field, (2) the 

magnetic anisotropy, and (3) thermal fluctuations analogous to 

Brownian motion. The first two influences will act to align the moment 

in a magnetic field. Let 8 be the angle between the easy axis of 

magnetization of the particle and the applied field, H. The energy of the 

moment will then be 
2 

EM = KVsin 8- JJ.Hcos8 

Thermal effects will act to eliminate the alignment of the magnetic 

moments. The combination of influences will produce a Boltzmann 

distribution of moments. 

c· n -E 
-u = average moment 

= u I u ~N exp ( ~ ) dn 
-E 

J exp ( ,J!-) dn 

where k = Boltzmann constant 

dQ = incremental solid angle 

When the field is removed, de-alignment of the assemblage of moments 

will be impeded by an energy barrier KV. The size of KV may be 

sufficient that rotation of the moments by thermal fluctuations is 

indetectably slow. To reverse the orientation of such moments, it is 
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necessary to apply a r everse field to the assemblage. This acts to 

reduce the energy barrier. To find the barrier, one must examine 

the angular functional behavior of the above energy expression. The 

barrier will be equal to the maximum of this expression less the initial 

energy of the reverse oriented particles. (Note, since a reverse field 

has been applied, the moments are initially completely reverse oriented, 

(} =1T.) 

The first derivative of EM with respect to e is 

dE ---aJ!l = 2KVsin8cos e + uRsin e 

This derivative is zero at (} = 0 (oriented position), e = 1T (reverse 

oriented position), and e = arcos(-uH/ 2KV). The oriented and r everse 

oriented positions must correspond to global and relative minima in 

the energy expression. Therefore, from the second derivative, EM is 

a maximum at e =arc cos (-uH/ 2KV). 

2 2 

EM(e = arc cos 2tn-) = KV + 4'~ 

2 2 

Then the barrier, Eb(H), is KV + ~:v -uH 

The probability that a particle moment will have sufficient 

energy to surmount the barrier is given by the Boltzmann probability 

expression: 
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p = exp (-Eb (H) / kT) 

where k is the Boltzmann constant and ought not to be confused with the 

magnetic anisotropy constant K. 

As the moments de-align, the magnetization of the particle 

assemblage will be reduced from the saturation value. The kinetics of 

this process is described by 

dM at= fopM 

where f0 is a frequency factor approximately equal to 10
9 
sec - l 

Integration then gives 

2 
Magnetic measurements are usually done on a time scale of 10 seconds . 

Reversal on this time scale will be perceptible only if Eb(H) < 25kT. 

Magnetization curves then are generated by decreasing the applied field 

until H is sufficient to lower Eb(H) to 25kT. The field at this point is 

the coercive field, He (T). The r elation between this field and the 

particulate volume can be derived as follows: 
2 2 

tJ. He 
KV + 

4KV 
- IJ}I = 25kT c 

2 2 2 2 
4K· v H + tJ. c 



314 

2 
(2KV - J.LH) = 100 kT(KV) 

1 

JJ.Hc = 2KV - ( lOOkT(KV)] 2 

JJ.Hc = 2KV ( 1 - 5 (g.)~] 

He = 2~V ( 1 - 5 (~)~] 

H (T) = 2K(T) ( 1 - 5 ( kT ) ~] 
c Ms (T) -xv-: 

With this expression, the mean volume of single-domain 

particles in a given assemblage at a particular temperature can be 

calculated. By knowing the temperature behavior of He, Ms, and K, 

and the fraction of single-domain particles in a given sample at every 

temperature, one can derive a volume distribution of the sample as 

shown in the preceding chapter. 
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APPENDIX 2 

DERIVATION OF MAGNETIC Ai'ITSOTROPY FROM 

BULK MAGNETIZATION DATA 

Consider a single-domain, uniaxial particle oriented with its 

symmetry axis along the x-axis and its "hard" axis of magnetization 

along the y-axis of a coordinate system. In a field H applied at an 

angle cp to the symmetry axis, the magnetic moment of this particle 

will orient at some angle e to the symmetry axis as shown in Figure 1. 

Stoner and Wohlfarth
1 

have shown that as the applied field H 

approaches H A and the angle cp approaches 90 °, a discontinuity occurs 

in the magnetization curve M(H). The curves for cp :;e. 90 o are smooth 

functions of H. The curvature of these functions increases without limit 

as cp approaches 90 o (see Figure 2). The field at whic h this discontinuity 

occurs, H A' is the anisotropy field which is related to the anisotropy 
2 4 

energy, EK = K1sin 8 + K2sin 8 by the expression 

The angle between the applied field and the magnetic moment 

will be dictated by energy minimization. The energy per unit volume 

for the particle in an applied field is 

2 4 
E = K1sin e + K 2sin e - M8H cos( e - <P) 

where e - cp is the angle between if and :M8 . As shown above, interesting 

behavior occurs only for cp ~ rr /2 and H ~ HA . Therefore the following 

definitions are substituted into the above energy expression: 
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hard direction 

symmetry axis 

_, 
Figure 1. Orientation of applied field, H, and the magnetic moment, 

Ms, of a single particle with its symmetry along 

horizontal axis. 
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0 - cp . a 7r H = -(y + l)HA X = ' = z-- cp 

H- IHA I 
y = 

IHA I 

Then 
2 4 

E = K1cos (x - a) + K2 cos (x - a) + M8H A (y + l )cos x 

Then the equilibrium condition for x is 

:~ = - 2K1cos 
2 

(x - a)sin(x - a) - 4K2sin(x - a)cos \x - a) -

MsHA (y + l)sin x = 0 

Aga in, inte r est centers on this e xpression only for small value s of x 

and a. This expression can be s implified by expanding the trigonometric 

functions in algebraic expansions and by noting that M8H A = 

-2(K1 + 2K2 ) . Then to third order, 

Ma intaining the level of approximation, the equilibrium express ion 

definin g x is 

(K1 + 6K2) 3 

---- X 

(2K1 + 4K2) 

+ yx + a 
3 

= 0 = LX + yx + a 
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M 

Figure 2. Magnetization curve for a single particle with its symmetry 

axis inclined to the applied field by an angle (a) 90 o, 

(b) 80 o, (c) 45 o, (d)lO o, (e) 0 o. Discontinuity in (a) occurs 

at H = H A. (After reference 1) 
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In polycrystalline samples all possible orientations of the 

particles occur. A rigorous analysis would have to deal with all 

orientations of the particles in the interval -90 o ~ cp ~ 90 o. Asti 

and Rinaldi
2 

have shown that by considering only those particles 

oriented at angles in the neighborhood of cp = 90 o simple procedures 

for deriving the anisotropy of the particles can be derived. The 

theoretical derivation provided by these authors is fraught with 

several errors. This appendix follows the course of their theoretical 

development and hopefully corrects the errors in their presentation. 

Define the dimensionless magnetization parameter t = 

(M
8 

- M(H))/M
8 

which in the level of approximation described above is 
2 

t = 1 - cos x ~ x
2 

For an assemblage of particles oriented such that cp is nearly 90 ° 

(-a
0 
~ a ~ a

0
) the average value oft is 

0 0 2 

T(y) = 2 I t(y, a)da ~ 2 I x / 2 da 
ao ao 

Differentiate t(y) by y 

cff(y) 
= 

0 
2 I X ax da. 

a ay 
0 

dy 

From the equilibrium express ion defining x above it is known that 

Then, 

ax 
67 

ax = -x-aa 
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df a = o 2 xl 
= -2 f x dx = f 

2 
x ds 

dy 

where x
0 

= x(y, a
0

) 

a=a 
0 

ao 
= [- + 

2L 

+ 
ao 
[--

2L 

2 

X=X 
0 

3 
1 1 ao 

(---"T + ~)2]3 
4L 27L 

2 
a 3 1 1 

(~ + ~f2]3 
4L 27L 

(Notice that this is but one root of the cubic equilibrium condition. 

Other roots are complex.) 

1 

(-y / L)2 for y < 0 
XI = { } = 

- y + Jy I .!. 
( ) 2 

2L 0 for y > 0 

The integral has a singular point at y = 0. This singular point stems 

-directly from the discontinuity in the magnetization curves of an 

isolated particle oriented such that cp = 90 o when H = H A. This 

singularity will give rise to a cusp in the functional dependence of the 

second derivative oft with respect to y . 

= { 

2 
dt 
d 2 y 

0 

for y < 0 

for y > 0 
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2 X1 2 Xo 
Function behavior of -2x1 -- (• • • • •) , 2x0 --

Y y 

(-•-•-•-•- ), and their sum(---). Note that for 
2 o X 0 

y > 0>2x0 - - and the sum of the terms are coincident. 
a y 
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The functional dependences of the two terms in the expression for 
2 

d t and their sum are shown in Figure 3. 
'}'2 

When dimensional units are used, the cusp at y = 0 becomes a 

cusp in the second derivative of the magnetization curve and is located 

at H = H A. The procedure then for determining magnetic anisotropy 

constants is simply to search for the cusp in the second derivative of 

the magnetization curve. Only the reversible portion of the magneti­

zation curve need be examined. The field at which the cusp occurs 

is the negative of the anisotropy field. 
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PROPOSITION I 

PRICING OF NEW PRODUCTS 

Abstract: The economic effect of the introduction of a new 
product to the market is reviewed with emphasis on the choosing of a 
price for such a new commodity. The welfare economics of innovation 
and the distortions of the competitive system caused by the patent 
system are discussed. The simplified Lancaster model of consumer 
behavior with one-to-one correspondence between consumer activities 
is described. The Multi-Attribute Choice theory is related to the 
Lancaster formulation. A possible mechanism of introducing consumer 
uncertainty into the theory is suggested and a method of deriving clues 
to the appropriate price for a new product is derived. No general 
algorithm for pricing is presented, but the need to correctly formulate 
a price is shown. Considerable evidence is marshalled to suggest that 
prices for new products are set too high. It is proposed that an effort 
be made to formulate a method consistent with economic theory to fix 
a price for a new product. 

In this proposition , the economics of innovation are discussed 

with an eye toward pricing inventions. The reader is asked to consider 

the position of an entrepreneur (or firm) who is about to introduce a 

wholly new product onto the market. This entrepreneur is faced with 

the problem of setting a price for his new product. He is protected by 

the patent system and is, therefore, a monopolist who wants to 

maximize his revenue from the sale of his invention. The patent 

system allows the owner of an invention to create an artificial scarcity 

of the product. The owner is then free to charge "what the market will 

bear'' taking into account the price elasticity of demand and the 

marginal costs of promotion and production. Pricing considerations 

are primarily with the value of the invention to the consumer and not the 

costs to the seller. At the same time the seller must be aware of the 
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constraints placed on his price by emulation of his product and 

alternatives to it. 

The question of what exactly is a "new" product has been 

discussed. 
1

' 2 New products can be divided into three classes: 

(1) Products that are completely innovative such that no 

similar product exists on the market. 

(2) Products which are emulative; that is, they are new to the 

producer but not new to the market. 

(3) Products that are adaptive and represent modifications or 

refinements to existing products. 

This proposition is concerned with the innovative product. 

Such a product does not serve a totally new function in the society. 

Rather' it fills a gap in the range of substitutes formerly available to 

the society. 
3 

It will later be asserted that the prices of these 

substitutes will largely delineate the range of prices available for a 

new product. 

In a technological society such as ours, the introduction of a 

new product is a frequent occurrence , and the problem of estimating 

its demand and consequently its price is often faced. Firms that do 

this are fairly closed-mouthed about their pricing procedures. They 

may have no formal procedure and rely, instead, on the experience 

intuition of their personnel in setting prices for innovations. As a 

whole, the process of forecasting demand and profitable prices has 

not been terribly successful, and there is a high rate of failure among 

new products. In a study of 63 new products produced by 28 firms, 
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4 
Tull found the absolute mean error between forecasted sales and actual 

* sales to be 65%. Forecasts of sales for new products were found to 

have a systematic upward bias. That is, if F i is the forecasted sales 

per unit time of product 'i' and Ai the actual sales, then in the regression 

F . = a+ b (A.) 
1 1 

the parameter 'a' is greater than zero and 'b' > 1. 0. Perhaps even 

more surprising is that the mean telative error in sales forecasting 

is the same for innovative products as it is for emulative or adaptive 

products where there ought to be clearer pricing and sales restrictions. 

It is clear that in practice firms tend to underestimate the price 

elasticity of demand for innovative products. They tend to discount 

use by marginal users who have relatively good substitutes available. 

Consequently, they set prices too high and resist efforts to lower them. 

This was especially true in the case of penicillin, ball-point pens, and 

jet freight-transports. 5 

The adoption of a new product, particularly an emulative product, 

by consumers has been of immense interest to the advertising industry. 

Recently Bass 6 has offered a model of this process based on epidemic 

growth which seems better able to predict future sales but which is not 

particularly useful for predicting prices. 

Resistence to price change has long been recognized as a major 

source of difference between our real economy and an economy based on 

Absolute mean error =arne =(Fi- Ai)/ Ai x 100. 
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free competition. Such resistence is most unwise in the case of new 

products. There may be greater demand for, and consequently greater 

revenue from, the new product at a lower price. The entrepreneur 

must consider not only price but also price elasticity. However, even 

more fundamentally, upon introduction of a new product one can 

anticipate that monopoly profits will draw out competitive products. 

The price of the commodity will be forced to evolve by market 

pressures. 7 Clearly there is great need to predict the future demand 

of a product if this evolution is to proceed in an optimal fashion. 

An often suggested, and seldom used technique for finding a 

price for a new product is to introduce the new product in one area of 

the country and see how it sells at various prices. This merely begs 

the question discussed in this proposition. One still has no good way 

to choose a trial price. If the trial price is badly chosen the innovator 

will lose much potential revenue. If the product is destined for 

national distribution, the optimal price found in an isolated area of the 

country may be distorted relative to the optimal price in the national 

market. 

In the next section, the welfare economics of innovation is 

discussed. The central role played by a profitable innovation in this 

discussion must be considered in light of the high failure rate of new 

products on the market. The discussion is in terms of the quantities 

demanded, and prices are treated as given parameters, as is typical 

in such arguments. In real situations, the prices of new products are 
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not lmown. The whole discussion might be more useful for the purpos e 

of foreca sting demand if it were recast in terms of prices. 

Welfare Economics of Innovation 

An innovation is the product of lmowledge. And knowle dge is a 

most unusual commodity . Investment in knowledge is unlike invest­

m ent in any other commodity. Once acquired, lmowledge is never used 

up. Its optimum price is therefore zero. Consequently, there should 

be no incentive to acquire it. The patent system acts to create an 

artificial scarcity of knowledge so there can be reward for those who 

possess it, and a profit incentive to acquire it. The patent system 

then makes the economic system operate in a non-optimal way toward 

the products of knowledge . In the following, the welfare economics 

of invention and the non-optimality of the economy is reviewed 

following a treatment by Usher. 
8 

Assume that the ideas for inventions spring spontaneously into 

the heads of inventors. The research necessary to produce inventions 

consists solely of acquiring the knowledge needed to implement these 

ideas. Further assume that research is of no other use than for the 

invention it is dedicated to. Let inventors be very small factors in the 

economy and the tastes of the society . Assume that initially the soc iety 

is a one commodity world and that all prices, etc., are measured in 

units of that commodity, Q 1 • 

Invention of a new commodity, Q2 , will transform that society 

into a two-commodity world and a production possibility curve will 

appear (Figure 1) . 
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Initially the society consumed q 1 units of Q 1 per unit time. 
2 

After the appearance of Q 2 , it can consume at most q 1 units of Q 1 • 

1 2 
The difference (q1 - q 1 ) represents the cost of the research to 

produce Q2 • The concave nature of the production possibility curve 
1 2 

guarantees that q1 - q1 > 0. The society can also trade off units 

of Q 1 for units of Q 2 • If the society locates itself at Lon the production 
3 3 

possibility curve it will consume the commodity bundle (q1 , q2 ) • 

2 3 
The difference (q 1 - q1 ) is the direct alternative cost of production of 

3 
q2 units of Q2 • 

The inventor is granted the right to be a monopolist and restrict 

the available quantity of Q 2 • He will choose to produce a quantity (or 

equivalently charge a price) of Q2 which will maximize the difference 

between the marginal rate of transformation between Q 1 and Q2 , which 

is the price he pays the factors of production, and the marginal rate of 

substitution in use of Q1 and Q2 , which is the price the consumer pays . 

This difference is the inventor's revenue . 

Let C 1 in Figure 2 be the indifference curve for the socie ty. 
6 

It intersects the Q 1 axis at q 1 • The inventor chooses an output of 
4 

q2 of Q2 . He pays for this output at the marginal rate of transformation 
3 

between Q1 and Q2 indicated by line Lq1 tangent to the production 
4 3 4 

possibility curve at q2 • His total cost is (q1 - q1 ) • The convexity 
6 3 4 

of C 1 insures that q 1 > q 1 • The inventor sells qz units. of Q 2 at the 

highest price the society is willing to pay. This is the marginal rate 
3 

of substitution in use of Q 1 and Q2 indicated by the line q1 M tangent to 
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3 --------------ql 

Figure 1 
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4 
ql ··---------

Figure 2 

4 
C 1 at M and the intersection of C 1 with line L q 2 • The inventor will 

try to maximize the difference L-M. The criterion for rational 

invention--a profitable invention--is then 

(L- M) > 

That is, the inventor must realize more revenue from the invention 

than it costs to acquire the knowledge to implement the invention. It 

should be noted at this point that in the highly simplified economy used 

in this discussion that interest rates, etc., are ignored. There are no 

opportunity costs associated with diverting money to research save the 

loss of this money from the production of Q1 • 
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P' 

P' 

Figure 3 
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Several pr.opositions concerning social welfare of invention can 

now be demonstrated. 

(1) Any profitable invention confers~ net benefit on the whole 
6 

community. Since C 1 cuts the Q1 axis at q 1 , then the 
6 5 

commodity bundle (q1 , o) is indifferent to the point (q1 , 

'1 6 2 
q2 ) • The society is better off by (q1 - q 1 ) units after 

invention. The shapes of the production possibility curves 

and the indifference curve insure that for a profitable 

invention this quantity is always positive. 

(2) The patent system introduces monopolistic elements into 

the economy so that there is underproduction of the new 

product and the equilibrium position is NOT ~Par en to 

OEtimum. As is shown in Figure 3, it is possible to make 

the society better off and the inventor no worse off. The 

curve P 'P ' is the production possibility curve less the 
4 

revenue the inventor de rives at an output q 2 • This curve 

necessarily has the same slope as the production possibility 

curve PP above it. At any point on this curve the inventor 

is as well off as he would be under the patent system. The 

indifference curve C 1 cuts this lower curve at M. There 

must be a higher indifference curve C 2 which is tangent to 

P'P' at R. This higher indifference curve cuts the Q 1 

7 7 6 
axis at q 1 • The difference (q1 - q 1 ) represents the social 

welfare loss under the patent system. 
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(3) Some inventions may result in a net~ for the community, 

but be unprofitable for an inventor __!Q undertake under the 

patent system. An invention is valuable to an inventor only 

if 
1 2 

(L - M) > (ql - ql ) 

Let C 3 in Figure 4 be the community indifference· curve 

which leaves the community just as well off after invention 
2 2 

as beforP. The curve q 1 q 2 is the production possibility 

curve. The community will gain by undertaking an invention 
1 3 

if R - S 2:: q 1 - q 1 • However, if 

1 2 
(R - S) 2':: (q1 - q 1 ) > (L - M) 

they will have to pay the inventor to do the research to 

devise the new product since he will be unwilling to do it 

on his own. 

(4) The patent .system causes under-investment in productivity. 

There may be several ways to produce a given product 

which results in several alternative production possibility 

curves as shown in Figure 5. Greater productivity can be 

had at greater research cost. Curve 'e' represents a 

production possibility curve of greatest productivity and 

greatest research cost. Curve 'a' is cheaply reached but 

is lowest in productivity. Choice among the curves will 

depend on the society. If the marginal utility of Q2 
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Figure 4 

Figure 5 
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dimishes rapidly a curve of low productivity and low cost 

will be chosen. If large amounts of Q2 are useable by the 

society, the greater productivity curves would be more 

desirable. 

Once a curve is chosen, say b, society will locate itself 

at Lb. From proposition 2 it is lmown that ~ is inferior 

to some point Rb (also on b) with respect to the welfare of 

the society. But Rb is outside the envelope curve and is 

therefore inferior to some point S on a curve of greater 

productivity since this point will involve consumption of 

more Q1 and Q 2 than R. Society would be better off by 

investing in a curve of greater productivity. 

Usher does not analyze the effects of competition in research 

in detail, though he certainly realizes there are real, important 

effects. The tremendous gains yielded by monopoly profits by some 

inventions will draw many innovators into research. However, the 

patent system allows monopoly only for the first successful inventor. 

The competition will reduce the expected value of research seen by 

each inventor because it is possible that another inventor could acquire 

the knowledge to implement the invention first. The criterion for 

profitable invention 

(L- M) 

is overly simplified, since a factor dealing with uncertainty is not 

included. 
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Usher's model assumes, as is typical of such arguments, 

perfect foresi ght on the part of all parties to the economy. His 

analysis can not then be used to treat the question of pricing or the 

demand for a new commodity. The empirical study by Tull suggests 

that risk and uncertainty in new product introduction is centrally 

important. This factor and the importance of competition in research 

may make the competitive solution under the patent system more 

nearly an optimum. 

In spite of the simplifying assumptions required by the model, 

the r esults of proposition 2 fit well with with experimental data from 

the market. Proposition 2 indicates that the inventor chooses to 

overly restrict output and charge too high a price for his innovation. 

The upward bias of demand forecasts made by inventors mentioned 

above is not identical to this proposition but in an intuative way it is 

in keeping with this result. The importance of proposition 2, 

cannot be underestimated. It will color any results concerning pricing 

that are later derived. Also, the importance of competition in research 

needs more careful investigation. This analysis suggests that efforts 

by the federal government to promote cooperation in research and efforts 

by the courts to further competition in the market place rather than 

in the research lab are miss-directed . 

In the following pages three pathways by which the problem of 

pricing new products are discussed. All rely on the idea of product 

characteristics (vide infra) . 
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Lancaster Formulation of Consumer Behavior 

The classical theory of consumer behavior based on commodites 

and their prices is ill-equipped to handle a "new" commodity. The 

appearance of an innovation requires the expansion of the commodity 

space from n dimensions ton+ 1 dimensions. Even a complete map 

of consumer preferences for n goods will generally give no information 

concernin g the ranking of n + 1 goods. The effect of the introduction 

of a new product will be difficult to predict from this theory. For a 

new product there hasn't been time for consumer attitudes to evolve, 

and such an evolution has been postulated to be a necessary aspect of 

classical consumer theory. 9 

Simply examining the response to consumers to advertizing 

or education concerning a product is one way of evaluating market 
10 11 response to such a new product. ' Such an approach has all the 

values of empirical studies. That is, it gives hard data concerning 

specific examples. But it lacks all the features of a theoretical 

model--one cannot assess the optimality of the solution found by the 

market. 

Haines
12 

has attempted to use Markov chains and game-like 

approaches to determine market response to new products. Haines 

himself admits that assessing the maximizing nature of optimality of 

his model is not readily done. 

Lancaster13 has recast consumer behavior theory by postulating 

that a consumer derives utility not from a commodity, but rather, 

from the characteristics or attributes of that commodity. This model 
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is reviewed below to the extent that it applies to new products. The 

theory is remarkably advantageous for handling innovations. As was 

stated before, no invention fulfills a completely new function. An 

invention mere ly has characteristics in a different mix from its 

substitutes. If the consumer preference map is formulated in terms 

of characteristics, the introduction of a new product requires no 

changes in the dimension of this map. A new product which is 

profitable allows the consumer to acquire his old characteristics 

bundle more efficiently. 

In the discussion below, the simplified Lancaster model is 

outlined. It is assumed that there is a one-to-one correspondence 

between individual consumption activities and available commodities. 

This assumption is fairly stringent. In general, the relationship 

between consumption activities (X1 • •••• ~) and the commodities is 

fairly complex and is expressed by the matrix equation 

X = By 

However, for the purposes of this discussion the possibility of 

composite goods is disregarded, and B is assumed to be diagonal. 

In the Lancaster model, there are n goods, (y1 ..... yn), each 

good possessing one or more of m characteristics (z1 ..... zm). The 

relationship between the goods and their characteristics can be quite 

complex. Two commodities in conjunction may have characteristics 

that neither good possesses alone. The relationship between the two 

sets is given by the matrix equation 
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Z = Ay 

The elements of A are assumed to be constant and objectively 

defined. Plott
14 

has expressed concern that the elements of A may be 

indeterminant. However, for technical products which are devoid of 

consumer-oriented frills, the elements of A could be easily estimated. 

It is assumed that there are no negative characteristics or goods 

Z,y ~ 0 

The model postulates that the consumer derives utility from the 

characteristics of goods rather than from the goods themselves. The 

consumer utility function is defined over characteristics space. The 

consumption problem then becomes: 

Maximize U(z) subject to i ~ 
1 

piy i < I (budget constraint) 

z = Ay (model constraint), and 

z, y ~ 0 (non-negativity constraint) 

The observational features of the model are the quantities of goods 

demanded and their prices. The budget contrainst is defined over the 

observed goods space. Transformation of this convex constraint into 

characteristics space leaves it convex because matrix A is constant 

and the relationship between goods and characteristics is linear . 

In general, the number of goods does not equal the number of 

characteristics. There are three possible cases: 
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(i) m = n A is a square matrix. This is the easiest 

system to handle mathematically. If A is a permutation 

of a diagonal matrix, the Lancaster model is equivalent 

to the commodity-oriented consumer theory, and 

corresponds to a very primative market. 

(ii) m > n The number of characteristics exceeds the 

number of goods. This problem lacks the necessary 

observable data for solution of the problem of deriving 

information about characteristics. 

(iii) m < n The number of goods exceeds the number of 

characteristics. This is probably a good description of 

a complex economic entity such as the United States. 

This is the problem concentrated on in this discussion. 

When m < n, a consumer can reach every point in his characteristics 

space by several commodity vectors. The choice among these vectors 

is made based on the efficiency criterion of cost minimization . The 

efficiency problem is then : 
n 

Minimize ~ P·Y · 
i = 1 1 1 

subject to Ay = z* 

This is a linear program which will have a solution y* for some z* 

and I*. Once a solution is obtained, a scalar multiple will fit the 

solution to any level of income I and characteristics vector (I/ I*)z* . 

By varying z* keepin g the budget constraint py = I fixed a convex 

characteristic frontier is mapped out. The frontier expands 



342 

isostructurally with income if prices are constant. The consumer's 

choice activity then takes two aspects. There is an objective 

efficiency choice followed by a private subjective choice among the 

characteristics bundles. 

To demonstrate the treatment this model affords to new 

commodities, consider a two characteristic world with three "old" 

goods. Figure 6 shows the initial situation. 

Ys 

Figure 6 

The curve ABC is the characteristic frontier. Some consumers will 

purchase combinations of y 1 and y2 , and some combinations of y2 and y3 • 

A new good, which is innovative, is a product with a different 

mix of characteristics than previously available goods. If the 

characteristics in a new good were present in the same proportion as 

an old good, it would fail to sell if its price were too high. It would 

completely replace the old good if its price were lower. When the 

characteristics are different, the effect of the good on the economy 

will again be determined by price. This is demonstrated in Figure 7. 
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4 (new product) 

Ya 

Figure 7 

Figure 7 

If the price of the new product (y 4) places it at D, consumers who 

purchase combinations of y 1 and y 2 will be indifferent to its introduction. 

Some may change their habits and purchase combinations of y 1 and y 4 , 

or y 2 and y 4 • If price is reduced to D', a new frontier will be available. 

Combinations of y 1 and y 4 or y 2 and y 4 will replace combinations of y 1 

and y 2 • The new product will not dominate either y 1 or y 2 since these 

goods will still be purchased. At a still lower price D", combinations 

of y 4 and y 3 will dominate y 2 and no more y 2 will be purchased. At 

D'" combinations of y 4 and y 3 will still dominate y 2 • The corner 
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solution y 4 will dominate all combinations of goods y 1 and y 4 since 

AD"' has positive slope. At D"', y4 will replace both Y1 and Y2· 

At this point, this innovation will have completely replaced its close 

substitutes. The Lancaster model clearly shows how prices of 

competitive goods will affect the choice of a price for the innovative 

product. Choosing among the prices (D, D', D", D" ') will, of 

course, require a great deal of information. The model certainly 

indicates the hazard of setting the price to be greater than D. 

The Lancaster model still requires a considerable amount of 

foresight on the part of the owner of an invention. Uncertainty and 

risk are still ignored. Uncertainty can be explicitly incorporated 

into the model by modifying an empirical model used by advertizers 

to correlate market data. The need for evolution of consumer 

attitudes toward a new product is not explicitly considered in the 

model. This evolution has been an area of some research. 15- 17 

The Multi Attribute Choice Theory is a linear model which has 

been amazingly successful at predicting consumer choice among 

brands and their reactions to new brands. (A new brand may be · thought 

of as an emulative innovation.) The theory has been much reviewed~ 5-
17 

In this model, an "attitude score" (Ajk) toward a brand by a 

consumer is formulated as 

B . . k lJ 
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i = at tribute or chara~teristic of products 

j = brand 

k = consumer 

Iik = the importance consumer K attaches to characteristic i 

Bijk = consumer K's belief as to the extent to which 

characteristic i is offered by brand j. 

The model is based on product characteristics much as is 

the Lancaster formulation of consumer theory. It seems but a simple 

step to modify the model to apply to innovative new products. To make 

it conceptually fit consumer theory, it is necessary to redefine parts 

of the model. 

Let utility be defined by 

Uk = utility of consumer K 

n 

~ 
j = l 

P .. k 
1) 

Iik = importance that consumer K attaches to characteristic i 

Pijk = distribution of characte r istic i delive r ed by commodity j. 

P .. k can be further refined by making an assumption concerning lJ 
its form. Since negative quantitie s of a characteristic are not allowed 

in the Lancaster formulation, a likely form might b e the log-normal 

distribution 

pijk = 
1 

log a .. FZii 
1] 

0 log z. - log z . . 
exp { _ ~ ( 1 1) ) } 

log a .. 
lJ 
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Where a .. and z .. 0 are parameters associated with the particular 
1] 1] 

commodity. Because the probabilities are dependent on both 

characteristics and the commodities through the parameters, they will 

take into account consumer attitudes toward "new" products. 

It is important to note that these probabilities are those seen 

by the consumer and are not objectively found. In dealing with 

consumer theory of the Lancaster form, it is imperative that objective 

evaluations of characteristics in commodities be confined in the matrix 

A and subjective evaluation be confined to the utility function. 

Once models have been formed, the question arises about what 

to do with them. One would like to have prices that could be attached 

to the characteristics. The price of an innovative product could then 

easily be found as: 

n 

P new = 2: 
i = i 

P. Z. 
1 1, new 

where Pi = characteristic price per unit characteristic 

p . = commodity price 
J 

z., new = units of characteristic i per unit of new commodity 
1 

This formula will hold identically. Should it ever not hold, one would 

simply "invent" a new characteristic to attribute to the commodity. 

Unfortunately, resolution of chracteristic prices is not a 

particularly easy problem. An alternate procedure is to examine the 

change in demand of existing products with changes in the amount of 
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~necnaracteristics-m---ttm-commodity 

dy. 
J 

= 

n 

L: 
i = i 

a Y· 
( J ) a a .. 

lJ 

Otani and Plott have taken this course~8 

da .. 
lJ 

Let y j = y j (P 1 • •• • P n, I, { aij} mj) be the consumer demand 

function for product j. The set (a .. .... . . a .) are parameters which lJ m) 

describe the ~.mounts of the characteristics in j. Initially these 

parameters are held constant. The utility function is then derived so 

that the functional form of the demand function in terms of these 

parameters can be found. This is done by solving the problem 

maximize 

subject to ~ 
j = i 

Z = AY 

P.Y. = I 
J ] 

budget constraint 

Lancaster model constraint 

In this treatment A is assumed to be square which differs from the 

assumption in the discussion of the Lancaster model above. When the 

number of commodities exceeds the number of characteristics, the 

analysis is done with a square submatrix of A. The authors do not try 

to treat the case of the number of characteristics exceeding the 

number of commodities. 

Using the Lagrangian treatment, the first order conditions for 

a maximum are: 
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(1) a L u. + p . 0 crz. = = 1 1 
1 

a L 
n 

(2) cry. = 2P. + )' pi ij ] . .. 1 1 
1 1 = 

L = U ( z) + A ( I: p . y . - I) + . ] ] 
] 

i = 1(1)n 

= 0 K = 1 (1)n 

n n 

I: pi ( I: 
i = 1 j = 1 

. . y. - Z.) 
1] ] 1 

where A and {p 1 •••• pn} are Lagrangian multipliers. 

From (1) one derives 

u. p. 
1 1 i 1(1)n-1 
~ 

= = 
Pn 

From (2) 

pl all . . . .am p l 

-A = 

Pn anl . . ann Pn 

pl ell Cm pl 

= 

where Cij is the cofactor of ji in A and jA I is the de te rminant of A . 



Then 
P. 

1 

pn 
= 

n 

j = 1 

c .. P. 
1] J 

~ Cn.P. 
J J 

j = 1 
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= 
Pn - 1 

· . . . ) i = 1 (1 )n 
Pn 

The demand functions are by hypothesis homogeneous of degree zero 

in prices 

P1 Pn - 1 I 
y i = y]. ( p- ' . . . . p ' 1 ' - ) 

n · n Pn 
j = l(l)n 

These functions can be inverted to give 

Since 

Then 

P. 
1 

pn 

u. 
1 

~ 

P. . 
~ = g1 (y 1' ••• Yn) 
rn 

i = 1(l)n-1 

-1 
y =A X 

n n 
i 1 

~ Cn .Z. 
1 ~ C .Z.) = g (fAT . . . - = 

] ] 
lA I n) ) 

j = 1 j = 1 

= Fi (G\Z 1 •••• Zn) .... Gn-
1

(Z 1 •••• Zn)) 

i = 1(1)n-1 

If this function satisfies the integrability condition 

aFj k a Fj aFk j a Fk 
~ - F ~ = ~ - F azm 
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the utility function which yields the observed prices and demands can 

be derived. The first order conditions for a maximum and the 

constraints can be directly differentiated to yield 

This result would be most useful in cases where the new product had 

fairly close substitutes. It yields clues to consumer demand which 

would not be available from commodity-oriented consumer theory. 

Specific account of consumer attitude to new products could be taken 

by constraining the utility function to be of the Multi Attribute Choice 

form. Perhaps more useful results could be obtained by considering 

the seller's objective of maximizing revenue. The result one would 

really like to see is still prices for characteristics of existing products 

which could then be used to set the price of the new commodity. If the 

maximizing revenue approach is used, the result will not represent 

a social optimum as was pointed out before. Such an approach will still 

ignore consumer uncertainty which is obviously an essential aspect 

in assessing demand for a new product. 
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PROPOSITION II 

THE STRUCTURE OF ZEOLITE PAULINGITE 

Abstract: It is proposed that a detailed structure refinement 
of Paulingite and its modifications be done to resolve the locations of 
all cations and protonated sp_ec ies. Further experiments are proposed 
to elucidate other features of this zeolite structure. 

Zeolites are, without a doubt, the most outstanding discovery 

in catalytic chemistry of the last half century. Consideration of 

their catalytic activity relative to previously used systems, tonnage of 

catalyst used, and economic impact shows that zeolites are without 

peer as catalysts. 
1 

Catalytic activity represents only one area in 

which the potential utility of zeolites has been developed. Application 

of zeolites to processes of purification, separation and effuent 

scrubbing is still in its infancy. 2 As might be expected in light of 

their tremendous commercial value, zeolites have been the focal 

point of a major scientific effort which has proceeded along these four 

basic lines: 

(a) structure of zeolites 

(b) synthesis of zeolites 

(c) catalytic activity of zeolites 

(d) absorption and ion exchange capacity of zeolites. 
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In each of these research categories there has been a continuing need 

for more detailed structural information. 3 Progress in the structure 

de term illation of zeolites has been retarded by the polycrystalline and 

amorphous nature of most natural zeolites. The use of bulk techniques 

a nd X-ray powder diffraction methods for the study of zeolites have 

often been c ritic ized. 2' 3 ' 99 These techniques are often subject to 

erroneus interpretation. 3 ' 98 , 99 The advent of synthetic processes 

which allow the preparation of zeolite crystals of up to 100 microns in 

siz e has somewhat relieved this situation. 2 Many single- crystal 

X-ray structure determinations have appeared in recent years. There 

are now some 43 zeolite frameworks whose structures are known to 

vary degrees of refinement and confidence. 99 However, the small size 

of the target crystals used in these studies has prevented refinement 

of the data to a sufficient level of detail to facilitate correlations between 

bulk properties and zeolite structure . Further, insufficient attention 

has been paid during the course of these structure determinations to 

the pretreatment and environment of the zeolite . Many of the studies 

have been made on poorly described and characterized zeolit~s. 3 The 

lack of detailed structural information has been a great handicap to the 

interpretation of spectroscopic and physical chemical data. 

There are now available single crystals many tenths of 

millimeters in size of the natural zeolite, Paulingite. 4 ' 105 Discovery 

of these crystals makes it possible to prqlOSe an X-ray structure 
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determination of Paulingite of detail comparable to that commonly 

available for simple inorganic and organic compounds. To take 

proper advantage of these large crystals, considerably more than 

a single structure determination is proposed. 

This proposal is divided into three parts. In the first, the 

proposed X-ray experiments are described, and the techniques which 

will be necessary for refining the X-ray data are discussed. The 

second part reviews the structural features of zeolites that deserve 

the greatest attention . A structure determination of this complexity 

and significance cannot be done in isolation as demonstration of the 

crystallographer's skill. This section is offered as an outline of how 

the results of the proposed X-ray experiments might relate to the vast 

body of experimental data dealing with zeolites. The body of literature 

pe rtinent to this discussion is indeed large. Over 1100 patents and 

publications dealing with zeolites appeared in 1972 alone. 100 It was, 

of course, not possible to review the entirety of zeolite literature. 

Some attempt was made to be thorough for the years 1966-1972. The 

third section of the proposal describes some non-crystallographic 

experiments which, when related to the structural information provided 

by the experiments of the first section, would furthe r probe the 

structure of the zeolite. 

Paulingite crystallizes in a cubic structure (a = 35. lA) of 

probable space group Im3m (On 
9

) 
4 which is the largest known unit 

cell of any inorganic compound. The empirical formula is K68 Ca36 
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Figure 1. Stereoscopic projection of Paulingite framework 

viewed along [ 100] from reference 112. 
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Figure 2. Representations of the structural units of the 

Paulingite framework. (a) An idealized truncated 

cubo-octahedron; (b) a cage; (c) y or B cage; 

(d) y cage with appendeges which when connected to 

o or C cage and toroidal channel of (e) and (a) 

form a representation of the Paulingite framework 

(f). Notice that certain of the appendeges have been 

removed in (f) to clarify the relationship between the 

cages. 
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Na13Ba1 • 5 (Si02) 5 2 0 (Al0z) 15 2· 705 H20. An initial structure deter­

mination located all but 30 cations and 250 water molecules, and 

established the framework structure of the zeolite. 12 Figure 1 shows 

a stereoscopic projection of this framework. Figure 2 displays the 

important secondary building units of the Paulingite framework. The 

framework is formed by three supercages--a(26-hedron or truncated 

cuba-octahedron), y (18-hedron) and o (10-hedron). There are three 

channels of minimum free aperature 3. 9A in the hydrated form. 

The void fraction (0. 48) is quite large and is typical of many catalyti­

cally active zeolites. 
12 

Paulingite belongs to a general structural class of zeolites 

which includes some of the most common as well as quite rare 

zeolites: 

(1) Analchime 

(2) Phillipsite 

(3) U ga waralite 

(4) Gismondine 

(5) Hamotome 

(6) Kehoeite 

(7) Laumontite 

(8) Viseite 

(9) Synthetic Gismondine 

(10) Wairakite 

(11) ZK-19 
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Further, the secondary building units in Paulingite are found in many 

commercially important zeolites. The a cage is found in zeolites 

ZK-5 and Linde A. Similar, though not identical cages, are found 

in the faugasites. The 18-hedron also occurs in ZK-5 and z eolite 

n. 2 These similarities of structure in Paulingite and other zeolites 

add tremendously to the significance of the study proposed below. 

(I) X-Ray Experiments 

The following structural determinations of Paulingite and 

its modifications are proposed: 

(A) The structure of Paulingite should be refined to a level 

that would locate all cations and protonated species. The coordination 

spheres of the cations within the zeolite framework are of particular 

interest. 

Modern techniques of X-ray crystallography make it 

possible to obtain a structure of this refinement on a suitable crystal. 

The deter mination will be done with MoKa radiation monochromatized 

with graphite filters. 
101 

Forty-thousand independent reflections will 

be required to sufficiently "overdetermine" the structure. Approxi­

mately 100 days of diffractometer time would be required to collect 

this amount of data. Absorption effects are relieved when spherical 

crystals are used. 

From an X-ray structural viewpoint zeolite crystals are 

quite pathalogical. Refinement of the data will be impeded by: 

(1) Pseudosymmetry 

(2) Twinning 
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(3) Positional disorder 

(4) Thermal motion of some atoms 

Major advances in crystallography allow each of these 

impediments to be resolved. The treatment of pseudosymmetry has 

been discussed by several authors. 
5

' 6 Meier and coworkers103 

have developed effective techniques for surmounting twinning in zeolite 

crystals. Positional disorder and thermal motion of atoms in 

zeolites and procedures for treating these difficulties have been 

described. 7- 10 Thermal motion and disorder of the liquid-like zeolitic 

water (vida infra) has been successfully treated in the case of 

synthetic faujasites. 11 - 13 Statistical tests for the evaluation of model 

structures of zeolites and the applicability of refinement techniques 

are well lmown . 102 

Acquisition of the X-ray data from crystals cooled to liquid 

nitrogen or even liquid helium temperatures may tremendously aid 

in the refinement of the structure. Some caution is i.ncumbant on the 

use of this technique. Bulk studies of the conductivity of zeolites 

have intimated that interactions between the cations and the zeolite 

59 framework vary abruptly at low temperature . Certainly, in view 

of the extensive hydrogen bonding that must occur within a zeolite, one 

would anticipate second order phase transitions when zeolites are 

cooled. 

Once this first structural determination is completed, 

subsequent determinations of modified Paulingite can be done by 

difference techniques. 
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(B) Surface and zeolite water will be removed from the 

zeolite by thermal means or by prolonged evacuation. The structure 

will then be redetermined. Thermal pretreatment is especially 

attractive, since most catalytic applications of zeolites involve high 

temperatures, and zeolites are often activated thermally. The 

thermal stability of zeolites increases with the silicon-aluminum ratio. 

In Paulingite this ratio is quite high (S/ Al = 3. 4) which suggests that 

the zeolite framework would easily withstand the thermal pretreatment. 

Structural determinations of Paulingite or its modifica­

tions maintained elevated temperatures would be of immense interest. 

Unfortunately thermal motions would, in all probability, preclude 

intensive data refinement. 

(C) As will be demonstrated below, cation valence, 

concentration, and location are of central importance in the structure 

of zeolites. The structural role of divalent cations have proven to be 

particularly enigmatic. It is further proposed that Paulingite be 
2+ 

treated with divalent cations-- in particular Ca --and the structure 

determinations of (A) and (B) be repeated . The relatively mild 

conditions necessary for the ion exchange of zeolites and the large 

pore size of Paulingite suggest that an exchanged product can be easily 

obtained. Ion microprobe analysis will be used to determine the extent 

of exchange. Alternatively, Weissenburg photos can be used to 

monitor the zeolite. When reflection intensities cease to change, it 

can be assumed an equilibrium product is in hand. 
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(D) Differences in cation location with changin g valence 

are also important factors in the application of zeolites . Trivalent 

cation exchanged zeolites are currently the most popular catalyst in 

pe troleum c racking. Paulingite crystal can be exchanged with La(III) 

ion and the structural determinations of (A) and (B) repeated. It may 

be nec essary to use virgin crystals for this exchange treatment-­

considerably complicating data collection. 

(E) The use of metal loaded zeolites as catalysts is 

becoming increasingly common. The need for detailed structural 

information concerning these metal loaded zeolites is similarly 

becoming increasingly clear. It is proposed that a crystal of Paulingite 

be exchanged with a reducible metal ion. From an applications point 

of view, the ions Ni(II), Cu(II), Co(II), Pt(II), or Pd(II) are of greatest 

interest . From a chemical and crystallographic standpoint, the Pt(II) 

ion is easiest to handle . The exact choice of ion will be dictated by 

the experiments discussed in the third part of this proposition. Pt(II) 

exchange will be assumed in this proposition. Once exchange ha s 

occurred, structural determinations of (A) and (B) will be repeated. 

Exchange of Pt(II) into a zeolite is a fairly tricky opera tion 

shrouded in priority considerations. Commercia l platinum compounds 

are often quite acidic and accelerate the hydrolysis of the zeolite. 

Greatest success has been had by use of freshly prepared tetra­

ammine platinate(II) ion. 106' 111 , 112 Ammonia coordinated ions 

are, alas, not particularly satisfactory. Ammonia and nitrogen 
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containing bases are lmown to poison the catalytic sites of some 

zeolites 39 and may introduce structural c·hanges entirely indepenent 

of the metal ion. 

It is unfortunate that the rate of ion exchange cannot be 

predicted in advance. Following an exchange reaction crystallo­

graphically would yield considerable data concerning ion site 

preferences and the alteration of those preferences with concentrations. 

Such studies may best be done spectroscopically (vide infra). 

Once the structure of the ion-loaded zeolite is lmown, the 

ion will be reduced to the metal. In the case of Pt(II) and Pd(II), only 

'ld d·t· 106 F th . tal t m1 con 1 wns are necessary. or ese 1ons, me a om 

migration and agglomeration ought to be minimal. The harsher 

conditions necessary to reduce transition metal ions will be necessarily 

lead to complications. 

(II) Structural Impact of Cations and Protonated Species on the 

Behavior of Zeolites 

The following discussion serves to further justify this 

detailed investigation of a zeolite, to illustrate the structural problems 

that a structural refinement may bear on, and to present data which 

must be considered in the analysis of the results of the proposed 

experiments . 

The focal point of interest in zeolites has been their catalytic 

activity. The non-empirical research in zeolite catalysis has been 

devoted to: 
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(1) identification and optimization of the source of catalytic 

activity, 

(2) description and optimization of the absorption capacity 

of zeolites , 

(3) improvement of the thermal stability of zeolites. 

The vast body of physical and spectroscopic studies on bulk zeolites, 

as well as the available structural information, indicates that the 

cations and the protonated species within the zeolite framework are 

f t 1 . ta . h f th t . 2' 3 108 110 o cen ra 1mpor nee m eac o ese ca egor1es . ' ' 

The protonated species with a zeolite are present as water and 

hydroxide . Water is present as a variety of structural entities: 

(a) absorbed water. This type of water is of litte importance 

and is usually completely removed at temperatures above 60 oc. 111 

(b) zeolitic water. Water is readily absorbed into the channels 

and pores of the zeolite framework. It can be removed without 

structural damage to the framework. Thermal loss of z eolitic water 
111 113 usually occurs quite sharply between 100 and 120 °C. ' Nmr 

results indicate that the density of zeolitic water is about that of 

ordinary water, but that its viscosity is some 20 to 30 times 

greater . 58 These thermal and spectroscopic results indicate that 

bonding interactions involving zeolitic water are present though not 

strong. Recent evidence has shown that zeolitic water is sufficiently 

ordered to be susceptible to X-ray structural determination. 11 - 13 
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(c) constitutional water bound to framework. Constitutional 

water is bound very tightly to the silica-alumina ze olite framework 

and can be removed only by extensive thermal treatment. This 

water is well-ordered. 74 

(d) constitutional water coordinating cations. The 

coordination sphere of cations within the zeolite framework without 

a doubt must include water. This aspect of the structure of zeolites 

has been significantly neglected in the past. Yet, as described below, 

cation-water interactions may have profound influence on catalytic 

activity of zeolites. 

A wide variety of studies have intimated that the catalytic 

activity of zeolites is distinctly dependent on tightly bound water 

present, presumably, at the active site. 29- 33 The effect of water in 

zeolite catalysis of reactions involving carbonium ions such as 

k. 45 kl lat ' 46 . . t • 47 d d' t• t' 48 crac 1ng, a y wn , 1somer1Za 10n, an 1spropor 1ona 1on 

has been emphasized in the literature. However, in some reaction 

water has been found to both inhibit catalytic activity .136 water is 

known to promote the activity of decationized zeolites and zeolites 

ta. . 1 t t • 110,115 con mmg monova en ca 1ons. 

Water dramatically affects the thermal stability of zeolites~ 9- 28 

Removal of all constitutional water often initiates collapse of the 

zeolite framework. 111 ' 114 The preparation of "ultrastable faujasites" 

requires treatment of the zeolite with water at 700-800 °C. 15- 17 On 

the other hand, zeolite Y was found to be stable to temperatures above 

500 °C, yet no water could be detected in the zeolite above 150 oc ~4- 16 
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Several natural zeolites are structurally stable well beyond the 

temperature of complete dehydration. 129 The structural role of 

water is clearly complex. Bulk studies have only illustrated 

paradoxes. Only detailed structural analysis can hope to resolve 

the discrepancies in the reported behavior of zeolites. 

As in the case of water, many structural types of hydroxide 

have been identified in zeolites, principally by infrared spectro­

scopy. Some hydroxide types are peculiar to a specific zeolite. 

Those common to nearly all zeolites are: 

(a) terminal or silica residue hydroxides which absorb at 
-1 . . 5 84 96 

3745 em m the mfrared, ' ' 

(b) bridging hydroxides which absorb at 3642-3630 em-\ 65 

. • _l 32 51 52 65 
(c) framework hydrox1des absorbmg at 3540 em , ' ' ' 

(d) and hydroxides coordinated to cations which absorb at 

variable frequencies between 3500 and 3600 em -l. 
65 

The hydroxide groups, known in the jargon of zeolite chemistry 

as Bronsted acid sites, were the first identified sources of catalytic 

activity. 34 , 168 The great number of these sites was assumed to be 

the source of the enhanced catalytic activity of zeolites relative to 

conventional silica-alumina catalysts. 3 Certainly when Bronsted 

acid sites are absent there is no catalytic activity. 57 The considerable 

body of literature surrounding the carboniogenic activity of the 

hydroxides seems to be associated primarily with those hydroxide 
. -1 . . 3 45 116-118 groups absorbmg at 3630-3652 em m the mfrared. ' ' 
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Terminal hydroxides and hydroxides coordinated to cations appear 
. . 14 109 131 

to be catalytically passlVe. ' ' 

Lewis acid sites have also been identified as active sites .51 ' 52 

The proportion of Lewis and Brons ted sites critically affects catalytic 

activity. Maximum activity occurs when there are approximately 

equal numbers of these sites. lB, 19 This proportion is directly 
. 41-45 affected by the thermal pretreatment of the zeohte, as well as 

. 36 66 the number and type of cahons present. ' 

It must be pointed out that the acid sites may be symptomatic 

of the enhanced activity of zeolites relative to silica-alumina, and not 

its source. Enhanced activity may be due to (a) enhanced electrostatic 

fields present at the active site, (b) greater absorption capacity of 

zeolites, (c) longer retention time of reactants at the active site, 

(d) superior geometry of the active site as well as the higher acidity 

of the zeolite. Structural analysis of the proposed resolution will 

definitely aid in determing which of these effects is predominant. 

The number, type, and proportion of acid sites and consequently 

catalytic activity are affected by the cations present within the zeolite 

framework. Some attempts to explain the variation in acidity have 

focused on ionizations of the type: 
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But, since the hydroxide groups coordinated to cations are generally 

viewed as inert, such arguments seem incomplete. Nevertheless, it 

is obvious that the structural role of protonated species cannot be 

isolated from the cations. 

Cations within the zeolie framework may be expected to: 

(a) alter the geometry of the active site of the zeolite, 

(b) alter the absorption and diffusion capacities of the 

zeolite, 

(c) alter the electrostatic fields present within the zeolites, 

(d) as well as alter the acidity of the zeolite. 

Attempts to examine these effects and their impact on the catalytic 

activity of the zeolite have, in the main, relied heavily on bulk studies. 

The general course of these investigations has been to exchange a 

zeolite with particular cations and then examine its activity. These 

studies usually involve a minimum of characterization of control of 

the ion exchange. Even stoichiometry is often unmonitored! A 

sampling of the results of such investigations is offered in Table 1. 

In light of the numerous alterations that ion exchange might provoke, 

it is not surprising to find that the rationalizations of the orderings 

of catalytic activity presented in Table 1 are indeed complex.
49

' 74, 82- 91 

Effects as diverse as atomic radius, 94 electrostatic potential, ionic 

strength, 36, 37 electronegativity and ammine complex formation 

constants 69 have been invoked in these rationalizations. This diversity 

is directly attributable to the lack of detailed structural data concerning 

the cations. The need for this detailed information is emphasized by 
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recent results that indicate that cations adjacent to the active site 

as well as those within the active site influence catalytic activity. 83 

Cations affect not only catalytic activity, but also nearly every 

other physical property of the zeolite. 136 Absorption capacities are 

definitely sensitive to cations . 94 ' 97 ' 156 This effect has been 

1 t d 'th t · . ha d 1 . t· 70 71 97 H t corre a e w1 ca 10n s1ze, c rge, an po ar1za 1on . ' ' ea s 

of absorption of water by exchanged zeolite X have been shown to 

follow the ordering: 

LiX > NaX > KX > RbX > CsX > MgX > CaX > SrX > 

BaX (71' 92) 

Similarly, cation size affects the diffusion167 and chromatographic 

t . f l't 70 93 94 proper 1es o a zeo 1 e . ' ' 

The impact of cations on the thermal stability of zeolites is 

second only to catalytic affects in commercial importance . 146, 147' 154 

The thermal stability of zeolites is a matter of some consequence 

since most processes using zeolite catalysts proceed at temperatures 

well above ambient. Unfortunately, the effect of cations on stability is 

an area of more confusion that understanding. In general monovalent 

cations are generally removed from the zeolite framework to enhance 

stability. 96 On the other hand, ammonium ions are often exchanged 

into the framework to enhance stability. 2 Barium ions generally 

stabilize the zeolite framework. 72 However, three different patterns 

of stability have been observed with other divalent cations : 
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Table 2 

Hydration Numbers in Water Solution for Ions Commonly 

Found in Zeolites162 

Ion H~dration Number 

Li 7.1 

Na 4.15-5.05 

K 1.9 

Mg 13.9 

Ca 11.9 

Sr 10.8 

Ba 8.4 
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(a) stability passes through a maximum at 20-40% exchange 

(b) stability monotonically increases with exchange 

(c) stability monotonically decreases with exchange with 

divalent cations 72 , 73 , 126 

Trivalent and tetravalent cations seem to universally enhance the 

stability of zeolites. 68 Rare-earth exchanged zeolites are now used 

in million-pound quantities for exactly this reason. 

Water hydrating the cations has been proposed to be a major 

factor in determining the stabilizing/ destabilizing effect of the 

cation. 20 ' 21 The position and ordering of cations has been shown to 

be dependent on the water content of the zeolite. 77 The hydration of 

cations within the zeolite is still largely a matter of conjecture. 

Presumably the hydration number of the cations cannot be greater than 

that of the ion in solution. Some solution hydration numbers for 

common zeolite cations are shown in Table 2. The interactions 

between the cations and the water in zeolites have been established as 
24 25 73 23 

strong and complex. ' ' Nmr analysis of Na exchanged zeolite 

has shown that cation site preference and mobility are drastically 

affected by water content. 56 Further, exchange studies have shown 

that some cations readily exchange, while others resist exchange even 

over prolonged times and harsh conditions. 75 ' 76 , 95 This behavior 

considerably complicates bulk studies of the exchange properties of 
2+ 

zeolites. For instance, Sr exchange of Na + Linde X appears to 

violate thermodynamics. 75 
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During the process of exchange it appears that the cations 

occupy sites within the voids of the zeolite where they can remain 

fully hydrated. Cations in such positions would little affect the 

catalytic activity or physical properties of the zeolite. Only during 

heat treatment and/or with a high cation population do the ions migrate 

into the zeolite active site where they can interact with the framework 

structure. 15 3 The higher valent cations show a greater preference 

for the active site23- 25 for reasons unknown. Correspondingly, the 

zeolites exchanged with higher valent cations are less affected by 
110 115 

further hydrothermal treatment. ' Framework-cation inter-

actions are deepest of mysteries at present. In LaX and LaY the 
3+ 

La ions are freely mobile and reversibly relocated in the fully 

dehydrated, active, zeolite. 25 Trivalent cations are known to be the 

cations most tightly bound to the zeolite framework, yet this result 

is indicative of very weak cation framework interactions . On the other 

hand, infrared and bulk studies have attributed framework distortions 

to interactions with the cations 62 ' 119 and cation selectivity and site 

preference have been related to such interactions. 
2

' 3 The descrepancies 

in these descriptions are particularly striking, and call into question a 

number of the precepts of synthetic zeolite chemistry. Only careful 

resolution of the structural interplay between cations, protonated species 

and the zeolite framework can this problem be resolved. Framework 

interactions must play some role in the effects of the zeolite on the 

ionization of polyvalent ions described below. 
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The extensive work with transition-metal-loaded zeolites is a 

natural extension of similar work with silica-alumina catalysts. 

Virtually every known transition metal and transition metal ion has 

been loaded into zeolites. 86 , 115 Examples typical of this work are 

shown in Table 3. The zeolite seems to stabilize unusual oxidation 

states. Ions such as Ni(I) , Pd(I), and Pt(III) have been identified in 

zeolites. 60, 63 This stabilizing capability contributes to the extreme 

efficiency of metal-ion loaded zeolites as oxidation catalysts. Metal­

ion loaded zeolites of this type have been little exploited. 

Of greater commercial interest are the zeolites loaded with 

reduced metal. The zeolite is an attractive metal substrate since it 

assures great disbersement of the metal ions. The cage structure of 

the zeolite inhibits metal atom migration and agglomeration which are 

principal sources of deactivation of silica-alumina supported 

t 1 t 
137-140 ca a ys s. 

Structural work on metal loaded zeolites has been slow in the 

face of the rapid growth of empirical studies on such systems. Some 

attempts have been made to characterize the location of Pd before and 

after reduction using X-ray powder diffraction. 
141 

The palladium ions 

were found to agglomerate in groups of 4 to 10. The specific 

coordination structure of these aggregations was not resolved . After 

reduction, migration of metal ions occurred only at temperatures · 

greater than 200 ac. At lower temperatures the atoms were reported 
0 

to be isolated. Aggregation in Ni loaded zeolites has been reported 
. 44 143 

to be more extens1ve. ' 
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The need for more structural information on such systems 

as well as zeolite cations in general is manifest. The following 

headings illustrate the type of structure information concerning 

cations and metal atoms in zeolites that would be desirable: 

(a) Cation location and its variation with temperature, 

valence state, and cation population. 

(b) Coordination geometry and stoichiometry of the cations 

and its variation with location. 

(c! Water content, location, and its effects on cation location. 

(d) Interaction between the cations and the zeolite framework. 

(e) Effect of cation valence on the structural units present 

in the adjacent zeolite framework. 

(f) Effect of cations on pore and channel size. 

(g) Intercation interactions and the occurrence of clusters. 

(h) State of atomic metals in zeolites, their variation with 

temperature, water content, and their interaction with 

the zeolite framework. 

Paulingite presents an excellent choice of zeolite for a structural 

study to elucidate these points. Within the Paulingite framework there 
2+ 2+ 

are four different cations (~, Na +, Ca , Ba ) . Each of them 

commonly occurs in other zeolites. It will be possible to examine the 

"natural" site preference of both mono and divalent cations. The 

comparison between the s e natural sites and the more forced site s of 

exchanged cations will be most revealing . The structural diversity of 
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Table 3 

Examples of Metal Ion Exchanged Zeolite Systems 

Zeolite Metal Ions Reference 

X Cu, Pd, Cr, Ni, Zn, Ag, 120,124,125 

Co, Cd, Mn, Th 

y Cu, Ni, Zn, Cr, Co, Cd, 3,69,121,122 

Mn, La 

A Ce, An : Ag, Cd 121,122 

X Te 133 

y Cu 124,142,159 

X Fe 120 

Faujasite Ni, Cr2 0 3 150 

y Pt 151 

y Cu 40 

X Mn 125 

Faujasite Ni 152 

y Ag+ 153, 157 , 165 

Y,X Pt 154 
2+ 2+ 2+ 2+ 

NH4 Y Co 
' Ni 

' 
Pt Pd 111,112 

' 

NaX various rare earths 155 ,156,158 

A Ni 54 

y Pd 141 
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Paulingite will yield a more complete portrait of cation site prefer­

ences than would a simpler zeolite. Extension of the Paulingite 

results to a wide range of other zeolites including those of commercial 

interest will be possible. 

III. Additional Studies 

Pinpointing the source of catalytic activity in any inhomogeneous 

system is a difficult and frustrating task. The acid sites in zeolites 

have received by far and away the most attention as the active sites in 

these structures. But, as mentioned above, a number of other features 

of the zeolite structure may be responsible for its activity. Of these 

other possibilities, the electrostatic fields present within the zeolite 

cavities are the most intriguing. Such fields cannot possibly be 

estimated from X-ray diffraction results alone. 

Theoretical calculations by Dempsey26 indicate electrostatic 

fields within zeolite super cages of millions of volts per centimeter. 

Fields of this magnitude would, of course, be sufficient to literally 

rip any chemical species apart. Zeolite catalysts, moreover, are 

t ff. . t . . . t• 3, 45-48,145 h" h t that th" mos e 1c1en m 10n1c reac wns, w 1c sugges 1s 

theoretical result might at least be qualitatively accurate. 

Several attempts have been made to probe the fields inside the 

zeolite. Boudart, et a1. 140 used absorbed krypton to probe zeolite Y. 

They found that the free energy of absorption was indicative of fields 

of only 5. 3 kcal/mole. Unfortunately, these results were done on 

poorly characterized systems at extremely low coverages (about one 
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krypton per 64 cages) and this result may be greatly in error. Further, 

inert gases such as krypton and argon as well as active gases such as 

methane and oxygen are known to disrupt the hydroxide structure of 

the zeolite cage which would adversely affect thermodynamic 

results. 184 Neikam
146 

reported that Ce1V exchanged zeolites were 

capable of ionizing small molecules whose ionization potentials were 

7. 5 electron volts or less. Some high energy sites produced 9. 0 

electron volt potentials. Heat of immersion data has been used to 
5 2 

estimate field intensities in zeolites NaX and CaX of 1. 5 x 10 esu/ cm 

and 6. 5 x 10
5 

esu/ cm
2

•
163 

The stability of unusual species such as 
3+ 5+ 

Na4 , Na6 , Pd(l) and Ni(l) within the zeolite framework further 

attests to the strange electrostatic fields that must be present within 

the structure. Experimental examination of these fields has been 

plagued by poorly characterized and con trolled systems. Without 

adequate structural information derivations of the field intensities 

must be largely a matter of guesswork. The results to date may 

safely be presumed to be inaccurate. 

Once extensive structural information concerning the 

geometry and stoichiometry of cation sites is available, spectroscopic 

studies may possibly be more successful in probing the electrostatic 

fields present in these sites. Optical, ultraviolet, and epr spectro­

scopy of single-crystal, transition-metal-ion exchanged zeolites 

would be particularly powerful techniques for this type of examination. 
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The spectra of Co(II) and Ni(II) are quite sensitive to coordination 

geometry and the electrostatic field produced by the coordination 

sphere of the ions. An extensive background of theoretical and 

experimental results is available for the interpretation of this 

sensitivity. The X-ray crystallographic experiments proposed in 

part one of this proposition would detail the coordination geometry 

of an exchanged ion. Intuitively, an ion in a zeolite cage fits well 

within the framework of ligand field theory. Consequently, with 

spectra in hand it ought to be possible to assess the electrostatic 

field surrounding the ion in a straightforward way. 

Some attempt has been made in this direction with powdered 

material. Kleir, et al. examined the optical spectra of Ni(II) and 

Co(II) exchanged zeolite X. 
53

- 56 ' 135 After exchange of these ions 

into the zeolites, little change was observed in the spectra from that 

of the hexaquo ion. Heat treatment, which from the discussion above 

might be expected to drive the ions into active sites, caused some 

change in the spectra. The absence of structural information precluded 

interpretation of these changes in terms of field strengths. 

Esr spectra of zeolites have largely been confined to spectra of 

free radical species absorbed into the zeolite. Nitric oxide has been 
128-130 164 . a popular absorbate. ' Free rad1cals generated from alkyl-

benzen derivatives 161 and alkenes162 absorbed on commercially 

important zeolites have also been studied. Esr studies of mobility 
- 131 161 and geometry of absorbed N~, C02 , and 0 2 ' have also 

appeared. Conclusions were drawn from the spectra under the 
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assumption that only moderate electrostatic fields occurred at the 

absorption site. Esr spectra of transition-metal-ion loaded zeolites 

have been largely confined to Cu2+ containing zeolites. 132- 134 Here, 

again, the spectra of the freshly exchanged species was little different 

from that of the aqua ted ion. Heat treated material gave no detectable 

signal--a significant result in light of the possibility of large electro­

static fields. 

Magnetic susceptibility has been used to examine metal-loaded 
. 143 147-149 166 . . 

zeohtes. ' ' Unusual results have appeared wh1ch most 

authors have attributed to extraordinary electronic structures of the 

metal atoms in the zeolite sites. 

These experimental results obtained from powdered and bulk, 

structurally uncharacterized zeolites are disturbing, but largely 

uninterpretable. It seems clear that only single crystal studies of 

zeolites that are structurally well understood will produce quantitative 

data concerning the electrostatic potentials within zeolite active sites . 
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PROPOSITION III 

STRUCTURE OF ZIRCONIUM THIOCYANATES 

AND THE SEPARATION OF ZIRCONIUM AND HAFNIUM 

Abstract: It is proposed that the zirconium and hafnium 
isothiocyanato species involved in the Fischer process deserve 
detailed structural investigation. It is further proposed that the 
structure of species of the stoichiometry MO(SCN)2 • CsSCN· 2~0 
(M = Zr(IV), Hf(IV)) involves seven-coordinate metal ions linked 
in polymeric units by dihydroxy bridges. As such, the extraction 
of hafnium in the Fischer process may involve an eight-coordinate 
intermediate species. 

It is now apparent that the large neutron capture cross­

section of zirconium metal (3. 5 barns) is in fact due to a small 

percentage of hafnium impurity (the thermal neutron capture cross­

section of hafnium is > 115 Barns versus 0.18 Barns for pure 

zirconium). 
1

' 
2 

Recent pressure to develop fission capability for the 

production of electrical energy has greatly enhanced the demand for 

both uncontaminated zirconium metal and uncontaminated hafnium 

metal. Demand for hafnium free of zirconium has recently become 

especially heavy. This metal is corrosion and failure resistant in 

both high and low temperature environments, as well as under high 

radiation conditions. Its thermal conductivity is twice that of either 

titanium or zirconium. 1 Unfortunately the separation of Hf and Zr is 

one of the most difficult of all elemental chemistry. 

Typical ores of zirconium (zircon, baddelyite, alvite, 

thortveite) are all contaminated with 1-14% hafnium. 3 The refine-

ment process is laborious and expensive. The ore is first fluxed 
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with carbonates or hydroxides , fired and leached to yield the metal 

oxides. The oxides are then chlorinated to give the metal tetra­

chlorides. 4 At this point separation of hafnium and zirconium is 

initiated. Once separated, the pure metals are formed by the Kroll 

5 process. 

MC14 (g) + 2Mg(l) - 2MgC~(l) + Zr(s) 
650°C 

Because of the "Lanthanide" contraction the atomic and ionic 

radii of hafnium and zirconium are very nearly the same. The 

chemical and physical properties of these metals are therefore 

nearly identical. All separation processes are laborious since they 

must rely on quirks, often quite subtle, in the properties of the 

metal and their compounds. 

Separation of the metals by distillation of the tetrachlorides 

has proved very unsatisfactory. The process is plagued by the need 

for high pressures (10-30 atms) and numerous theoretical plates. 

Consequently, the process has low recovery and low efficiency. 

Today, it is used primarily for the preparation of hafnium concen-

trates and "reactor-grade" zirconium. 

Other processes for the separation involve a considerable 

detour from the above refinement process. The most successful 

process, the Fischer process, 6 involves fractional extraction of 

hafnium thiocyanates into ketonic or organophosphonate media. 
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The organic fraction is distilled, the hafnium salt is left as the 

oxide. The oxides are reconverted to the tetrachlorides and returned 

to the refinement process. 

In spite of the obvious inefficiency of the Fischer process, it 

has been the object of no fundamental research, though empirical 

studies abound. 7 

It is the thesis of this proposition that the enhanced solubility 

of hafnium thiocyanates in the organic phase must ultimately stem 

from some difference in the structures of hafnium and zirconium 

thiocyanates. Further, to optimize the Fischer process or to design 

a process which will narrow the difference between the separation 

and refinement processes, it is essential that the structures of these 

species be understood. 

The chemical species involved in the extraction have been 
2- 1 

variously reported as M(SCN)6 , M(SCN) 4 , M(OH)2 (SCN)2 • 2R (where 

R is a ketone used in the extraction), M(OH)2 (SCN)2 • 2R· 2HSCN, 8 

4-n 9 
or M(SCN~ (n = 1-8). However, none of these species have been 

isolated as more than tars or oils and their formulation is based 

solely on elemental analyses. I. V. Tananaev and coworkers were 

able to isolate species of the stoichiometry ZrO(SCN)2 • MSCN· 2~0 

(M = NH4 +, K+, cs+)10 from solutions of zirconium(IV) and thiocyanate 

ion. Later, similar hafnium species were prepared. 11 

Infrared spectra of the zirconium salts show a sharp absorp-
-1 12 . -1 13 tion at 913 em . The hafmum salts absorb at 940 em . 
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These absorptions were assigned to the stretching vibration of the 

zirconyl and hafnyl group, respectively. The structure of the salts 

was then proposed to be represented by the stoichiometry 

M +[ ZrO(SCN) 3 " ~0]- · ~0. These arguments have been criticized 

and the above infrared absorptions have been reassigned to vibrational 

modes of the thiocyanate ion. 14 

Both assignments are patently ridiculous. Assume the 

vibrations of the zirconyl and hafnyl model are well described by a 

diatomic model. From the 913 em -
1 

absorption in the zirconium 

salt, the force constant for the metal oxygen stretch is calculated 

to be 6. 7 md/ A. For the reasons cited above the force constant for 

the Hf = 0 stretch must be the same. The absorption of the hafnyl 
-1 

stretch is then predicted to be 880 em ! It is unlikely that the 

assumptions of the diatomic model in this instance would produce 

such an error between predicted and observed absorption frequencies. 

The shift of an absorption in a zirconium salt to higher energies in a 

hafnium salt is much more likely the behavior of a d eformation mode 

than a stretching mode. Deuteration of the species in question 

verifies this prediction (figure 1). The 913 em - 1 band is shifted to 

695 ern -l upon d euteration while the 940 ern - 1 absorption shifts to 

715 cm-1 (vH/v0 = 1.31). Such shifts are, of course, typical only 

of protonated species. The sharp absorptions are easily assigned to 

the deformation of bridging hydroxide gr oups. 16 Certainly, such an 

assignment is far more consistent with the known structural chemistry 

of zirconium(IV) and hafnium(IV). 14, 15 



·. 

. . . . . . . . . .. . . - .. 

395 

. . , . . . . . . . .. - - - .. 
- ---- ---- . 

~' . . . .... . . .. -- . - -~ - . 

:~ ~ ~ ~ ~: ;: :· = - -~~~ ~ ..... ; =· ij ==· _t .. ~ :::; : !1, < =· : - = 1: · V : .-= ·= =: :f · = ::::::::: ... :::. . :: ··:r. . r' - ::: .. : ... 
. : .. : : : :: : . . ·- . . . • . . . . . . • :.:.: t ·. - :::: : : ·: 
• • • • · • • • • • • . • . I . • • • 

:~:._:..:... . . . . . . .. . . . . ::-~ 
: : :: : : : :70 . • • • . . ' -. . . . . . • . ' . : : : : :.: : f .. :::. : : : : 

- . -. . . . . . . - - . . . . .. . . . . . - . . ~ : 
: : : : ::: : . : : - : : : : : : . . : :: l: : :.-' :: 
... ~ --. . . .... . ...... . 

s -; ~ ; = · . : ; i ; . ; -t . : : : ~ = : : · . : ~ ; ~ >· : I ::; ; ~- ;:j : -;-~ = ~~ :: > \J .. :: ; ~ . . _ : · : .;; 1 t+::H 
; ;:~ ;; : : 0 : ~:~: : : : : 1 .: .... . : : >:=:= :! ~ : :::~:~~= ~ : ~ ~: ~:~:-: ::> :::: : .= · ::==C~I 
: : : ::: ~ : <:=: < =~: .. .. 

I 
·1000 

I ' I I I I 

BOO 600 400 cm- 1 200 

Figur~ 1. Infra red ~pectra of (a ) CsZr(OH)2 (NCS) 3 • ~0 (solid line) 

and (b) CsZr(~p)2 (NCS)3• D20 (dashed line) ~ (f'rom 
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Inspection of the infrared spectra of the salts further shows: 

(1) no bands due to rocking or wagging modes of coordinated 

water, 

(2) no evidence for uncoordinated thiocyanate ion, 

(3) thiocyanate is N -coordinated , 

(4) spectra of hafnium and zirconium salts are nearly identical. 

This evidenc e suggests that the structure of the above species consists 

of seven-coordinate zirconium(IV) of hafnium(IV) ions linked in a 

polymeric array with dihydroxy bridges. 

Cs+ NCS NCS 

_/HO~ /~NCS 
, M OH"' 

M ._. •OH/ 'OH M 

Cs[M(OH)2 (NCS) 3 l · ~0 

(M = Zr(IV) or Hf(IV)) 

Though other structures are possible, this formulation is in good 

accord with known structures of zirconium(IV) salts. 

If differences in structure are responsible for the differences 

in soluability in the Fischer process, these differences are not 

apparent in the species described above. They may in fact manifest 

themselves only in s olution or when the organic extraction phase is 

present. The structural chemistry of zirconium and hafnium is 
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predominated by eight-coordinate structures. A seven-coordinate 

species, such as above, would have a site available for an oxygen 

dono:r; such as the extracting solvent to attack. A coordination 

extraction mechanism is definitely suggested by the many empirical 

investigations of the Fischer process. Extraction species described 

in reference 8 are also compatable with this process . Ketonic 

complexes of zirconium(IV) are well known. 15 The preliminary 

steps of the extraction may then be described by the equilibria: 

~0 
I 

( (M(OH)2 (NC~)3)-]n 

eight-coordinate seven-coordinate 

+ketone 
-4 
-ketone 

ketone 
I 

[ (M(OH)2 (NCS) 3)-] n 

eight-coordinate 

In aqueous solution it has been assumed that water occupies the 

eighth coordination site. No speculation on subsequent steps in the 

extraction can be made. The differences in solubility of the hafnium 

and zirconium complexes may be due to: 

(1) differing extents of polymerization of the species, 

(2) varying ketonic coordination, 

(3) varying intraligand interactions. 

To completely understand the extraction process , it will be essential 

to investigate the structure of the solution species. Infrared spectro­

scopy will be of limited utility in these investigations. Raman 
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spectroscopy may indeed yield a limited amount of useful information. 

A host of experimental techniques have been applied to 

problems of polymerization of dissolved zirconium salts. Equilibrium 

studies
17 

-19 often yield useful information. In the case of ZrOCI:a · 

8~0 solution, they have shown that the nature of the dissolved 

species is dependent in very complex ways on pH and concentration. 

Further , zirconium solutions sometimes take years to come to 

equilibrium. In the case of thiocyanate species, even greater 

complications can b e anticipated. Other techniques which have 

been applied to zirconium, such as ultracentrifugation, 20 - 22 low­

angle X-ray scattering, 23 light scattering, 
24 

electromigration, 25 

dialysis and diffusion kinetics, 26 and chromotography27 may yield 

information . But the difficulties in interpretation associated with 

these techniques, and the type of information they yield make these 

studies at best supplemental. What is really needed is information 

dealing with structure and bonding of the species. 

Fortunately, the species in question are well disposed for 

investigation with nuclear magnetic resonance. Proton magnetic 

resonance may be of limited utility, though not t otally impractical. 
17 

Resonance of other nuclei will be of greatest interest. 0 nmr, 

while expensive, will yield greatest information about the zirconium-

oxygen framework of any polymeric species. Further, water 

dissociation rates can be measured by this technique. Resonances 
15 13 31 

due to N , C , and S will yield information about the nature of 
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the thiocyanate groups and their interactions with other species. 
13 19 

C and F nmr might be useful in the investigation of ketonic 

interactions when fluorinated ketones are used. 

Nearly all the nuclear species in the zirconium and hafnium 

thiocyanates will yield nmr spectra. Fortunately, the natural 

abundance of nmr active nuclei in each case is small. Consequently, 

by use of isotopically labelled species, the massive spin-spin 

coupling that would otherwise result can be excluded. The chemical 

environment of each species can then be investigated with a minimum 

of complication. 
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PRO POSITION IV 

NUMERICAL METHODS APPLIED 

TO THERMOGRAVIMETRIC ANALYSIS (TGA) 

Abstract: It is proposed that numerical methods may 
permit significantly more accurate interpretation of thermo­
gravimetric analysis in terms of kinetic parameters. A block 
diagram for a possible program for numerical analysis of TGA 
traces is proposed. An example of the use of numerical 
methods in interpretative TGA is given. 

Thermog-ravimetric analysis (TGA) has been a useful 

analytic tool for well over two centuries. 1 Modern instrumentation 

has made such analysis both precise and convenient. Unfortunately, 

TGA is still used primarily for the determination of stoichiometry. 

Little attention has been applied to its potential for the kinetic 

analysis of solid state reactions. This is surprising since the TGA 

experiment is in reality a dynamic determination of the kinetics 

of a special class of solid-state reactions in which one of the 

products is volatile 

A(solid) B(solid) + C(volatile) equation 1 

The information density in a single TGA trace is far greater than 

that of any isothermal experiment. Not only is analysis carried out 

over a broad range of temperatures, but typically analysis is 

continued to completion of the reaction. Deconvolution of a TGA 

trace ought to yield kinetic parameters (activation energy, entropy, 

etc.) at the expense of far less labor than is involved in the host of 

isothermal experiments necessary to obtain these parameters. 
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Further, some criticism has been levelled at the use of isothermal 

methods for solid state reactions because of the problems of prior 

decomposition. 
2

' 3 The TGA experiment for kinetic analysis is not 

entirely free of objections. Careful attention to experimental 

conditions, reactor configuration and sample preparation, however, 

relieves most of these objections. As commonly performed, the 

TGA experiment presents integral data, whereas kinetic parameters 

have b een derived in terms of differential results. Consequently, 

the deconvolution of a TGA trace requires considerable data treat­

ment. Recent developments in differential thermogravimetric 

analysis (dtga) may relieve these difficulties. Currently, the expense 

of dtga equipment makes it unavailable to most experimenters. 

It is the intent of this proposition to show that numerical 

methods can be used for high-precission deconvolution of TGA traces 

to yield kinetic parameters. The flexibility of numerical analysis 

will permit far better description of the solid-state reactions t han 

current techniques will permit. The pa rameters d erived from the 

TGA trac es will permit a first step in the understanding of the 

mechanisms of the class of solid-state r eactions described above. 

A rate expression for the reaction in equation 1 is 

d[A] 
dt 

= 
n. a. 

- 6 R.T 1 exp (-E./ kT)[A] 1 
1 1 

n· 
where T 1 is the temperature dependence of the pre-exponential 

rate factor; and ai is the reaction order. Time is, of course, 
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r elated to the temperature program of the TGA experiment. For 

TGA purposes the above expression can be recast as 

dA 1 n. a. 
dT = f' y RiT 

1 
exp (-E/kT)[A) 

1 

where T = f(t) and f' = dT / dt. 

equation 2 

Some previous attempts have been made to understand TGA 

. 1 . d 2 4-9 traces usmg ana yhc metho s. ' In all these attempts a vastly 

simplified form of equation 2 has been used for the rate expression, 

i. e. ' 
dA 
dT = -R exp ( -E/ kT)A 

Even so, the analytic methods used to deconvolute TGA traces in 

terms of this expression were laborious and imprecise. Most of 

these processes involved estimatim s of dA/ dT in terms of finite 

differences, a process which theoretically may be carried to limitless 

precision, but experimentally yields only crude approximations. 

All the methods involve log, log-log, or semilog plotting which is 

well known to greatly truncate precision and obscure the inadequacy 

of the above rate expression. 

The simplified rate expression is by far the most objectionable 

feature of previous attempts to deconvolute TGA traces. A typical 

TGA trace for an isolated weight-loss consists of an initial first-

order portion which passes into a so-called second-order tail as 

the reaction nears completion. To accurately deal with such a trace, 

a minimum rate expression must be: 
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dA I dT = -R1 (T) exp ( -E1 kT)[ A J 

-R2 (T) exp (-E2 / kT)[AJ 2 

At least one author has recognized this necessity and restricted 

his deconvolution method to the initial weight loss, thereby 

considerably shorting the information available in a TGA trace. 9 

Of course, the above expression is not easily integrated by analytic 

means and has been avoided by previous authors. 

Not only have reaction orders been simplified but the 

temperature dependence of the pre-exponential factors have been 

neglected in previous considerations. While such negl ect has been 

satisfactory in isothermal kinetic analysis, it is unlikely to be so 

in TGA. All theoretical derivations ascribe a temperature dependence 

to the pre-exponential factor in rate expressions. 10 This temperature 

dependence will d efinitely play a role in the determination of the 

sha pe of a TGA trace. 

A block diagra m for a computer program which will allow 

numerical analysis of TGA trac es in terms of rate expressions such 

as equation 2 is shown in figure 1. Data necessary for the program 

are simply weight and t emperature, both of which can be obtained 

from a TGA trace with errors within the bounds of experimental 

error. These data are converted to a spline which will imitate 

the b ehavior of the TGA trace and its derivatives up to third order. 

The d erivative of the TGA trace-accurate to its second order 
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derivative- is then fit to a rate expression by least squares 

estimation of non-linear parameters (LSQENP). The fit is done 

under the assumption that weight and temperature are precisely 

defined, but dA/ dT is subject to random fluctuations . 

A provision is included in the program for inclusion of 

higher-order terms from equation 2 should they be necessary. 

Some success in the deconvolution of TGA traces has been noted 

when the temperature program (f(t)) is varied . 8 This can be done 

co mputationally without resorting to renewed experimentation, and 

a provision for this type of variation is included . 

The parameters found from solid-state reactions may not 

be easily interpreted since they are likely to be out of any context 

based on solution kinetics. It will be necessary to compare the 

results to those of other experiments. For instance, parameters 

from dehydration reactions may be related to the vibrational 

frequ encies of coordinated water (rocking, wagging, twisting, as 

well as the internal modes). These in turn are related to the 

coordination bond strength, hydrogen bonding, and other structural 

features of the phase in question. 

Numerical methods may find application in the more classic 

use of TGA. One of the most difficult determinations in TGA 

experiments is the separation of the stoichiometry of two reactions 

occurring at similar temperatures. 
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A simplified version of the program in figure 1 was used to 

examine the behavior of the TGA trace as two identical independent 

weight-loss reactions approached each other in temperature. The 

form of the TGA trace for each weight-loss step was taken from the 

dehydration of calcium oxalate monohydrate. When the two reactions 

are separated by 90 °C, the final weight of the sample is easily 

determined as w1 (figure 2). As the separation between the reactions 

is narrowed to 50 oc and 30 °C, the TGA trace is altered as shown in 

figure 3. Computer drawn lines of maximum and minimum slope 

are shown in these figures. As can be seen in these figures, a 

general algorithm for estimation of the stoichiometry of the first 

reaction requires extrapolation of the slope lines AA and BB to 

intersection at P1 • P1 is quite close to w1 • The temperature of 

completion of the first reaction is found as the midpoint of the line 

segment defined by the intersection of lines AA with BB and CC with 

BB--that is P 3 • Further work will be necessary to establish the 

generality of this algorithm in more complex situations. 
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PROPOSITION V 

REACTIONS OF COORDINATED NITRIC OXIDE 

Abst ract: The r eactivity of coordinated nitric oxide has been 
largely ignored in the past. It is demonstrated that coordinated nitric 
oxide ought to be susceptible to chemical attack. Several potential 
reactions are described. Catalytic preparations of dinitrile compounds 
using transition metal nitrosysl are discussed. 

The investigation of transition metal nitrosyl complexes has 

been dominated by structural and preparative studies. 1- 3 In 

comparison, the reaction chemistry of coordinated nitric oxide has 

received little attention. Herein it is proposed that this aspect of the 

chemistry of metal nitrosyls merits closer scutiny. The focus of this 

proposition is upon reactions that result in chemical transformation of 

the coordinated nitric oxide. Simple substitution and rearrangement 

reactions are ignored in the belief that such reactions are in reality 

reactions of the metal ion. 

Investigations of the reactivity of coordinated nitric oxide may 

be expected to yield: 

(1) Novel complexes involving unusual ligands such as 

coordinated nitrenes, 

(2) New complexes with known ligands such as metal ion 

complexes of N20, NH20H, N2 , etc. , 

(3) Convenient synthetic routes for the preparation of known 

complexes , 

(4) Catalytic nitration processes analogous to the Wacke r 

process and the "oxo" process. 
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A rational course for the investigation of the reactions of 

coordinated nitric oxide would involve (a) determination of the 

susceptibility of the nitrosyl ligand to chemical attack, (b) reviewing 

the known reaction chemistry of nitrosyl complexes, (c) searching for 

possible reactions from among the lmown reactions of metal complexes 

with isoelectronic ligands and reactions of free nitric oxide. The bulk 

of this proposition follows this outline. 

A. Susceptibility of the Nitrosyl Ligand to Chemical Attack 

The lmown transition metal nitrosyl complexes obey the "eighteen­

electron" rule to a great extent if it is assumed that coordination of the 

nitric oxide involves a three-electron bond and the proposition of metal­

metal bonding is accepted in the case of a few polynuclear species. 

(For some exceptions see ref. 114). The structural diversity adopted 

by the nitrosyl ligand within the "~ighteen electron" rule is illustrated 

in Table 1. 

Infrared data have shown that the vast majority of metal nitrosyl 

complexes are best thought of as complexes of nitrosonium ion (NO+). 1 

The coordination reaction is then: 

eqn. 1 

The molecular orbital description of the nitroprosside ion 

((NCS) 5 FeN0)
2

-
4 has shown that the charge distribution (below) is 

consistent with this coordination r eaction. 
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Table 1 

Various Structures Adopted by the Nitrosyl Ligand 

Structural mode of NO 

terminal, linear 

terminal, benta 

bridging between two 

metal centers 

bridging between 

three metal centers 

Example 

0 Cp 
N _ Mn 

/ /"" 
CpMn -- · NO NO 

"""\ / N ·-Mn 
0 Cp 

a Also called "edge-on" in older literature. 

Reference 

5 

54 

51 

51, 53 
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Fe+O. 316 (CN)
4
-2. 20 (CN)-0.5809 (N0)+0.4643 

The large positive charge assigned to nitric oxide resides on the 

nitrogen, and this suggests that this atom ought to be susceptible to 

nucleophilic attack. This suggestion has been abundantly confirmed by 

a wide variety of reactions of nitroprusside of the type 

where yfl is a nucleophile. Table 2 lists many examples of this type 

of reaction . Presumably all pentacyanonitrosyl metal complexes will 

undergo similar nucleophilic attack. Investigations of these reactions 

have produced most of the known reaction chemistry of coordinated 

nitric oxide. 

There have been occasional reports6- 8 of similar nucleophilic 

attack in other metal nitrosyl complexes such as 

Nucleophilic attack on coordinated nitric oxide also occurs among 

ruthenium nitrosyls. For example, consider this reversible oxidation 

f •t . •ct 32 0 lll rlC OXl e : 

[ Ru(II)bipy(NO)X] 
2+ OH 



OH 

0 

CH3CH2NO 

0 0 
II II 

CH~CH~CH3 
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Table 2 

Some Reactions of Nitroprusside Ion 

[ (NC)5 FeN02 ] 
4 -

0 
[ (NC)5FeN~· ] 

4
-

""s 
.1'0 4 -

[ (NC) 5FeN ] 

"-oso2 
o­

/ 

[ (NC) 5F eN ~ ] - CH 3CCH=NO 
~CHCCH + N-OH 

3 II 
CH3C-CH 

II 
0 

e thyl nitrolic a cid 

0 NOH 
U II 

CH 3C-C-<;:fCH 3 

0 

59,60 

61 

62,63,64 , 65 

58, 66, 67 

57 

69 

OH CNS CNS 

[ 2 (NC)5Fe~ 0 ] - (NC)5 FeN/ ~N- Fe(CN)5 

"'- CNS ----- 0 _ _.. 
68 

/~-

1 .l '> 
'-, / - N 

H 

s 

(CN)5 F e C 8H 60N2 

0 
I 

(NC) 5 F eN =C-<(H 

H~ /c ""-
N CH3 

(NC) 5 F e X X = nitrosothiocarbamic a cid 
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Ruthenium nitrosyl complexes are at once the pride and plague of the 

chemistry of this metal. The ruthenium(Ill) nitric oxide bond is 
6 

exceptionally strong possibly because of the stability of the t 2g 

electronic configuration that would be adopted by the metal ion if 

coordination were thought of in terms of equation 1 above. The nitrosyl 

will persist through treatment with boiling ammonium hydroxide, 

8NHCl, and even, surprisingly, during oxidation-reduction reactions. 

Not only is the nitrosyl stable, but it is omnipresent. Exposure of 

ruthenium compounds to nitric acid, nitrates, nitrites, nitrous oxide, 

or nearly any nitrogen-oxygen compound will produce the nitrosyl. 116 

Often ruthenium metal is contaminated with chemisorbed nitric oxide. 

Once contaminated, the materials are exceedingly difficult to reclaim. 

The susceptibility of coordinated nitric oxide to nucleophilic attack 

suggests a possible route for purification of ruthenium compounds using 

mild reagents. The reversible reaction above is not particularly 

attractive, but reactions with nitrogen containing nucleophiles offer 
33 

33 34 
hopeful pathways ' 

-2x:8 
2 [ Ru(NH3 ) 5NO] X 3 + 2NH3 --~ [ Ru(NH3) 5N20] ~ + 

[ Ru(NH3) 5N2] Xz 
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KI 

Ru(bipy) 2 (0H2)Cl + N2 

+ N20 (ref. 116) 

No studies of these reactions with isotopically labelled nitrogen 

have been reported, and the mechanism is not definitely established. 

Isotopic studies of analogous reactions with free nitric oxide do suggest 

a mechanism. Cooper, et al. 
35 

have shown that in the reaction between 

hydroxyl amine and nitric acid, 

14 15 14 15 14 15 

2 NH20H + 2 NO - N N 0 + N N + 3H20 

one nitrogen in each of the products comes from each of the reagents. 

In th t . f 
15

NH d 
14

NO 1 t· 36 . . e reac 10n o 3 an over p a mum, some m1xmg occurs: 

15 14 

NH 3 + NO 
14 15 15 14 14 14 

N N + N NO + N20 + N 2 

50 50 50 13 32 6 

0 
/ 

(Ph3P)"'-. / N_... 
An intermediate analogous to the compound Pt /1 does not 

(Ph3P~ ""'N 
"- o 

37 
predominate. A nucleophilic pathway is definitely insinuated. 
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The formation of N20 and dinitrogen complexes from ruthenium 

nitrosyls seems generally possible. Since both these ligands can be 

aquated, unlike the nitrosyl~8a purification process is possible. The 

rates of aquation of (NH 3) 5Ru(N20)z+ at 6.8 °C have been reported38 as: 

9 5 10- 3 1 -1 - 3 1 
Kf = . x M- sec , Kr = 1 . 35 x 10 sec-

The equilibrium between pentaamine aquoruthenate(ill) and the 

d . •t l 38 . m 1 rogen comp ex 1s: 

By sweeping solutions of the N20 or N2 complex with inert carrier 

gases, these aquations can be driven to completion. A convenient 

purification of ruthenium nitrosyls is then at hand. 

The reactions between nitrosyl complexes and nitrogen 

containing nucleophiles suggests a convenient pathway for the preparation 

of dinitrogen complexes should this reaction prove general for nitrosyls. 

Table 3 lists several known nitros yl complexes which might yield known 

dinitrogen complexes or at least similar complexes when treated with 

hydrazine. References in this table refer to structural characterizations 

of the listed species. 
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Table 3 

Transition Metal Nitrosyl Complexes Which May 

Yield Known Dinitrogen Complexes when Treated with Hydrazine 

Known Dinitrogen Ref Analogous Nitrosyl Ref 

( Ru (NH3) 5N2] Cl2 39 ( Ru(NH3) 5NO] Cl2 1 

CoH(PPh3) 3N2 40,41 CoNO(PPh3) 2Cl2 52 

(Cp(diphos)Fe2N2 Fe(NO)V3-phthalocyanin) 42 

(CpFe(NO)CH3)2 43 

Cp Fe (NO)C O(PPh3) 44 

Mo(N2)2(PRs)4 45 Mo(N0)2 ( PPh3) 2Iz 46 

ReX(N2) (PRs)4 47 ReCl3 (NO)(dipy) 48 

OsX2 (N2)(AsR3 ) 3 49 OsXz(NO)(AsPh3) 2 50 

Preparation of new dinitrogen complexes may also be possible. 

Experimentation in this would make use of the full diversity of metal­

nitrosyl structural chemistry. Among the most interesting complexes 

would be those having bridging nitrosyls and/ or metal-metal bonding. 

Examples of this type of nitrosyl are listed in Table 4. 
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It is, of course, impossible to confidently predict the course 

of these reactions. The potential for undesirable side reactions is 

rampant. Should the reaction proceed successfully, one could anticipate 

dimeric products such as I or II or monomeric products such as Ill. 

·N c.:·-: N 
'-..... 

LnM MLn 
~N:=-~N .. . 

(I) 

N 

LnM'/ 11 
'\_ N 

(III) 

N 

jl:!r 
. \ 

LnM MLn 

\ N/ 
\ IJ I 

N 

(II) 

If the nitrogen of coordinated nitric oxide is electrophilic, the 

oxygen ought to be basic. Protonation reactions of coordinated nitric 

oxide have been reported9' 10 

3HCl 
·------ -7 .. ....... -- · 

KOH 

L NO 2HCl 
·es 

if 'No ... ,--· .. --·-

L 
C!, I Cl 

' Ir 

Cl" I "NH20H 
L 

Cl .NO 
os· 

Cl, ""NHOH 
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L 
OC _ I .. _.Cl 

.Ps /0 
Cl/ I"' NH 

L 

The latter of these examples is not an example of the class of 

coordinated nitrosonium ions that has been considered so far. It is 

a bent nitrosyl which is best thought of as c·oordinated NO-. 3 The 

reaction chemistry of coordinated nitric oxide would be expected to be 

dependent on the electronic structure adopted by the ligand. The bent 

nitrosyls tend to dimerize, 3 , 55 as shown below, 

0 
I 4+ 

( (NH3) 5Co- N =NO -co(NH3) 5 ] 

(ref. 118) 

In any systematic investigation of the reactions of coordinated nitric 

oxide comparisons would be made between the reactivity of the linear, 

bent, and dimeric nitrosyl. Exceedingly interesting complexes for 
1+ 102 

this type of comparison are [ Os(N0) 2 (PPhs} 20H] and 

[ Ru(N0) 2 (PPh3) 2Cl2 ] 
1
+ 103 which contain both linear and bent nitrosyl 

ligands. 

B. Potential Reactions of Coordinated Nitric Oxide Analogous 

to Known Reactions of Coordinated Carbon Monoxide 

Though the charge of the nitrosonium ion cannot be ignored, the 

reactions of transition metal nitrosyls ought to parallel those of 
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complexes of isoelectronic species such as CN- and CO. Cyanide ion 

complexes are fairly inert, but carbonyl complexes have a rich 

chemistry. Fischer and Maasba1
70

' 
71

' 
74 

reported reactions between 

coordinated carbon monoxide and methyl lithium forming carbene 

complexes such as: 

CH 3C0Li 
oc 1 _co 

oc.lf'co 
co 

co 
oc . I _,.CO 

octco ---~--

CH3 / OH 
"' c 

oc ,, 1 co 
·--;> 

oc/~co 
co 

M = Cr, Mo, W, Mn 

1 

The reaction with ironpentacarbonyl followed a somewhat different 
72 73 

course ' : 

Fe(C0)5 + LiCH 3 

ether ?-
--~· [ Fe(C0) 4CCH3] Li+ 
-50°C 

-----;.-

------::>-
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The possibility of analogous reactions with nitrosyl complexes is 

obvious 

MacPhail et al. 56 showed that nitrosyl complexes can be 

converted to highly reactive intermediates photochemically in reporting 

the reaction: 

<1 . I ,/(• 
' u.v. I '-I 

M: - ---;-' .M -----~ ~ PPh3 
' 

oc / I co oc r 
., 
, PPh

3 OC I "'-- PPh3 I 
NO NO :N 

co 
- - - ----) 

The rate of this reaction was Mo > W >> Cr which parallels the bond 

order between the metal and nitric oxide. Thermal reactions are less 

harsh and might be expected to produce a less reactive intermediate 

such as nitrone. 119 Further, the reactivity of coordinated nitrosyl 

toward methylithium is suggested by the great reactivity of free NO with 

organic radicals. 75- 78 On the other hand, Fischer has shown 74 that 
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Table 4 

Some E xample s of Nitrosyl Complexes 

Having Bridging NO 

O NO 
/ N ""-I 

7T-CpCr, ,Cr(7TCp) 
I " / N N 
0 0 

0 co 
.N ' l 

,/ '- I 
(7TCp)Mn --· ·--- Mn(7TCp) 

! """/ 
C- N 

l_l 0 

0 
7TCp N , 7TCp 

"- / ' / Mn Mn 
_,/ ....... / ,_ ;:::.._ 

ON N 
0 

0 
N 

/ "-7TCp-Co ;coocp 
'-..._ N , 

0 
7TCp 

-Mil 
ON" I '"NO 

..;::: . 

/ / NQ \ 
7TCpMil ~n(7TCp) 

.... ./ ··. N 

0 

Complex 

or 

0 
7TCP. N NO 

"""' / "' / Mn ···--- Mn 
_,/ I "-. 

ON 7TCp ~~ 
..:::::.-1 

Ref. 

51 

51 

51 

52,2 

51,53 

117 
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when carbonyl nitrosyl complexes are treated with phenyl lithium only 

the carbonyl is attacked. This negative result may be due more to the 

choice of reagent rather than the inertness of the nitrosyl. Both methyl 

lithium and tertiary butyl lithium are more potent reagents. Treating 

carbonyl-free, nitrosyl complexes with these reagents may result in 

efficient attack on nitrogen. 

Fischer's results do emphasize the importance of proper choice 

of nitrosyl complexes for these reactions. Most binary metal nitric 

oxide complexes are unstable1 ' 3 and must be used with caution. Mixed 

carbonyl nitrosyl complexes cannot, of course, be used. Halide nitrosyl 

complexes are likely to yield methylated products by displacement of the 

halide. Further the complex must be soluable and stable in an inert 

solvent such as tetrahydrofuran or ether . Phosphene nitrosyls and 

organometallic nitrosyls are attractive . Table 5 lists some possible 

complexes. A variety of structures are listed since the course of 

reaction ought to be structure dependent and dependent on the e lectronic 

structure of the ligand. The compounds CpM(NO)(PPh3)(M = Cr, Mo, 

W) allow investigation of the effect of the metal nitrogen oxide bond 

order. 

The course of the reaction with coordinated nitric oxide is again 

difficult to predict. One would hope that an intermediate similar to 

that in the carbonyl reaction would form. Such an intermediate might 

be called a nitrone or methyl nitrosylate. It is most unlikely to behave 
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Table 5 

(For specifi c structural information see references 1, 2, and 3.) 

Nitrosyl Complex 

CpCr (NO) (PPh3) 2 

CpMo(NO) (PPh3)2 

CpW(NO)(PPhJ2 

CpCr(N0)2R 

Cp3Mo(NO) 

(CpFe(NO)Me)2 

(CpCo(N0)2)2 

1rC 5H 5Cr (N0) 2 

7TC 5H 5Ni(NO) 

7TC 5H 5Pb(NO) 

binary metal nitrosyls 

of all types 

a nice series for 

evaluation of the 

effect of bond order 

dimer, bridging NO 

dimer with bridgin g and 

terminal NO 

bent nitrosyl 

linear nitrosyl 

R = C 6H5 , C 3H7 

sol. benzene, THF 

also contains N02 group 
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in ways analogous to the car bene intermediate. Nitrenes are highly 

reaction species. 119 Rearrangement to oxazirane (CH2 NH), 
............. / 

0 
formoximes, or further reactive to form oxime ethers is of special 

interest. Protonation of the intermediate may yield methyl hydroxyl-

amene or an amide 

CH3N-O~i+ 
CH3 Li I H+ 
-- -----'\ L -·- M ·- L -·--·-··-:>" 

~/ l" L 

OH 
I 

L M -- NH 
s I 

CH3 

Rearrangement to coordinated CH2=NH which is unstable as a free 

species is possible. 
. 79 80 F1scher and Klabuncle ' found that carbene complexes were 

quite reactive to aminolysis 

. . ;-ocH3 
(OC) 5 Cr:_:_ C 

"-cH3 

·ocR 
/ 3 

/ They conceived of (OC) 5 Cr - - G as an ester of acetic acid with 

"- cH3 
the ketonic oxygen replaced by the far more electronegative (OC) 5Cr-

group. Drawing upon this analogy, the product of the reaction with 

nitrosyl complexes is nitromethane with the ketonic oxygen replaced 

by the ML5 group. Nitromethane is, of course, a very potent reagent. 

The methyl protons are quite acidic and susceptible to reaction: 
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CH2 0H 
I 

CH2 0 + CH3N02 ~ HOCH2C-N02 
I 
CH20H 

This behavior will definitely be accentuated if the above analogy· is 

correct. Intraligand r eactions would definitely be possible. 

Dimeric nitrosyl may r eact with methyl lithium to form 

methylated monomers, products analogous to those produced in the 

reaction of iron pentacarbonyl with methyl lithium (above), or both 

m ethylate and react as would monomers. One can be sure that the 

extent of metal-metal bonding will affect the course of reactions with 

dimers. 

CH 3Li ~O 
----~ 2L4MCH3 

CH 3Li 
---·--·-.. - ..... "! 

-2L8 
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C. Catalytic Reactions of Coordinated Nitric Oxide 

Two principal industrial reactions involving nitration are: 

(a) the formation of acrylonitrileCH2 ==CH-CN), 

(b) and the formation of adiponitrile (NC(CH2) 4CN). 

The two reactions are not unrelated since the hydrodimerization of 

acrylonitrile yields adiponitrile: 

catalyst 
2CH2 =CH-CN + H2 - - - ---- ) NC-(CH2) 4-CN 

Many processes that facilitate this dimerization are known and a host of 

publications relate to it (for a review see ref. 86). However, yields do 

not now exceed 50%. Improvements have been suggested largely based 

on alterations of the starting material. 86 Transition metal nitrosyls 

may offer a more attractive solution. 

Systematic design of catalytic reactions must be based 

extensively on analogy based on known catalytic systems and known 

chemistry. A systematic design will ordinarily be successful only in 

the case of homogeneous reactions. Often the best that can be done is 

to suggest a direction for an investigation to take. That is the intent 

of this proposition. 

Table 6 outlines some of the important catalytic chemistry of 

transition metal nitrosyl complexes. A thoughtful reader will note how 

closely the data in this table parallel that assembled by Smidt et al. for 

their systematic development of the Wacker reaction. 85 These data 

are suggestive of a process for the formation of dinitriles. A flow 
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Table 6 

Chemistry of Transition Metal Nitrosyls 

Pertinent to Catalytic Discussions 

(1) Nitric oxide will convert methyl groups to nitriles over silver 
108 catalyst. 

(2) Mixtures of alkanes and nitric oxide will photolytically yield 

•t .l 92,93 n1r1es. 

(3) Nitric oxide will convert alkenes to nitriles over a catalys of Bi20 3 , 

Nb205, Ti02, P 20 5 , or NiO. 
95 

(4) NO reacts with propylene to form ethylnitrile. 96 

. 96 
(5) NO reacts with ethylene to form C 2H 4NO. 

(6) Alkynes can be nitrated with nitric oxide.94 

(7) Stable 7T-allyl complexes of iron nitrosyl carbonyls reported. 87 ' 88 

(8) Dienes can be converted to olefines over dicarbonyldinitrosyliron 

or dicarbonyldinitrosylcobalt. 97 

(9) 1rCpNiNO with Et~lCl will polymerize 1, 4-cis-polybutadiene in 

82% yield . 89 

(10) 1rCpNiNO with Et2AlCl will polyme rize, dimerize, or copolymerize 

c2 to c 15 olefins in high yield. 90, 91 

(11) Reversible disproportionation of olefins over Mo or W nitrosyl 
104 complexes has been reported . 
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Figure 1 

Catalytic Formation of Dinitriles 

--- ··-- ·-- I 
catalytic 
nitration 
process 

___ . .." I 
regeneration ... - NO 
of catalyst 

·--'> 

rearrangement 

CH3 
I 

NC-CH2C ~CH2CN 
I 

CH 3 

CH 3 
I 

NCCH2CH-CHCH2CN 
I 
CH 3 

to CH 3-CH=CH-C= N 

\ 
catalytic dimerization 

process 

\ 

hydrogenation 

~ 
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diagr a m of the potential process is illustrated in Figure 1. In the 

figure 1, 4-butadiene is converted to 1, 6-dinitrilohexane, but one 

might speculate that a very analogous process might be formulated for 

the nitrilo-dimerization of allene. The data in Table 6 cannot be 

interpreted to conclusively support this, though. 

The first step of the process is the formation of an olefinic 

nitrile . The data from points 3, 4, 5, and of Table 6 certainly show 

this is possible. These data apply to inhomogeneous reactions. The 

experience of the Wacker reaction suggests that these reactions might 

be extended to homogene ous systems. The NiO catalyst is especially 

encouraging in this regard (see below). One would expect the nitration 

of a diene to be more efficient that nitration of an olefin. The 

en gine ering aspects of any process could then be adjusted to restrict 

formation of the dinitrile (N=:C(CH2)C= N). Point 7 of Table 6 indicates 

that the choice of catalyst will be restricted by the stability of its 

dienyl complexes. Such stable complexes would, naturally, retard the 

reaction rate. Chemical intuition suggests that formation of weakly 

stable complexes of this type may be intimately involved in the nitra tion 

mechanism. Consequently, the catalyst must not be totally devoid of 

this type of coordinative ability. The catalyst is further r e stricted by 

point 9 which indicates that polymerization is a distinct possibility. 

Point 10, however, indicates that the conditions of reaction may be used 

to control this undesirable side reaction. 
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Figure 2 

Wacker Process : 

2-
PdCl1. 

0 
Pd + H+ + 2Cl-

O , 
+ CH3CH 

0 2 2 -
····----------, PdCl4 
CuCl2 

"Oxo " Process 

HCo(I)(C04 ) ,=:~ HCO(I)C03 + CO 

co 
- -·--·---') 

RCH/-:- CH2 C () ) / --->R H2CH2Co I CO 3 --- -!> 

HCo(C0)3 

0 
II 

·- -·----- .., RCH2CH2Co(I)(C0) 4 ---r RCH2CH2CCo(I)(C0)
3 

0 

RCH2CH2CH + HCo(I) (C0) 3 

-CO 1 ~CO 
HCo(I)C0)4 

---) 
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In the case of butadiene, the possibility of rearrangement of the 

olefinic nitrile to form a more conjugated double bond must be 

considered. Therefore in Figure 1 both possible products are carried 

through the remainder of the process. In the case of higher 

homologs of butadiene this would not be a consideration. 

The second step of the process is the dimerization of the 

olefinic nitriles. Data from points 9 and 10 show that this may be by 

far the easiest part of the process. In fact by itself point 10 may be 

a more important reaction than now realized, since it will relieve the 

objections to the current acrylonitrile dimerization processes mentioned 

above. Point 11 at first appears to warn of a possible undesirable side 

reaction to the dimerization process. However, on reflection and the 

application of the principle of microscopic reversibility one sees that 

it is further evidence of the ease of the dimerization process. It also 

greatly expands the choice of catalysts. 

Finally the olefin products are hydrogenated--a simple process 

deserving of no further comment. 

A successful process would combine all three parts of this 

process in a single step. Here lies tremendous difficulty. The rate of 

hydrogenation of even moderately separated diolefins will exceed the 

rate for monolefins. Ole must inhibit the rate of nitration of the 

olefin products while maintaining the olefin complex with the catalyst 

for hydrogenation. Many other potentially di.sasterous side reactions 
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can readily be seen by the reader. Thought experiments without a 

far greater body of hard data cannot provide a resolution of these 

difficulties. 

The choice of the catalyst is impossible to make a priori. 

The data from Table 6 suggest that that nickel, iron, or cobalt nitrosyls 

might make efficient catalyst. However, each has its failings. 

The table intimates that second and third row transition metal nitrosyls 

merit closer scrutiny than they have so far received. Non-transition 

elements and silver have been successful heterogeneous ca.talysts. 

Unfortunately, nitrosyl complexes of these elements have been ignored 

in the past and it is not possible to evaluate their effectiveness in 

homogeneous systems. Hydrido nitrosyl complexes such as 

Ru(NO)H(PPh3) 3
9? Ir(NO)H(PPh3) 3 , lOO or Os(NO)H(PPh2Me) 3lOl may 

be potential catalysts which would also facilitate the hydrogenation 

reaction. 

The process as described above involves the nitration of a 

di-olefin in direct analogy to the oxidation of an olefin by the Wacker 

reaction (Figure 2). Di-olefins are expensive to make. A more 

desirable reaction would be based on the formation of acrlonitrile by 

adding the nitrilo group to ethylene or acetylene, in direct analogy 

to the "oxo" process (Figure 2). Point 6 from Table 6 intimates that 

such a process is possible, but current data are not conclusive. Such 

a possibility would certainly be worth contemplation in any attempt to 

catalytically form dinitriles. 
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Table 7 

other Reactions of Nitric Oxide that 

May Yield Catalytic Processes 

(1) NO reacts with cyclohexadienes to form benzene and N20. Rate 

d t . . t . t xt ti 105 e ermmmg s ep lS pro on e rae on. 

(2) NO adds to a methylstilbene. 106 

107 (3) NO adds to C2 F4 • 

(4) NO catalyzes reaction between F4N2 and olefins. 109 

(5) NO increases selectivity of halogenation of partially halogenated 

carbon. 112 

(6) NO accelerates chlorination of Ge02 and Se02 • 
113 

(7) NO catalyzes oxidation of naphthalenes over Se. 
115 

(8) Extensive reactivity of nitric ox ide to produce free radicals12- 31 

suggest nitrosyls may form excellent polymerization initiators. 
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Some other reactions of nitrosyl complexes and nitric oxide 

which might spawn catalytic systems are listed in Table 7. 
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