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ABSTRACT 

Techniques are developed for estimating activity profiles in 

fixed bed reactors and catalyst deactivation parameters from operating 

reactor data. These techniques are applicable, in general, to most in­

dustrial catalytic processes. The catalytic reforming of naphthas is 

taken as a broad example to illustrate the estimation schemes and to 

signify the physical meaning of the kinetic parameters of the estimation 

equations. The work is described in two parts. Part I deals with the 

modeling of kinetic rate expressions and the derivation of the working 

equations for estimation. Part II concentrates on developing various 

estimation techniques. 

Part I: The reactions used to describe naphtha reforming are 

dehydrogenation and dehydroisomerization of cycloparaffins; isomeriza­

tion, dehydrocyclization and hydrocracking of paraffins; and the 

catalyst deactivation reactions, namely coking on alumina sites and 

sintering of platinum crystallites. The rate expressions for the above 

reactions are formulated, and the effects of transport limitations on 

the overall reaction rates are discussed in the appendices. Moreover, 

various types of interaction between the metallic and acidic active 

centers of reforming catalysts are discussed as characterizing the dif­

ferent types of reforming reactions. 

Part II: In catalytic reactor operation, the activity dis-

tribution along the reactor determines the kinetics of the main reaction 

and is needed for predicting the effect of changes in the feed state and 

the operating conditions on the reactor output. In the case of a 
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monofunctional catalyst and of bifunctional catalysts in limiting con­

ditions, the cumulative activity is sufficient for predicting steady 

reactor output. The estimation of this cumulative activity can be car­

ried out easily from measurements at the reactor exit. For a general 

bifunctional catalytic system, the detailed activity distribution is 

needed for describing the reactor operation, and some approximation 

must be made to obtain practicable estimation schemes. This is 

accomplished by parametrization techniques using measurements at a few 

points along the reactor. Such parametrization techniques are illus­

trated numerically with a simplified model of naphtha reforming. 

To determine long term catalyst utilization and regeneration 

policies, it is necessary to estimate catalyst deactivation parameters 

from the current operating data. For a first order deactivation model 

with a monofunctional catalyst or with a bifunctional catalyst in 

special limiting circumstances, analytical techniques are presented to 

transform the partial differential equations to ordinary differential 

equations which admit more feasible estimation schemes. Numerical 

examples include the catalytic oxidation of butene to butadiene and a 

simplified model of naphtha reforming. For a general bifunctional 

system or in the case of a monofunctional catalyst subject to general 

power law deactivation, the estimation can only be accomplished 

approximately. The basic feature of an appropriate estimation scheme 

involves approximating the activity profile by certain polynomials and 

then estimating the deactivation parameters from the integrated form 

of the deactivation equation by regression techniques. Different 

bifunctional systems must be treated by different estimation algorithms, 
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which are illustrated by several cases of naphtha reforming with dif­

ferent feed or catalyst composition. 
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1. INTRODUCTION 

Catalysts lower the activation energy barrier of a reaction 

without any effect on the overall free energy change of the reaction. 

As a result, under given operating conditions, they usually serve the 

purpose of promoting reactions which otherwise are slow, or do not 

proceed at all. The catalyst can also influence product distribution 

and, in some cases, slow down certain undesired reactions. Thus, the 

objective of utilizing catalysts in a chemical process is both to 

increase the yield and to enhance the selectivity. 

Catalyst deactivation has been the subject of many recent 

investigations. Primary interest has been focussed on the determina­

tion of optimal operating and regenerating policies, e.g., references 

[1,2,3,4,5). Such optimization studies are open loop in the sense that 

they predict the catalyst activity distribution along the reactor on 

the basis of an a priori deactivation model. The optimal policies 

derived in this manner are usually subject to errors due to the varia­

tions in the deactivation parameters as a result of changes in 

deactivation conditions. To provide a closed loop feedback of the 

information about catalytic behavior of the system, it is essential to 

estimate the catalyst activity distribution directly from the operating 

data. Based upon the estimated activity profile, operating conditions 

can be adjusted appropriately and the deactivation model can be 

updated periodically. Prompted by these considerations, the present 

work is concerned particularly with the estimation of catalyst activity 

profiles and deactivation parameters from current operating measurements. 
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On the other hand, the scheme for optimizing the operating and 

regenerating policies of a catalytic reactor may be of steady state 

or of dynamic nature. Steady state optimization seeks to adjust the 

operating conditions in accordance with the current distribution of 

catalyst activity without considering a deactivation model. There­

fore, the estj_mation of catalyst activity profiles is required for 

short term optimization of catalytic reactor operations. Appropriate 

estimation schemes are presented in Chapter 6 and by Gavalas et al. 

[6]. A dynamic optimization takes into consideration both operating 

conditions and deactivation, and thus requires a deactivation model. 

An appropriate kinetic model of deactivation would be a differential 

equation describing the change in catalyst activity in terms of the 

local activity, temperature, and concentrations. Based upon this 

deactivation model and the conservation equations of mass and energy, 

a dynamic optimization can be carried out to determine catalyst 

utilization and regeneration policies. To carry out long term system 

optimization, it is thus essential to estimate the kinetic parameters 

of the catalyst deactivation model. The proposed estimation schemes 

for monofunctional and bifunctional catalysts are discussed in Chapter 

7 and Chapter 8, respectively, and by Gavalas et al. [7]. 

The estimation techniques presented in this work are all based 

on operating reactor data, which are available in reality as thermo­

couple recording of temperature and gas chromatographic analysis of 

concentrations at the reactor exit or at several points along the 

reactor. These measured states are coupled with the catalyst activity 

through the conservation equations. Estimates of activity profiles 
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and deactivation parameters can thus be obtained by minimizing the 

error between predicted and measured operating data. For a bifunctional 

catalytic system, the determination of operating and regenerating 

policies generally requires the knowledge of the detailed activity 

profiles for which observations at an infinite number of positions 

along the reactor would be required in principle. However, in reality, 

only a limited number of temperature and concentration measurements are 

available. Therefore, approximation must be used to obtain practicable 

estimation schemes with a reasonable amount of operating data. 

As will be described in the text, the plug flow equations of fixed 

bed reactors consist of a set of quasi-linear hyperbolic partial differ­

ential equations. Several studies have been made for parameter estimation 

in partial differential equations, e.g., Seinfeld et al. [8,9.10], Pell 

and Aris [11]). However, for systems of partial differential equations 

such as those encountered in this study and for more than one parameter, 

the computational requirements of implementing an estimation algorithm 

become prohibitive. Therefore, alternative estimation methods which uti­

lize special features of the pertinent partial differential equations 

must be sought. For the special cases where the declining catalyst acti­

vity is uniform along the fixed bed, the estimation of deactivation 

parameters has been discussed by Gavalas and Seinfeld [12]. The present 

work extends their study to the generalized cases of position-dependent 

catalyst deactivation and of bifunctional catalysts. For monofunc-

tional catalytic systems, analytical techniques are presented to 

transform the partial differential equations to ordinary 
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differential equations which admit more feasible estimation schemes. 

For certain limiting cases of bifunctional catalytic systems, the 

transformation with the help of approximations may still be possible. 

However, in general, a transformation cannot be carried out for a 

bifunctional catalyst. Estimation of deactivation parameters in this 

case is accomplished through approximating the activity profile with 

certain polynomials and then estimating the deactivation parameters 

from the integrated form of the deactivation equation by regression 

techniques. The estimation techniques used in ordinary differential 

equations are not discussed in this work as they constitute a well­

studied topic in the literature. The essential and novel aspects of 

Part II are: the reduction of the parameter estimation for fixed bed 

reactors, described by partial differential equations, to one involving 

ordinary differential equations and the delineation of approximations 

and types of measurement required in each class of problems. 

In order to carry out the above estimation, a set of system 

equations is always necessary. To describe the estimation schemes con­

sistently and effectively it is desirable to deal with a concrete 

catalytic process, and preferably a real industrial process. This 

process should contain more than one catalytic deactivation phenomenon 

and include several individual reactions to be of sufficiently broad 

scope. On the other hand, the process should be approximately des­

cribed by relatively simple kinetic models so that the estimation tech­

niques can be demonstrated clearly. The catalytic reforming of naphtha 

is chosen in this study as it possesses the above desirable properties. 

However, it should be kept in mind that the proposed estimation schemes 
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are applicable to most other catalytic processes. 

One of the important refinery processes for the production of 

high-octane gasoline is naphtha reforming, which employs metallic­

acidic bifunctional catalysts. In order to derive the system equations 

for naphtha reforming, the modeling of the pertinent reaction rates 

and the derivation of catalyst deactivation equations have to be per­

formed first. Therefore, Part I of this work deals with the kinetic 

modeling of catalytic naphtha reforming and two catalyst deactivating 

mechanisms, namely coking on alumina active centers and sintering of 

platinum particles. Moreover, a fundamental basis for general 

catalytic rate expressions is discussed qualitatively in the beginning 

of Part I to provide a consistent background for the derivations. The 

effect of transport limitations on the overal l reaction rates is dis­

cussed in the appendices. 

For the convenience of readers, this work is presented in two 

parts which are complete in themselves and may be referred to indepen­

dently. Nevertheless, an understanding of the modeling described in 

Part I is important for the application of the proposed estimation 

schemes to other processes, and consequently a complete readi ng of both 

parts is strongly recommended. 
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PART I 

MODELING OF CATALYTIC NAPHTHA REFORMING PROCESSES 
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2. BASIS OF KINETIC EXPRESSIONS FOR CATALYTIC REACTIONS 

Description of Catalytic Kinetics of the Main Reactions in Terms of 

Active Site Densities 

Despite various arguments concerning the nature of catalyst 

activity in terms of surface imperfections and geometric and electronic 

factors [13,14,15,16,17,18), the assumption of active sites as a repre-

sentation of catalyst activity is a working one in catalysis. In 

general, the active sites of a catalyst include sites that are either 

unoccupied or are reversibly occupied by reactants, products, inter-

mediates, or poisons. 

A catalyst may contain sites of different types or strengths, 

characterized by different kinetic parameters. The density of active 

sites of ith type or ith strength will be denoted by si , its asso­

ciated vector of kinetic parameters by pi . In general, the intrinsic 

rate of a heterogeneous catalytic reaction has a form 

r' = f(s,p,x) 

where x is a state variable vector whose components are 

concentrations and temperature, i.e., x = (c
1

,···,cN,T) 

s is a vector of the densities of active sites of different 
strengths or types 

(2 .1) 

p is a compound vector whose components are 
parameter vectors 

p. , the kinetic 
l. 

Consider monofunctional catalysts first. The intrins ic reaction 

rate due to active sites of kinetic parameter vector is propor-

t.lonal to the density of active sites of that kind, under the 
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following assumption, according to Gavalas [19]: 

There is no interaction between species adsorbed on 

neighboring sites. This requires that no elementary step 

involves more than one site and that the kinetic param-

eters do not depend on surface coverage. 

Therefore, the overall rate of an intrinsic reaction is the summation 

over all sites of different strengths 

k 
r' = l sjfj(pJ.,x) 

j=l 
(2.2) 

Assuming that the surface is uniform or more generally that the rela-

tive densities of sites of different strengths do not depend on the 

extent of deactivation, expression (2.2) can be simplified to 

r' = sf(p,x) (2.3) 

Now for a uniform polyfunctional catalyst of n different types, 

the intrinsic reaction is catalyzed by a portion or all of n types 

as 

r' = f (s · · · s · p • • • p ·x) l' ' m' l' ' m' m~n (2.4) 

Note that a uniform bifunctional catalyst could have more than two 

types of active sites. Again, for a uniform surface with no interac-

tion between1neighboring occupied sites, the factorization of site den-

sities is justified and 

m 
r' = l 

i=l 
s. f. ( p. , x) 

l. l. l. 
m < n (2.5) 
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The equations describing a chemical reactor are formulated in 

terms of global pseudo-homogeneous rates. In the absence of transport 

limitations the global rate is proportional to the intrinsic rate. In 

the presence of transport limitations the separability of s no longer 

holds, and one must consider the distribution of site density inside 

the catalyst pellet. Under certain limiting conditions (see [6]) the 

following modified separable form for the global reaction rate is 

justified 

-r = ¢(s) f(p,x) (2.6) 

Throughout the main chapters of this work, the following three 

assumptions are adopted in expressing the overall reaction rates: 

(i) The reaction is rate determining. 

(ii) The surface is uniform. Non-uniform surfaces often 

behave as uniform, as reported by Halsey [20) and 

Boudart [21) so that this assumption may often be 

quite good. 

(iii) There is no interaction between species adsorbed on 

neighboring sites. 

As far as the concentration dependence in a catalytic rate 

expression is concerned, the reaction rate can usually be expressed as 

a product of powers of the concentrations. The Langmuir-Hinshelwood 

type equations describing the kinetics of heterogeneous catalytic reac-

tions are not separable with respect to the concentration terms. 

However, as observed by Weller (22) and Kabel (23), many such re1.1cttons 

can be reasonably well represented by the simpler power express ions. 

Indeed, they found that in some cases the power model gave a better fit 
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of the data than the Langmuir-Hinshelwood model. Theoretical justifi-

cation for these findings was given in the work of Kwan [24], Ozaki, 

Taylor and Boudart [25], and Temkin and Pyzhev [26]. 

General Description of Catalyst Deactivation 

The mechanisms contributing toward catalyst deactivation are 

coking, sintering, retardation, sublimation, and poisoning, where t he 

poison may be the result of feed impurities, reaction products, or 

reaction intermediates. As far as a single active site is concerned, 

the deactivation taking place by combination with a deactivating 

species may occur either instantaneously or gradually. Moreover, 

there are two possible types of instantaneous deactivation. The active 

site of one type loses its activity completely as a whole, while t hat 

of the other reduces its activity only partially to a lower value. In 

this work the former case of abrupt deactivation is considered for 

simplicity. Most of the models of catalyst deactivation available in 

the literature are also limited to this type of instantaneous l oss of 

activity. On the other hand, the deactivation by gradual loss of 

activity, which may be characterized by a continuous change of kinet i c 

parameters in the deactivation model, is too complicated for t he pur-

poses of analysis. 

In general, the rate of catalyst decay depends on the catalyst 

and fluid conditions in a nonlinear fashion 

ds 
dt g(s,q,x) (2. 7) 

wher e q is a vector whose components are the deactivat i on parame t ers. 

He r e and thr oughout the r est of this work sur face uniformi t y is 
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assumed for simplicity. An additional assumption required for simpli-

fication of the general expression (2.7) is that each site deactivates 

independently of its neighbors. 

Wojciechowski [27,28] first proposed a simple adsorption con-

trolled deactivation 

ds 
dt k~ 

rn (2.8) 

A more general separable model was proposed by Szepe and Levenspiel 

[29,30] to describe many cases of catalyst deactivation 

where 

(2.9) 

(2.10) 

m , a non-negative constant, is called the deactivation order 

Ed is called the activation energy for catalyst decay so 

that the vector of deactivation parameters q consists 

of kd, m, Ed • 

In this work a more complex deactivation model which includes a concen-

tration dependent term is used 

ds 
dt 

where ~(x) is usually in its simplest form, a power function. 

(2.11) 
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3. NATURE OF BIFUNCTIONAL CATALYSTS AND CATALYTIC 

REACTIONS IN NAPHTHA REFORMING 

Literature Review of Bifunctional Catalytic Reforming Reactions 

Excellent reviews of both the theoretical and practical aspects 

of bifunctional catalysis have been given by Ciapetta et al. [31], 

Weisz [32], Haensel [33], Sinfelt [34], and Thomson and Webb [35]. 

While other examples of bifunctional catalysis are known [36], the 

application in catalytic reforming is by far the best known and the 

one in which most research work has been done. Recently an updated 

review of the chemistry involved in catalytic reforming was presented 

by Pollitzer and co-workers [37]. A valuable description of industrial 

naphtha reforming processes and p~oven catalysts was given by Thomas 

[38]. 

Sinfelt et al. [39] and Lyster et al. [40] have investigated 

independently the kinetics and mechanism of n-pentane isomerization 

over a platinum reforming catalyst. Sinfelt and co-workers [41,42] 

also carried out studies on the role of dehydrogenation activity in 

the isomerization and dehydrocyclization of hydrocarbons. Nix and 

Weisz [43] studied the hydrocarbon reaction path with dual functional 

catalyst component mixtures. The dehydrogenation of cycloparaffins 

has been studied by several workers. Among them, Jenkins and Thomas 

[44], Ross and Valentine [45] looked into the kinetics, Graham et al. 

[46] set up a transport controlled model, and Hawthorn et al. [47] 

presented a mathematical model for packed bed r eactors. The kinetics 

of catalytic dehydrocyclization of n-paraffins has been investigated 
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by Davis and Venuto [48) over "nonacidic" supported platinum catalysts, 

while Rohrer and co-workers [49) carried out a study over regular 

platinum reforming catalysts. The article by Langlois and Sullivan 

[50) serves as a good review for the chemistry of catalytic hydro­

cracking of hydrocarbons over various catalysts. The kinetics of 

n-heptane hydrocracking were discussed by Myers and Munns [51). 

Industrial reports on the reactions involved in catalytic 

reforming have been given by several workers. Hettinger et al. [52) 

discussed thoroughly the effects of certain catalyst properties and 

poisons in the reforming reactions, Donaldson et al. [53) studied the 

dehydrocyclization in reforming, Heinemann et al. [54) examined the 

reforming of hydrocracked naphthas, Beyler et al. [55) investigated 

the aromatization in reforming, and a review on the overall reforming 

reactions was given by Hatch [56). Flow charts and some economic or 

technical data on industrial reforming processes appeared in 

Hydrocarbon Processing [57,58,59,60,61). Information on the thermo­

dynamic properties of hydrocarbons can be obtained from Rossini et al. 

[62]. 

Description of Bifunctional Reforming Catalysts 

The bifunctional catalysts consist of a metallic hydrogenation­

dehydrogenation component, for example platinum, palladium, or nickel, 

supported on an oxide acidic component such as alumina or silica­

alumina. The catalysts frequently contain a small amount of halogens, 

such as chlorine or fluorine which serve as effective promoters for 

acid-catalyzed reactions. However, in this work, only pure platinum 

on alumina catalyst is considered for simplicity. 
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The amount of platinum present is commonly within the range of 

0.3 to 1.0 wt. % in the form of fine dispersion on an acidic alumina 

( y or 11 ) The aluminas connnonly used have surface areas in the 

range of 150 to 300 m2/gm, corresponding to average pore radii of 60 

to 30 angstroms. The reforming catalysts used commercially are in the 

form of cylindrical pellets about 1/16 x 1/8 inch in size. One common 

method of preparing such a catalyst involves impregnation of alumina 

with chloroplatinic acid, followed by calcination in air at tempera­

tures in the range 550 to 600°C. 

The degree of platinum dispersion in reforming catalysts must be 

large, for on freshly prepared catalysts, hydrogen chemisorption is 

extensive; it amounts to about one hydrogen atom per platinum atom 

[63). Thus if the platinum is in crystallite form, it must have a 

crystal size of about 10 angstroms. 

The alumina support has been shown to be acidic in nature. An 

acid is defined as a species capable of accepting electron pairs (Lewis 

acid definition) or as one capable of donating protons (Br~nsted acid 

definition). The solid state structure of alumina is reminiscent of 

organic polymers in the sense that one or more characteristic groups 

(e.g., an alumina atom coordinated with four or six oxygen atoms) are 

linked and repeated in two-dimensional or three-dimensional networks. 

Description of Catalytic Reforming Reactions 

Some of the typical reforming reactions catalyzed by platinum 

on alumina catalysts, along with specific examples of each are listed 

below: 
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(i) Dehydrogenation of cycloparaffins to aromatics 

Methylcyclohexane > Toluene + 3H2 

Cyclohexane > Benzene + 3H2 

(ii) Dehydroisomerization of alkylcycloparaffins to aromatics 

Methylcyclopentane --> Benzene + 3H2 

(iii) Isomerization of alkylcycloparaffins to cycloparaffins 

Methylcyclopentane --> Cyclohexane 

(iv) Isomerization of n-paraffins to branched paraffins 

n-heptane ---> iso-heptane 

n-hexane > iso-hexane 

(v) Dehydrocyclization of paraffins to aromatics 

n-heptane toluene + 4H2 

N-hexane > benzene + 4H2 

(vi) Hydrocracking to low molecular weight paraffins 

n-heptane + H
2 
--> butane + propane 

n-hexane + H
2 

--> 2 propane 

Of all the reactions taking place in catalytic reforming, the dehydro­

genation of cycloparaffins to aromatics occurs by far the most readily. 

Isomerization reactions also occur readily, but not nearly as fast as 

dehydrogenation of cycloparaffins. The reactions of dehydrocycliza­

tion and hydrocracking, generally occur at much lower rates. The 

improvement of the octane number in commercial gasoline arises from 
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the formation of aromatics, and to a lesser extent from isomerization 

of straight-to-branched chains and cracking of high molecular weight 

fractions. 

General Aspects of Reaction Mechanisms 

Ciapetta [31) observed that olefins were isomerized over 

nickel-silica-alumina catalysts at appreciably lower temperatures than 

were the corresponding saturated hydrocarbons and suggested that ole-

fins were intermediates in the reaction. Sinfelt et al. (39) and 

Weisz (32) confirmed experimentally the existence of olefin intermedi-

ates via gas phase in trace concentrations corresponding to equilibrium. 

Ciapetta [31) also suggested that the rearrangement of the car­

bon skeleton took place via a carbonium ion mechanism. A carbonium ion 

refers to a hydrocarbon carrying a positive charge on one of its carbon 

atoms. The formation of carbonium ions from neutral olefins requires 

the availability of protons, or other carbonium ions. 

The mechanisms involved in the reactions of a complex reforming 

process can be classified into the following four categories, according 

to how the two catalytic functions of catalyst are utilized: 

(i) Dehydrogenation of cycloparaffin to aromatics requires 

the dehydrogenation metal function only. 

(ii) Hydrocracking can take place either on platinum sites 

or on acidic sites (51), once the olefin intermediates 

are formed. 

(iii) Isomerization of saturated hydrocarbons proceeds via a 

succession of steps between the two functions. It 

involves dehydrogenation to an olefin on platinum sites, 

followed by desorption and subsequent diffusion through 
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the gas phase to acidic sites, where the isomerization 

step takes place, then the isomerized olefin can diffuse 

through the gas phase to a platinum site, where it 

undergoes hydrogenation to form the final product. 

(iv) Dehydrocyclization takes place only on bifunctional 

catalysts where sites of the two functions exist in 

close proximity [64]. It proceeds via formation of an 

olefin, followed by migration to an acidic site by sur­

face diffusion or interaction with an acidic site in 

very close proximity to the platinum [65], and then 

cyclization takes place on acidic centers. The reaction 

is completed with conversion to benzene via gas phase 

intermediates and dehydrogenation on metal sites. 

Interrelation of Metal and Acidic Centers 

Generally speaking, platinum sites and acidic sites act indepen­

dently. Weisz and Swegler [66] and Hindin [67] have shown that mechani-

cal mixtures in which the dehydrogenation and acidic functions were 

present on separate particles were active for isomerization or dehydro­

isomerization of saturated hydrocarbons, provided the catalyst particles 

were small enough. The independence of two functional sites means that 

the reactions catalyzed can proceed via gas phase intermediates, which 

diffuse from one type of site to the other. 

The dehydrocyclization reaction does not proceed via gas phase 

intermediates. According to the description in the last section, it 

involves a surface migration step from a metal site to a neighboring 

acidic site. The occurrence of dehydrocyclization thus requires the 

presence of a platinum-acid co-site, or complex. The density of this 

postulated co-site should in principle depend upon the detailed site 
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distributions of both functions, the geometric structure of the catalyst, 

the surface diffusion mechanism, and the mobility of an adsorbed species 

on a heterogeneous surface. However, due to the lack of information for 

the above items, in this work the platinum-alumina co-site density is 

approximated by the product of platinum and alumina site densities. 

This co-site acts as a third type of catalytic site in addition to the 

platinum and alumina sites. Therefore, a bifunctional catalyst may 

indeed involve more than two types of catalytic sites. 

Thermodynamic Considerations 

The thermodynamics of the more important reactions in naphtha 

reforming can be discussed conveniently by referring to the equilibria 

involved in the various interconversions among the existing hydrocar­

bons. Some thermodynamic equilibrium constants and heats of reaction 

at 500°C are given in Table 1. The equilibrium between methylcyclo­

pentane and cyclohexane favors the former, indicating that the five­

membered ring structure is more stable than the six-membered ring. In 

the case of the equilibria between n-hexane and methylpentanes, it can 

be seen that the 2-methylpentane is the favored isomer over 

3-methylpentane. On the other hand, a strong kinetic barrier resists 

the transformation of a singly branched to doubly branched isomer (31], 

which prevents the further isomerization to dimethylparaffins. The 

equilibria of isomerization reactions are much less temperature sensi­

tive than those of dehydrogenation reactions, since the heats of 

reaction are quite small. 

The dehydrogenation and dehydrocyclization to aromatics is seen 

to be strongly endothermic, so that increasing temperature has a marked 
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TABLE 1 

THERMODYNAMIC DATA FOR TYPICAL REFORMING REACTIONS* 

llH 
Reaction K at 500°c K cal/gmole 

Cyclohexane ~~> benzene + 3H2 
6 x 105 52.8 

Methylcyclohexane ~~> toluene + 3H2 2 x 106 
~53 

Methylcyclopentane ~~> cyclohexane 0.086 -3.8 

n-Hexane ~~> benzene + 4H2 
0.78 x 105 63.6 

n-Hexane ~~> 2-methylpentane 1.1 -1. 4 

n-Hexane ~~> 3-methylpentane 0.76 -1.1 

n-Pentane ~~> iso-pentane 2.0 -1. 8 

n-Hexane ~~> 1-hexene + H2 0.037 31.0 

* Data from Rossini et al. [62] 
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effect on improving the extent of conversion. Hydrogen partial pres­

sure obviously has a marked effect on the extent of formation of 

aromatics too, and from the viewpoint of equilibrium alone, it is 

advantageous to operate at as high a temperature and as low a hydrogen 

partial pressure as possible to maximize the yield of aromatics. How­

ever, catalyst deactivation due to formation of carbonaceous residues 

on the surface and catalyst thermal damage due to high temperature or 

hot spots impose a practical lower limit on the hydrogen partial pres­

sure and an upper limit on the operating temperature. 

The dehydrogenation of paraffins to olefins, which occurs only 

to a small extent, is of importance from the viewpoint of the reaction 

path. The thermodynamics of olefin formation can play an important 

role in determining the rates of these reactions which proceed via 

olefin intermediates, since it sets an upper limit on the attainable 

concentration of olefins. 

Characterization of the Overall Reaction Schemes 

The overall reaction schemes for c
7 

and c
6 

hydrocarbons are pre­

sented schematically in Figures 1 and 2. The type of active sites 

which catalyzes each individual reaction is indicated, along with the 

corresponding rate constant. 

site density of platinum and 

Here s 1 stands for the dimensionless 

stands for that of alumina. 
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n-c7 

Fig. 1. Reaction Mechanism in the Reforming of c7 Hydrocarbons 

Fig. 2. Reaction Mechanism in the Reforming of c
6 

Hydrocarbons 
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4. CATALYST DEACTIVATION IN NAPHTHA REFORMING 

Literature Review of Catalyst Deactivation 

Because of its great importance, the deactivation of catalyst 

pellets in fixed bed reactors has been studied widely both experimen-

tally and theoretically. Many models have been proposed to describe 

the phenomena of catalyst deactivation. The early approaches tended to 

concentrate on empirical correlations and these are still favored as 

first approximations in industrial work. Wheeler [68] has proposed an 

important model of catalyst deactivation based on the increase in dif­

fusional resistance as deposits accumulate in catalyst pores. A second 

important approach is that of Froment and Bischoff [69] who have devel­

oped a model based on the amount of coke deposited on the catalyst due 

to reaction. The third and best known model describes catalyst 

deactivation by competitive adsorption of reactant and poison molecules 

on active sites. The theory of Langmuir-Hinshelwood type of poison 

adsorption was fully described by Laidler [70], and its mechanism and 

kinetics were recently studied by Tan [71] and Forni et al. [72]. 

Chu [73] has also used a Langmuir-Hinshelwood kinetic model to study 

the effect of adsorption on three types of catalyst fouling, i.e., 

series, parallel, and independent. 

Wheeler (74] extended Thiele's work [75] on pore diffusion to in­

clude nonuniform poisoning in the Langmuir-Hinshelwood model, and dis­

cussed the effects of catalyst poisoning on reaction rates. He distin­

guished between those cases in which activity was linearly related to the 

fraction of active sites or surf ace poisoned and those in which poisoning 

of a small fraction of sites resulted in a large decrease in activity. 
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These two situations were termed nonselective and selective poisoning, 

respectively. Recently Carberry and co-workers [76,77] have used the 

"shell-progressive rate mechanism" to describe the deactivation charac­

teristics of pore-mouth poisoned catalysts. This approach showed the 

time-dependent effect of pore-mouth poisoning on the activity of 

catalysts. The effects of the "pore-mouth poisoning" on the overall 

reaction rate and catalyst selectivity were discussed by Petersen [78] 

and Sada et al. (79]. An experimental technique has been developed to 

differentiate between uniform poisoning and pre-mouth poisoning for a 

first-order reaction by Balder and Petersen (80]. 

As to the effects of poisoning in fixed bed reactors, Wheeler 

and Rabell [81] recently combined much of the previous theory to des­

cribe activity decline in a fixed bed reactor with poison in the feed. 

Haynes [82] extended their model to include the case of transport 

limitation. Froment and co-workers [83,84] have studied the unsteady 

state behavior of a fixed catalytic reactor by coupling the rate equa­

tion for the formation of the catalyst fouling compound to the material 

balance of the main reaction. The expressions derived by Froment and 

Bischoff were used by Massamune and Smith [85] to evaluate the perform­

ance of a pellet in terms of the effectiveness factor which is a func­

tion of time and Thiele modulus. Using the same procedure as above, 

Sagara et al. (86] extended the study to evaluate the effects of non­

isothermal operation of catalysts on deactivation. Weekman [87] 

studied the dynamics of catalytic cracking in fixed bed, moving bed, 

and fluidized bed reactors. Olson [88] and Kunugita et al. [89] 

evaluated the performance of fixed bed reactors with catalyst fouling. 
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Bischoff [90] obtained a general solution of equations representing 

the catalyst regeneration process in poisoned fixed beds, and Ozawa 

[91,92] applied the Legendre transformation to describe the above 

phenomena. 

Deactivation of the Acidic Component 

It is well known that when hydrocarbons are dehydrogenated over 

an oxide catalyst a hydrogen deficient carbonaceous residue is deposited 

upon the catalyst surface resulting in a decrease in catalyst activity. 

This phenomenon is called coking or fouling. Fouled catalysts muy be 

regenerated by ~urning off the carbonaceous substance, usually with 

air. 

According to Thomas [38] the coke tends to form primarily on the 

acidic alumina. It has been reported (73,83,87] that coking leads to a 

linear decrease of alumina activity with respect to the prevailing 

activity and an exponential decay of activity with respect to catalyst 

on-stream time. Therefore, the following simplest form of first order 

deactivation is adopted for alumina activity: 

(4.1) 

A more general deactivation model should include the role of 

concentration variables. However, just which concentration terms should 

be included is open to question due to the fact that the exact chemical 

constituents of coke and the detailed coking mechanism are still 

unknown. Nevertheless, based on the following limited experimental 

information, a simplified mechanism for coke formation is postulated 
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in this work. 

It is widely accepted that coke is formed via polymerization . 

As suggested by Peri [93), Hall and co-workers [94,95), and Ozaki [96) 

it is possible that coke is a polymeric carbonium ion formed by reac-

tion of an olefin with a Br~nsted acidic site. This theory has been 

recently supported experimentally by Leftin and Hermana [97) and 

Hightower [98). As to the coking precursor, according to Hightower and 

Emmett [99), olefins are by far the most active compounds in forming 

coke. Aromatics appear to be second in coke-forming activity with an 

average magnitude ten times less than that of olefins. They claimed 

that most of the coke appears to be formed not by alkylation of benz ene 

or toluene into condensed polycyclic compounds, but rather by polymer i -

zation of straight olefinic species. 

As an illustration, the following simplified coking mechanism 

is postulated for a system of c7 hydrocarbons: 

(i) Dehydrogenation of n-paraffin to olefin 

s 1k 
a > 

C7Hl6 < C7Hl4 + H2 
s k * 1 a 

(ii) Formation of carbonium ion due to the transfer of a 

proton from acidic site 

(4. 2) 

(4 . 3) 

(iii) Irreversible polymerization of carbonium ion on alumina 

s i te with olefin from gas phas e to f or m coke 
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s
2

k 
c > (4.4) 

where the brackets ref er to species on the surface. The product 

+ [c
14

H
29

J, an unsaturated polymeric carbonium ion deposited on the 

active alumina surface, is a coking substance • Denote the concentra-

Assuming that the linear velocity does not vary along the 

tubular reactor, material balances can be set up under the usual 

assumptions as follows: 

dc
2 u-­

dz 

de 

(4.5) 

u dza = (kac2-k:cac7)sl- (~ca- ~~)s2- kccacbs2 (4.6) 

deb 
u-­

dz 

de 
c u-­

dz 

(4. 7) 

(4.8) 

Here the rate constants ka,k: relate to the thermodynamic equilibrium 

constant of reaction (i), K , by 
a 

where p = 1 atm 
0 

is the standard pressure and pH 
2 

pressure of hydrogen. 

Since around the temperature of interest K a 

e.g., at 600°K K 
a 

-6 :::: O. 45 x 10 , for any reasonable 

(4.9) 

is the partial 

is very small, 
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(4.10) 

Given this relative magnitude of rate constants and the irreversibility 

of step (4.4), steady state approximations on olefin and its corres-

ponding carbonium ion is justified, and thus 

(4.11) 

(4.12) 

If it is assumed that fonnation of the carbonium ion, i.e., step (4.3) 

is rate determining, then 

(4.13) 

The solution of Eqs. (4.11), (4.12) can be simplified upon utilization 

of the inequalities (4.10) and (4.13) as 

where 

c 
a 

k = k k_ I (k*k_*c ) 3 a-o a-o 7 

(4.14) 

(4.15) 

Therefore, the reaction rate of coke formation can be obtained from 

Eq. (4. 8) as 

(4.16) 

where 

(4.17) 

and the deactivation of the alumina site density due to coke formation 

has the form 



where kd2 
is proportional to 
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-k co 

(4.18) 

Based on this deactivation model the coke formation reaction can 

be represented schematically by 

coke (4.19) 

where 

(4.20) 

In this work both the simplest model of Eq. (4.1) and the more 

general one of Eq. (4.18) are used to represent the deactivation of 

alumina due to coking. However, it should be noted that so far only 

the nonselective type of coke formation (i.e., uniform poisoning) has 

been considered. This involves uniform deposition of coke throughout 

the pellet, so that sites at the center of the pellet are exposed to 

the same conditions of coking as those at the surface. This kind of 

poisoning is expected to prevail in the naphtha reforming process, 

because of the low reaction rate of coking. For the more complicated 

pore-mouth poisoning, the rates of the main reactions catalyzed by 

alumina sites should be modified as discussed in Appendix A. 

Deactivation of the Metal Component 

The hydrogenation-dehydrogenation activity of the metal compon-

ent of a bifunctional catalyst relates directly to its adsorptive 

capacity, which is usually characterized by the macroscopic average 

hydrogen-to-platinum atomic r ntio obtained from hydrogen chcmisorption 
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experiments. Since the hydrogen-to-platinum ratio is proportional to 

the specific surface area of platinum (100,101], the platinum activity 

relates directly to its specific area. On this basis, a deactivation 

model for platinum activity can be expressed by the reduction of the 

specific area of platinum. 

As the temperature of the reforming process is high (900~ 950°F) 

and the size of the platinum crystallites is small c~ 10 angstroms 

initially), platinum particles diffuse along the catalyst surface and 

collide with each other. Due to the metallurgic behavior of platinum, 

two colliding particles tend to change the shape of their collision 

boundaries and coalesce together like two liquid drops (102]. This 

phenomenon is called sintering. As a result of sintering, the average 

size of platinum particles grows and the specific surface area 

decreases. 

A large number of studies on sintering phenomena have been 

reported in the literature. They deal primarily with the process of 

coalescence for particles of large size. However, in naphtha reforming 

the size of platinum particles remains small (< 200 angstrom) during 

the period between two successive catalyst regenerations. The process 

of coalescence for particles of such a small size is accomplished 

almost instantaneously compared to that of surface migration, according 

to Hernnannet al. (103] and Duwez [104]. Therefore, the rate deter­

mining process for surface reduction is surface migration. The velocity 

of the surface migration should in principle be determined by the size 

of the particles, the net microforces acting upon them, and the induced 

solid phase viscous drag, for which no exact theory has been available. 
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Therefore, in this work the following empirical platinum deactivation 

model reported by Hermann et al. [105] is adopted: 

(4.21) 

The above equation states that the rate of decrease in platinum 

chemisorptive capacity is second-order with respect to the prevailing 

chemisorptive capacity. It should also be noted that platinum activity 

declines very slowly compared to the acidic activity in naphtha 

reforming. For practical purposes, platinum activity can usually be 

approximated as a constant between two successive catalyst regenerations. 
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5. MODELING OF NAPHTHA REFORMING 

IN FIXED BED REACTORS 

Industrial Significance of Naphtha Reforming Processes 

The oil industry employs extensively catalytic methods, such as 

catalytic cracking, reforming, desulfurization, isomerization, dehydro­

genation, hydrogenation, hydrocracking,and chlorination. Among them 

catalytic cracking of high boiling petroleum fractions and reforming 

of naphthas are the most significant in terms of their economic value 

in the petroleum industry. 

Naphtha reforming is a catalytic process for producing high 

octane gasoline from crude naphthas. It provides a ready and conveni­

ent route to a range of aromatic hydrocarbons from readily available 

and relatively inexpensive starting materials. As the demand for high 

octane number fuels with little or no lead increases, the futur e 

prospects of catalytic reforming are bright and the technology of 

improving reforming processes is urgently needed in the decade ahead. 

Theoretical Significance of Studies of Naphtha Reforming 

The use of bifunctional catalysts in the reforming of petroleum 

naphthas represents one of the most outstanding applications of modern 

heterogeneous catalysis over the past decade. In order to facilitate 

the application of bifunctional catalysts, the principles embodied i n 

bifunctional catalysis have to be understood. For this purpose , t he 

catalytic behavior involved in naphtha reforming, apart from i t s 

intriguing kinetics and mechanisms, has attracted the attent ion of 

chemical engineers as well as catalytic chemists. 
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The catalytic reforming process is carried out in fixed bed 

reactors which can be represented by a set of nonlinear partial dif­

ferential equations. It is the author's belief that this mathematical 

representation and the associated estimation techniques can be ex tended 

to treat a great deal of chemical systems such as the desulfurization 

on Co-Mo catalysts, the oxidation of butene over Bi-Mo catalysts , the 

catalytic oxidation of xylene using v2o5 catalysts, etc . 

Description of the Naphtha Reforming Processes 

Crude naphthas consist mainly of various naphthenes ( i .e., 

cycloparaffins) and paraffins along with some minor amounts o f aromatics 

and olefins. The detailed composition varies quantitatively from on e 

geographical feed source to another. The content of naphthenes 

decreases significantly from Gulf Coast naphthas (~ 60% in vo l ume ) to 

Mid-Continent naphthas (~ 45%), and then to Arkansas naphthas (~ 15%). 

The typical compositions of the three types of naphtha feed stock 

mentioned are listed in Table 2, and the detailed composition of a 

typical Mid-Continent naphtha is described in Table 3. Due to the 

stable chemical nature of aromatics and the presence of olefins in very 

small amounts (< 0.05% usually), only cycloparaffins and paraffins wi th 

total content of about 95% in volume are considered in this study . 

Naphtha reforming is carried out i n adiabatic fixed bed r eac­

tors. Due to the highly endothermic dehydrogenation of cycloparaffins 

to aromatics, a multi-bed reactor is used, and heat is supplied in 

be tween the reactors to keep the inle t streams at desirable t emper a ­

tures. The exact engineering l ayout of a reforming plant varies f r om 

one commercial process to another. In general, three fixed bed 
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TABLE 2 

* TYPICAL CO:MPOSITION OF DIFFERENT NAPHTHAS 

Composition 
(Volume Percent) 

Naphthenes 

Paraffins 

Aromatics 

Octane No. 
(Research, Clear) 

* 

Gulf Coast Mid-Continent 

55.5 41. 5 

26.0 50.0 

18.5 8.5 

59.4 44.5 

Data from Petroleum Refiner 33, No. 4, p. 153 (1954). 

Arkansas 

15.0 

77 .o 

8.0 

45.3 
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TABLE 3 

COMPOSITION OF A TYPICAL MID-CONTINENT NAPHTHA 

Component 

Methylcyclohexane 

Cyclohexane 

Methylcyclopentane 

Aromatics 

Olefins 

Paraffins 

Refer to Beyler, et al. [55] 

* Volume Percent 

12.5% 

14.0% 

16.5% 

5.1% 

0.4% 

51. 5% 
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catalytic reactors are connected in series, each reactor preceded by a 

fired heater. The first reactor is usually the smallest and the last 

is the largest. An additional reactor, called a "swing" reactor, is 

used for substitution of any reactor whose catalyst is fouled. Since 

dehydrogenation of naphthenes to aromatics occurs very fast, it is the 

dominant reaction in the first reactor. The reactions taking place in 

the second reactor consist mainly of dehydrogenation of cycloparaff ins 

and isomerization of n-paraffins along with the coking and sintering 

deactivation reactions. These reactions essentially characterize the 

process of naphtha reforming. Finally, the last reactor includes the 

much slower dehydrocyclization and hydrocracking in addition to the 

above-mentioned reactions. 

At temperatures in the range 400-500°C, conunon in catalytic 

reforming, almost all reforming reactions are observed to occur in the 

reaction rate controlling regime. However, strictly speaking the 

global rate of dehydrogeneration of cycloparaf fins to aromatics whose 

intrinsic reaction rate is the fastest among all reforming reactions 

is limited by intraparticle diffusion [106]. For a diffusion-limited 

reaction, its global rate is commonly expressed using the effective­

ness factor. In Appendix B the effectiveness factor for dehydrogena­

tion of cycloparaffins to aromatics is considered in detail. 

Naphtha feed stock mixed with a high concentration of hydrogen­

rich recycle gas, which serves the purpose of suppressing coke forma­

tion, enters the reactor inlet as a dilute hydrocarbon feed. Typical 

operating conditions are as follows: 

(i) Reactor inlet temperature: 900-9S0°F 
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(ii) Reactor pressure: 200-300 psig 

(iii) Hydrogen content in the feed stream: 4-10 moles per 

mole of hydrocarbon 

The inlet temperature is adjusted very slowly upwards during the 

operation as the catalyst gradually loses its activity. 

Arsenic, copper, or lead compounds act as permanent poisons 

in platinum reforming. Basic nitrogen compounds will neutralize the 

activity of alumina sites and act as reversible poisons for the iso­

merizing and hydrocracking functions. In a similar way, sulfur 

compounds act as reversible poisons for the platinum. Because of 

these, desulfurization units preceding the reformer usually must re­

duce N to < 0.5 ppm and S to < 10 ppm, and the resulting NH3 and 

H
2
s are removed before going to the reformer. Therefore, the above 

trace amounts of impurities are not considered in this work. 

The growth of platinum crystallites (i.e., sintering) can be 

inhibited by adding rhenium to the catalyst, because apparently the 

Re forms an alloy with the Pt that is more stable than the Pt. 

Furthermore, sintering is observed to be a rather slow process com­

pared to coking except under very severe operating conditions. There­

fore, the length of catalyst utilization period before successive 

regenerations is generally determined by the extent of coking on the 

acidic function of the catalyst. The catalyst regeneration cycle may 

vary from a few days to several months depending upon the operating 

pressure and hydrogen recirculating ratio, due to the fact that coking 

is slowed down by increasing the operating total pressure and re­

circulating more hydrogen. During each operating period (i.e., 
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between two successive catalyst regenerations) the platinum activity 

decreases only slightly. For practical purposes the platinum activity 

profile along the reactor is usually approximated as a constant. 

Dynamical Behavior in Fixed Bed Reactors 

In order to formulate the mathematical equations for a catalytic 

process in adiabatic fixed bed reactors, the following assumptions are 

used. 

(i) The size of catalysts is small enough so that a continuum 

representation is adequate. 

(ii) There is no temperature gradient between solid catalyst 

and its neighboring gas due to a fast heat transfer rate. 

(iii) The fluid flow in the reactor is in plug flow pattern with 

negligible pressure drop. 

(iv) Mass transfer occurs only by bulk flow. This means negli­

gible axial and infinite radial dispersion. 

(v) Heat transfer also occurs only in the direction of fluid 

flow. This implies that there is no radial temperature 

gradient and the temperature distribution is uniform over 

the cross-section of the reactor. 

Based upon the above assumptions, the dynamical behavio r of 

fixed bed operations can be described by the following set of quasi-

linear partial differential equations: 

aci d R 
--+- (uc.) l \) ij f. (c,s) i=l,···,N dt dZ l. 

j=l J 
(5.1) 

d a T )] Ec [3(PT ) + az-CPu Ah (T - T ) p t g g t s g (5.2) 
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oT R _ 
(1- e:)ppc ~ = e: L (-fill.) f. (c,s) - Ah (T - T ) 

PS ot j=l J J t s g 
(5.3) 

where T g 

T s 

A 

and E 

is the temperature in bulk gas phase 

is the temperature of the catalyst surface 

is the external surface area of catalyst pellets per unit 
volume 

is the heat transfer coefficient between gas phase and 
the catalyst surface 

is the bed porosity. 

The energy balance equations (5.2),(5.3) can be combined to yield 

With the previously stated assumption that T 
s 

is approximately equal 

to T , the temperature equation becomes 
g 

R 
aT J + c c .£.!. = \' < AH ) f < ) at p az l -u . . c,s 

j=l J J 
(5.5) 

where G is the mass velocity 

and s = (s • · · s ) l' ' m 
is , the vector of slowly varying kinetic param­
eters, which correspond to physical quant i ties 
that do not flow along the reactor. In this 
work s refers to the vector of various t ypes 
of active sites in a catalytic bed. 

The velocity u in Eq. (5.1) may vary along the reactor due to changes 

in the total number of moles and in temperature . According to Gavalas 

[19), u can be replaced by the constant mass flux G by transforming 

the concentration to a new composition variable yi for ideal 

ga s systems: 



and 

y. 
1. 

c.u 
1. =--
G 

c = _£._ 
i RT 

c. 
1. = - = 
p 
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molar flux, species i 
mass flux 

(5. 6) 

(5. 7) 

One talks about slowly varying parameters when the time constant 

for the state variable y to adjust itself to a new steady state due 

to the variation in s is very small compared to the characterist i c 

time constant of parameter variation. Therefore, as long as the dynam-

ic disturbances have short correlation time, it is sufficient to 

approximate the system as a succession of steady states. In the case 

of a catalytic process, the characteristic time for catalyst deactiva-

tion is much longer than the time constants for the relaxation of 

concentrations and the temperature. Consequently, the concentrations 

and temperature are at steady state with respect to the catalyst 

activity provided the input remains constant. With this steady state 

approximation, the dynamic behavior of a one-dimensional catalytic 

reactor is described by 

where 

G _2y 
az f (y, s) 

g(y,s) 

(5 .8) 

(5 . 9) 

(5 .10) 

In addition to the heterogeneous catalytic system, the above se t of 

partial diffe r ential equations (Eqs. (5.8) and (5.9)) cha r a c terizes a 

grea t variety of chemica l processes, such as i on exchange , 
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chromatography, adsorption~ etc. 

Modeling of the Catalytic Reforming Reactions 

The mechanisms of the catalytic reactions in naphtha reforming 

have been fully presented in Figures 1 and 2 of Chapter 3. Based on 

these reaction mechanisms the kinetics and stoichiometric reaction 

expressions are formulated in this chapter. Consider a naphtha feed 

stock consisting essentially of c
6 

and c
7 

hydrocarbons. The difference 

between the reaction schemes of c6 and c7 hydrocarbons lies in the 

dehydrogenation of cycloparaffin to aromatics which is shown at the 

right side of the dashed line in Figures 1 and 2. Since the scheme for 

c6 hydrocarbons contains that of c7 hydrocarbons, the former is dis­

cussed first, then a straightforward reduction leads to the latter. 

Denote the dimensionless site densities of platinum, alumina, 

and platinum-alumina co-site by s 1 , s 2 , and s 1s 2 as described pre­

viously, and the concentrations of methylcyclopentane, n-hexane, 

i-hexane, benzene, cyclohexane, propane, hydrogen, methylcyclohexene, 

n-hexene, i-hexene, and cyclohexene by c1 , c2 , c
3

, c
4

, c
5

, c
6

, c7 , ci, 

c~, c3, and c5 respectively. Consider first the section lying on the 

left of the dashed line in Figure 2. In a naphtha reforming process, 

the declining temperature profile and the increase in the number of 

moles due to the reaction compensate to some extent changes in density 

along the reactor. Moreover, the partial pressure of hydrogen in the 

feed is more than 80% of the total pressure. Thus, the variation of 

the linear velocity in the reactor may be neglected and the material 

balance equations can be written as 
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(5.11) 

(5.12) 

(5.13) 

(5.14) 

(5.15) 

(5.16) 

The equilibrium constants for dehydrogenation of paraffins are related 

to the corresponding rate constants by 

(5.17) 

where Po and PH2 are defined as before. 

At the temperature of interest K2 and K4 are very small, 

600°K K2 
-6 

K o. 58 x 10-6 e.g., at ~· 0. 45 x 10 , ~ 

4 and for any reason-

able and For these relative magni-

tudes of the rate constants, the olefins are at steady state with 

respect to the paraffins, so that 



where 

c' 
3 

Det 

c = k k* 5 5 

c = k (k* + k*) 2 3 6 

d = k k* 
4 3 

-42-

(5.18) 

(5.19) 

(5.20) 

(5. 21) 

(5.22) 

(5.23) 

(5.24) 

(5.25) 

(5.26) 

(5.27) 

(5.28) 

(5.29) 

(5.30) 

(5.31) 

(5.32) 

(5.33) 

(5 . 34) 
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(5.35) 

Upon introducing (5.18) and (5.19) into (5.12) and (5.13) one obtains 

where F1 , F2, and F3 are the matrices 

F = 
2 

(5.36) 

(5.38) 

(5.39) 

(5.40) 

{ * * * * * * * } F22 = k4 [ (k2c7+ k7) (k3+ k6) + (k3+ k6)k7]+[ (k3+ k6)k5 + (k3+k6)k5] s2 

(5.41) 

Now, each individual reaction is discuss ed as follows: 

(1) Isornerization 

Consider isomerization only, i.e., 
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Equation (5.36) simplifies to 

where 

Det' 

= _ s 2c 7 2 4 3 

[ 

k k*k 

Det' -k k*k 
2 4 3 

(5.42) 

(5. 43) 

(5.44) 

If it is assumed as by Sinfelt et al. (39] that the acidic activity 

is rate determining, then 

Det' 

and 

k2k3 * k4k3 --- c2 
c k* k* 

d ( 2) 
s2 2 4 (5.45) u- = dz C3 c7 k2k3 * k4k3 

--- c3 
k* k* 

2 4 

(ii) Dehydrocyclization 

Consider dehydrocyclization of paraffin to cycloparaffin only, 

i.e., 

0 (5.46) 

Equation (5.36) simplifies to 



-45-

where 

(5.48) 

If it is assumed that the cyclization step is rate determining, i.e., 

* k5,k5 << * * k2c7,k4c7 (5.49) 

then 
* * 2 Det" = k2k4c7 (5.50) 

and 

[ 
k2k5 

k4:; l ( c2 

) 
k* 

d (2) sls2 2 
u- = ---dz C3 c7 0 

k* c3 
4 

(5.51) 

(iii) Hydrocracking 

Consider hydrocracking only, i.e., 

0 (5.52) 

Equation (5.36) simplifies to 

d (2) - De
1
t 1i1 [slFi +s2(Fz+EF))J (2) u-

dz C3 c3 
(5.53) 

where Fi, F2, and F' 
3 

are the matrices 



F' 
1 

F' 
2 
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Det"' = (k*k* 2 +k* k* + k* k + k k*) + [ (k* + k*)k 2 4C7 2C7 7 4C7 7 7 7 4C7 ] 6 

Suppose that the hydrocracking steps are rate determining, 

then 

Det"'= 

and 

kzk7 
0 

k2k6 
0 c2 

k* k* 

( tz) 
sl 2 s2 2 

d 
* * u- k4k7 

+- k4k6 dz C3 c7 c7 
0 )°t 0 k* c3 

k4 4 

If it is further assumed as in most of the work reported on 

(5.54) 

(5.56) 

(5.57) 

i.e., 

(5.58) 

(5.59) 

) 
(5.60) 
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hydrocracking that the rate of hydrocracking over platinum sites is 

negligible compared to that over alumina sites, then Eq. (5.60) can be 

reduced to 

d 
u­

dz [ 

kzk6 
k* 2 

0 

(iv) Dehydrogenation of cycloparaffins to aromatics 

(5.61) 

The reaction scheme for the dehydrogenation of c6 cycloparaf fins 

to benzene which is shown at the right side of Figure 2 is considered as 

follows: 

dc
1 u--= 

dz 

dc5 u-- = 
dz 

de' 
- 1 u -- = 

dz 

de' 
5 u-- = 

dz 

dc4 
u -- = dz 

(5.62) 

(5.63) 

(5.64) 

(5.65) 

(5.66) 

The equilibrium constants for dehydrogenation of paraffins are related 

to the corresponding rate constants by 

(5.67) 
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At the temperature of interest KS and K9 are very small 

('V 4. O x 10-3) and for any reasonable pH , ks << k~c7 and 
2 

For these relative magnitudes of the rate constants 

the olefins are at steady state with respect to .the paraffins, 

where E1 and E
2 

are the matrices 

Upon introducing (5.6S) into (5.62) and (5.63) one obtains 

where 

d u-
dz 

Gl 

Gl = 

G .. 
2 

(1) 
C5 

- [slGl+ s2G2] (1) 
c5 

and G2 are the matrices 

[: 0 ] /net 
k1k;c 7k8 

[ 

(k~c7+kl)k9kl0 

-k~c7k9kl0 

(5.6S) 

(5.69) 

(5.70) 

(5. 71) 

(5. 72) 

( ') . 7 3) 
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Suppose that the isomerization of olefin is rate determining as before, 

i.e.' 

then 

and Gl 

G = 
2 

klO' 

Det 

and G2 

k* << 
10 k~c7 , k~c7 , kl (5.74) 

k~c 7 (k~c 7 + k1) (5.75) 

in (5.71) simplify to 

(5.76) 

(5. 77) 

(5.78) 

(5.79) 

For the dehydrogenation of c
7 

hydrocarbon to aromatics, equa­

tions (5.62)-(5.66) are not applicable. Denoting the concentration of 

methylcyclohexane, toluene, and butane by c
1

, c
4

, and c
5

, the mate­

rial balance equations can be deduced from Eqs. (5.71) and (5.76) as 

d 
u­

dz 
(5.80) 
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In summary of the above modeling work, a catalytic reforming 

process can be represented by twelve species and nineteen reactions, 

among which three are reversible. These reactions are shown in 

Figures 3 and 4. It can be shown that the derived rate expressions 

for individual reactions can be combined together to form an overall 

reaction scheme with the following rate expressions. To distinguish 

the reactions of c
7 

hydrocarbons from those of c
6 

hydrocarbons, 

the conditions for c
6 

hydrocarbons are designated by the superscripts 

* and " • 

(i) The rates of dehydrogenation of methylcyclohexane , me thyl-

cyclopentane, and cyclohexane to aromatics are 

rl sl ka p Y1 ( 5. 81) 

r* = s k* p y* 
1 1 a 1 

(5.82) 

r* (s k* + s k") * 2 1 g 2 g p Y5 (5.83) 

(ii) The rates of isomerization between paraffins, c 6 

paraffins, and c
6 

cycloparaffins respectively are 

(5.84) 

(5. 85) 

(5 . 86) 

(iii) The rates of dehydrocyclization of n-paraffins and i-

parrifins to cycloparaffins are 
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r3 sls2kcy2 I Y7 (5. 87) 

r4 s 1s 2k~y3 /y 7 (5.88) 

r* 
5 

* *I sls2kcy2 Y7 (5.89) 

r* 
6 

k" * I sls2 cy3 Y7 (5.90) 

(iv) The rates of hydrocracking to low molecular weight hydro-

carbons from n-paraffins and i-paraffins respectively are 

rs (s2kd+ s 1ke)y2 I Y7 (5.91) 

r6 (s 2k;t s 1k~)y3 I y7 
(5 . 92) 

r* 
7 (s 2k~ + s 1 k:)y~ I y7 (5.93) 

r* ( II k") * I (5.94) = s2kd +sl e Y3 Y7 8 

The rate constants k. throughout this section have the usual 
J. 

Arrhenius dependence 

k. 
J. 

k. exp ( -E ./RT) 
J.O J. 

(5.95) 

Mathematical Representation of the Dynamical System 

Based upon the models of reaction rates derived in Chapt er 5, 

along with the descriptions given in Chapters 3 and 4, the follow i ng 

ma thematical r epresentation of th e dynamical system can be ob tained : 
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Fig. 3. Stoichiometric Reactions in the Reforming of c7 
Hydrocarbons 

Fig . 4. Stoichiometric Reactions in the Reforming of c
6 

Hydrocarbons 



-S3-

(i) The material balance equations describing the pseudo-

steady-state operation of an adiabatic fixed bed reactor at constant 

pressure are 

(methylcyclohexane) 
oy1 

-rl+ r3+ r4 G-= oz (5.96) 

oy2 
G-= -r - r - r oz 2 3 5 (n-heptane) (5.97) 

oy3 
G - = r2- r4- r6 oz (i-heptane) (5.98) 

oy4 
G-= rl oz (toluene) (5.99) 

oy* 
1 * - r* * + * G-= -r + rs r6 oz 1 4 (methylcyclopentane) (S.100) 

oy* 2 -r* - r* - r* G-= oz 3 s 7 (n-hexane) (S.101) 

oy* 
3 r* - r* - * G-= r8 oz 3 6 (i-hexane) (5.102) 

oy* 
G-4 = r* + * oz 1 r2 (benzene) (5.103) 

oy* s -r* + * G-= r4 oz 2 
(cyclohexane) (5.104) 

oy5 
rs + r6 G-= oz (butane) . (5.105) 

oy6 
rs+ r6+ 2 >~ + 2r* G-= r7 OZ 8 (propane) (5.106) 

(5.107) 

Since the dimension in the above system is too large, the hydrogen 
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concentration is assumed to remain constant along the reactor during 

an operating period. Thus the equations for c
7 

hydrocarbons, 

(5.96)-(5.99), are coupled with those for c6 hydrocarbons, (5.100)­

(5.104), only through the temperature dependencies in the rate con-

stants, and they can be solved separately provided that the tempera-

ture profile along a tubular reactor is known. 

(ii) The energy balance equation can be obtained as follows: 

Denote the heats of reaction for * * * and rl, r3, r4' rl, r2 ' rs, 

r* 
6 by 6H1 to 6H

3 
and 6H* 

1 
to 6H* 

4 
respectively, and assume that 

and 

k 
c 

k* 
c 

k' 
c 

k" 
c 

6H* 
3 

k' 
d 

k" 
d 

6H* 
4 

k = k' 
e e 

k* k" 
e e 

For a feed containing only c7 hydrocarbons, 

where 

()T 
-c G­

p dZ 

(5.108) 

(5.109) 

(5.llO) 

(5 .111) 

(5.ll2) 

Since the heat equation can be obtained by linear combination of 

(5.96) and (5.99), the following relationship can be obtained 

-c (T- T ) 
p 0 

(5.ll3) 



For a feed containing only 

where 

aT -c G - = 
p az 
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(5.114) 

hydrocarbons, 

(5.115) 

h6 = (6H~)s 1k:py~+ (6H;)(s 1k;+s2k~)py;+ (6H;)s 1s 2k~(y;+ y;) I y 7 

(5.116) 

Since the heat of reaction for the dehydrogenation of methylcyclopen-

tane is approximately equal to that of cyclohexane, i.e., 

6H* 
2 

(5.116) can be simplified to 

(5.117) 

Since Eqs. (5.115) and (5.118) can be obtained by a linear combination 

of (5.100), (5.103), and (5.104), the following expression can be ob-

tained 

or 

Similarly, for a feed containing both 

can be shown that 
oT -c G -

p dZ 

(5.119) 

(5.120) 

and c6 hydrocarbons, it 

(5.121) 
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Now a self-contained partial differential equation system for 

the state variables in the reforming process of c
7 

hydrocarbons 

consist~ of Eqs. (5.111), (5.112), and (5.97)-(5.99), while that of c
6 

hydrocarbons consists of Eqs. (5.115), (5.118), and (5.101)-(5.104). 

The other state variables can be expressed as functions of the species 

referred to in the above equations by using a total carbon and hydrogen 

balance. 

Simulation of the Dynamical System and Measurements 

The above representation of a detailed reforming system is too 

complicated to permit a clear analytical conclusion on either the 

dynamical behavior or the estimation algorithms. To simplify the 

mathematical representation and still retain the essential dynamical 

behavior, naphtha reforming can be characterized by the following two 

major reactions, according to the description in the first part of 

this chapter: 

(i) The dehydrogenation of cycloparaffin 

(5.122) 

(ii) The isomerization of n-paraffin 

(5.123) 

The temperature distribution along the reactor is determined by 

the endothermic dehydrogenation reaction as follows: 

c G oT = 
p oz (5.124) 
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Note that isomerization is expressed in terms of an irreversible reac-

tion for simplicity. It is more convenient to write the above three 

equations 

where 

in dimensionless form as 

dXl 1 1)) v-- = -alslxl exp [-pl <e -
a~ 

dX2 1 
v --a[ = -a2s2x2 exp[-p (- - l)] 2 e 

d6 al 1 
v-- = -y slxl exp[-p (- - l)] 

d~ 1 e 

Yi 
x. = -- (i= 1,2) 

1 Yio 

T e = -
T 

0 

z 
L 

G 
v = c 

0 

ai = ~ kio exp(-pi) (i= 1,2) 
0 

c T 
p 0 

(lm)ylo 

(5.125) 

(5.126) 

(5.127) 

(5.128) 

(5.129) 

(5 .130) 

By eliminating the right side between Eqs. (5.125), (5.127) one obtains 

ae v-= 
a~ 

(5.131) 

where the subscript f denotes feed conditions. Equations (5.126) and 

(5.131) completely describe the steady state operation of the reactor. 

For the unsteady state operation due to catalyst deactivation, 

the dynamical system should also include the accompanying deactivation 

reactions, which have been described by Eqs. (4.18) and (4.21). Thus, 

the platinum particles undergo sintering whereby the site density of 

platinum decreases at a rate 



-58-

The acidic alumina activity declines due to coking at a rate 

where 

T = t/t 
0 

(i= 1,2) 

and t is a characteristic time for deactivation. 
0 

(5.132) 

(5.133) 

(5.134) 

To simulate the system, Eqs. (5.131), (5.132), which form a pair 

of first order hyperbolic partial differential equations, are solved 

numerically using the method of characteristics. Then, with a know-

ledge of the temperature profile, the second pair of partial differen-

tial equations, i.e., Eqs. (5.126), (5.133) is solved similarly. A 

typical set of solution profiles is plotted in Figures 5-8 to demon-

strate the dynamical behavior of this system. 

As to the numerical scheme used for integration of partial dif-

ferential equations along their characteristic lines, both the implicit 

scheme using the trapezoidal rule with Newton-Raphson iteration and the 

explicit scheme using the fifth order Adams-Moulton predictor-corrector 

method have been adopted. They gave almost the same accuracy up to the 

fourth or fifth digit after the decimal point. However, the stability 

of the implicit scheme allows large step size, and hence shortens the 

computing time considerably. Note that due to the slowly varying 
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property of this system in the direction of time, Euler's approxima-

tion can be used as a starting guess in Newton-Raphson iteration. A 

typical ratio of computing time for the implicit scheme over the 

explicit scheme is about 1 to 5. Therefore, the implicit scheme is 

strongly recommended for this type of systems. 

The principle adopted in this work for determining which quanti-

ties are to be measured depends on what operating data are available 

in actuality. Based on this principle, temperature measurements 

realized by continuous thermocouple recordings and concentration obser-

vations of certain selected species accomplished by discrete gas 

chromatographic analysis are chosen as the measured quantit ies . More-

over, the number of measurement points along the reactor are determined 

as the minimum necessary for the estimation purposes dealt with in 

Part II. 

Since an enormous amount of temperature data are obtained during 

each day along the reactor from continuous thermocouple readings, it 

is reasonable to assume that the daily averages of the temperature dis-

tribution are known exactly. On the other hand, simulated concentra-

tion measurements are generated at m points along the reactor by 

adding random measurement error to the "true" values 

j = 1, · · · ,m (5.133) 

where n(O,o) is a normally distributed random variable with zero mean 

and variance 2 
cr Supposing that concentration measurements are taken 

times a day, the variance of daily averages is 

is the variance of individual measurements. 

2 
a = 02/9, 

0 
where 02 

0 
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Now, after gathering the temperature and concentration measure-

ments from the simulated dynamical system, the information about 

catalyst activity profiles and deactivation parameters, which are 

inaccessible for observations, may hopefully be obtained from the 

coupling relation between the state variables and catalyst activities. 

This is explored in detail in Part II. 
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APPENDIX A 

REDUCTION OF THE OVERALL REACTION RATES DUE 

TO PORE-MOUTH COKE FORMATION 

As was described in Chapter 4, uniform poisoning is expected to 

prevail for coking due to its low reaction rate. However, for the sake 

of a complete study, pore-mouth poisoning is discussed in this appen-

dix. As a result of pore-mouth coke formation, the overall rates of 

the main reactions catalyzed by alumina sites decrease. It is the 

purpose of this appendix to seek an expression for the reduction r a tio 

of reaction rates. 

Pore-mouth poisoning is defined as the poison deposition process 

which commences at the catalyst pellet exterior surface and progresses 

inward along pore walls until the center of the pellet is reached. It 

is the outcome of instantaneous irreversible adsorption of poisons on 

a catalyst surface. For example, a coking species c which is 

adsorbed both rapidly .and tightly at the alumina sites of reforming 

catalysts, causes a pore-mouth poisoning of the alumina centers. 

A sketch of the pore subject to pore-mouth coking is shown in 

Figure A-1. The work of Petersen [78) is followed with slight modifi-

cations. Instead of a parallel pore model, this appendix adopts a 

random pore model which employs the effective diffusivity D 
e 

The 

pore is at any time divided into two zones. The first zone starts at 

the pore mouth and extends some distance, say r - r into the pore to 0 , 

form a tube of no catalytic activity. The second zone, i.e., from 

r - r to r contains no adsorbed coke. Denote the number of moles 
0 0 
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Fig. A-1. Schematic Diagram of Pore-Mouth Poisoning 
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of coke adsorbed per unit area of catalyst surface by w , whereas 
c 

w is the numerical value of w when adsorption sites are cam-eo c 

pletely occupied. The rate of adsorption per unit area for an irre-

versible adsorption process can be expressed by 

aw c 
Cl t 

With steady state assumption, the material balance of the coking 

species c in the pore is 

(A. l) 

(A. 2) 

The system of equations (A.l) and (A.2) can be more easily examined by 

letting 

c w c 
<P 

c 1 
r 

x =-- =-- n = c c w r (A. 3) 
co co 0 

c k kc 1/2 
( co c)t h T r Cp s n) w 0 p p co e 

(A. 4) 

where c is the surface concentration of coking species, to obtain 
co 

upon substitution 

(A. 5) 

= (1 - <f>)x 
c 

(A. 6 ) 

Equation (A.5) is valid for small n . In reality, n is i ndeed kept 

small as catalysts are regenerate d periodica l ly . 
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Mathematically, pore-mouth poisoning means that in 

zone I o < n < n 

zone II n < n < 1 

The Expression for the Coking Front 

ct> = 1 

0 ' x = 0 
c 

(A. 7) 

(A. 8) 

Substituting conditions (A.7),(A.8) into Eqs. (A.6) and (A.5), 

it is clear that 

ax c -aT1 = constant = 0 - 1 

n - o 
1 

n 

Now, a differential mass balance in the volume between n and 

n + 6n becomes 

Clx Clx 
2 

_ _ _ 
c c 

[Can)- - <-a-) J61" = h [cf>Cn,'L+M)- ct>Cn,1")J6n 
n,T n n+6n,T 

(A. 9) 

(A.10) 

Substituting the boundary conditions (A.7),(A.9) in Eq. (A.10) gives 

1 2 -- c- =- - 0)61" = h Cl - 0)6n 
n 

which upon simplification and integration becomes 

n = 
(2T)l/2 

h 

In the original coordinates Eq. (A.12) can be written as 

where S' 

r - r = 
0 

S'tl/2 

(2D c I p s w ) e co p p co 
1/2 

(A.11) 

(A.12) 

(A.13) 

(A.14) 
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This means that the moving front of coked section in a pore extends 

towards the center of the catalyst pellet with a speed of half order 

with respect to the catalyst on-stream time as well as the surface con-

centration of the coking species. 

Expressions for the Reduction Ratio of the Overall Reaction Rates 

As a result of coke formation, a portion of alumina sites is 

occupied by coke and the acidic activity of a reforming catalyst de-

creases as the coking reaction proceeds. Define the reduction ratio of 

the overall catalytic reaction rate subject to pore-mouth coking to the 

original coke-free reaction rate as ~ In the case of very small 

Thiele modulus h (i.e., h << 1), the reaction rate within the un-

poisoned pore is not diffusion influenced, and the .overall catalytic 

reaction rate falls off in direct proportion to the volume of poisoned 

shell. Thus, for a spherical pellet 

-3 (1 - n) 

Introducing the expression for the moving coke front, Eq. (A.15) 

becomes 

for h « 1 

(A.15) 

(A.16) 

where B = 8'/r . 
0 

When the unpoisoned pore is operated in the dif-

fusion-influenced region (i.e., h >> 1), the activity falls much 

faster, due to the transport resistance, than give~ by Eq. (A.16). In 

this case the relationship between n and t should be obtained 

through the equality of diffusion rate and reaction rate at the poison-

ing front. A solution is shown schematically as curve (ii) in Figure 
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A-2. Petersen and co-workers [78,80] have shown that the usual 

experimental data lie in between the above two theoretical extremes, 

namely h << 1 and h >> 1 • Therefore, a typical experimental curve 

for ~l/ 3 behaves as a hyperbola, curve (iii) in Figure A-2. For 

simplicity, it is suggested here that the following straightforward 

geometric approximation be adopted, 

1/3 -nh - -nh 
(~ ) + n 1 , where nh > 1 

Here, n is an empirical parameter obtained experimentally from a 

(A.17) 

fit of the data curve with a hyperbola. Therefore, an approximate 

expression for the reduction ratio of the overall reaction rates due 

to pore-mouth coke formation is 

~ 

n 
h - -2 h - 3/nh 

(1 - 8-n t ) (A.18) 
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APPENDIX B 

EFFECTIVENESS FACTOR FOR CYCLOPARAFFIN DEHYDROGENATION 

Detailed accounts of the theoretical-mathematical aspects of dif-

fusion in catalyst pellets have been given by Satterfield [107], 

Gavalas [108], Weisz and Hicks [109], Wakao and Smith [110], and Gunn 

and Thomas [111]. Many other studies deal particularly with the subject 

of effectiveness factors for porous catalysts [112,113,114,115]. 

An effectiveness factor is defined as the ratio 

Eff = 

a 
-s D [a; c(c,T)] p e r r=r

0 

v r(c ,T ) 
p s s 

(B.l) 

where c,T are the local concentration and temperature inside of the 

catalyst pellet, 

and 

r(c ,T ) is the reaction rate evaluated at the surface of the 
s s 

pellet, 

s ,v 
p p 

are the external surface and the volume of the catalyst 

pellet respectively, 

r is the radius of the catalyst pellet, 
0 

D 
e 

is the effective diffusivity of that species with respect 

to the porous structure 

For a reforming feed stock consisting of methylcyclohexane and 

n-heptane, the essential behavior can be characterized by the dehydro-

genation of methylcyclohexane to toluene and the isomerization of 

n-heptane. The material and energy balances within a spherical catalyst 

pellet can thus be set up as follows: 



where k e 

The 

(i) 

(ii) 

D ]-_ ~ (r2 de) 
e 2 dr dr 

r 

k 1 d (r2 dT) --e 2 dr dr r 
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k s exp(-E/RT) c 
0 

([iH)k s exp(-E/RT) c 
0 

is the effective heat conductivity. 

boundary conditions are 

r =O de 
0 

dT 
0 at -= -= dr dr 

at r =r c = c T = T 
0 s s 

(B. 2) 

(B. 3) 

(B.4) 

(B. 5) 

Here the dimensionless site density of platinum s is uniform over the 

catalyst pellet. 

From Eqs. (B.2) and B.3) one obtains 

(LiH)D 
T T + e (c- c ) s k s e 

Defining 
T - T (LiH)D c 

e s ;\ 
E e s = T 

Eq. (B.6) becomes 

E 
RT e = 

s 

s 
=-

c 
;\(l - -) 

c 
s 

RT k T e s 

Introducing Eqs. (B.7),(B.8) and the following approximation 

-1-~1+e 
1-8 ' 

for small e 

(B. 2) can be rewritten as 

D ..!.._ ~(r2 dx) 
e 2 dr dr kf(x) 

r 

(B.6) 

(B. 7) 

(B. 8) 

(B. 9) 

(B.10) 



where 

and 

x = c/c 
s 
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k = k s exp(-E/RT) 
0 

f(x) = x exp(-1'(1-x)] 

(B .11) 

(B.12) 

Now for large h , Eq. (B.10) can be simplified approximately according 

to Petersen (78] as 

where 

n 1 
r 
r 

0 

h r cL)l/2 
o D 

e 

(B.13) 

(B .14) 

For large h the reaction goes to completion in a thin surf ace 

layer, and the boundary conditions for Eq. (B.14) become 

(i) at n = o x = 1 (B.15) 

(ii) at n 1 x = 0 (B.16) 

Following the procedure suggested by Amundson and Raymond (116], and 

using x as a new independent variable and dx/dn as a new dependent 

variable, one obtains from Eq. (B.13) 

(B .17) 

Substituting the above expression into Eq. (B.l), the effectiveness 

factor of cycloparaf fins for a spherical catalyst pellet can be 

obtained as 
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1 

Ef f 3(2 J f(x)dx] 1 / 2 / h (B.18) 
0 

+A - 1)]1/2 = 3[2(e-A I Ah (B.19) 

If the quantity A(l-x) is smaller than one, a simplification can be 

made by approximating expression (B.12) as 

2 f(x) = x[l - A(l-x)] = (1-A)x +AX 

and the resulting effectiveness factor becomes 

Eff = [3(3-A)] 112 I h 

A Modification Due to Coke Formation 

(B.20) 

(B.21) 

In the case of uniform poisoning, the average pore radius is 

gradually reduced due to the presence of coke. As a result, the value 

of the effective diffusivity, which is a function of pore radius, also 

decreases. From the definition of effectiveness factor, it is clear 

that a diffusion factor d should be incorporated in the expression 

(B.l) as follows 

Eff = Eff(O) • d (B.22) 

where Eff(O) is the effectiveness factor obtained from a coke-free 

system, i.e., Eq. (B.21), with effective diffusivity 

D (O) 
e 

D /[D (O)] 
e e 

and d (B.23) 

According to Levinter et al. [117], the type of diffusion 

occurring in the porous media is Knudsen diffusion. Therefore , an 

effective diffusivity can be written in terms of the Knudsen diffusivity 
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as 

(B. 24) 

where a is an empirical parameter called the constriction factor, 

T is an empirical parameter called tortuosity, 

and E (t) is the porosity of the catalyst pellet at time t, 
p 

while 

where 

8 
3p s p p 

1/2 
(2RT) E (t) 

7TM p 

M is the molecular weight of diffusing species, 

(B.25) 

and pp,sp are the density and specific area of the catalyst pellet 

Combining the above two expressions gives 

where 

and thus 

8 a=---
3p s 

p p 

d 

(B. 26) 

(B. 2 7) 

(B. 28) 

Now, the decrease of catalyst porosity due to coke formation 

is equal to the weight of coke deposited at time t per unit catalyst 

weight divided by the ratio of coke and catalyst density, i.e., 

and 

!::..E (t) 
p 

= E (0) - E (t) 
p p 

o (t) = M s w (t) 
c c p c 

(B. 29) 

(B.30) 
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where M is the molecular weight of coke, 
c 

and w (t) is the surface concentration of coke at time t . 
c 

Supposing that this porosity change is small compared to E (t), 
p 

the square of porosity can be approximated by 

~ E
2(0) - (2M p s /p ) E (0) W (t) 
p c p p c p c 

Substituting the above expression into (B.28) gives 

where 

d = 1 - k w (t) 
c c 

k 
c 

2M p s I p E (0) c p p c p 

(B. 31) 

(B.32) 

(B. 33) 

Expression (B.32) is physically reasonable as it states that the dif-

fusivity factor is a decreasing function of the amount of coke deposited 

on the catalyst pellet. 

Finally, according to expression (B.22), one obtains 

Eff 
1/2 

[3(3-A)] (1 - kw ) 
h c c 

(B.34) 

This means that the effectiveness factor of cycloparaf fins as well as 

the resulting global dehydrogenation rate in a reforming process 

decreases almost linearly as the coking reaction proceeds. However, 

since in practice the surface concentration of coke w 
c 

will be kept 

small by the regeneration of catalysts, the decay of effect i venes s 

factors due to coke formation will also remain small. 
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PART II 

ESTIMATION OF CATALYST ACTIVITY PROFILES 

AND DEACTIVATION PARAMETERS IN FIXED BED REACTORS 
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6. ESTIMATION OF CATALYST ACTIVITY PROFILES IN FIXED BED REACTORS 

A certain amount of information about the catalyst activity 

distribution is required for the description as well as the control 

of the steady state operation of a catalytic reactor. For industrial 

processes the activities are not measurable. Instead, a large amount 

of operating data is available in the form of temperature and concen-

tration measurements at the reactor exit and, perhaps, at several 

positions along the reactor. The interest of this chapter centers on 

how these operating data are utilized to estimate catalyst activity 

profiles. This estimation relates to actual operating conditions , and 

hence it can be used directly for optimization purposes. 

System with a Single Activity Profile 

For a monofunctional system or a special bifunctional system 

with two activities that decline at the same relative rate, the balance 

equation for the state x = (y
1

,···,yN,T) may be written as 

G dx = sf(x) 
dz (6. 1) 

under the assumptions of uniformity of the catalyst surface and the 

absence of transport limitations. The case of transport limitations 

was discussed by Gavalas et al. [6]. Note that G in Eq. (6.1) is 

the mass velocity, yi is the molar flux of species i per unit mass 

flux, and s represents the dimensionless density of active sites. 

Defining a cumulative activity 
z 

S(z,t) = J s(z' ,t)dz' 

0 

(6. 2 ) 
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Eq. (6.1) can be written as 

dx = f(x) (6.3) d(S/G) 

which yields, after integration, 

(6.4) 

The estimation algorithm depends on the types of measurements used. If 

a single component xi is measured at the reactor exit, integration of 

Eq. (6.3) from xi= xif to xi = xi , the measured value, yields an 

estimate of the total activity S(L,t). If more components of x are 

measured at z = L , S(L,t) can be determined by least squares. 

The total activity S(L,t) estimated from the measurement at the 

reactor exit is sufficient for predicting the reactor output x(L,t) 

for any input xf,G • However, it will seldom be possible to estimate 

the deactivation parameters from the deactivation equation utilizing 

the knowledge of S(L,t) alone. For this case it is necessary to take 

measurements at several positions and thus estimate the 

quantities S(z1 ,t),···,S(zN,t) which provide a more detailed represen­

tation of the activity profile. In reactions with large heat effects, 

thermocouple recordings at several points along the reactor are most 

convenient for this type of estimation. 

The aforementioned estimation scheme is illustrated numerically 

by a simplified kinetic model of naphtha reforming. In this case, the 

platinum activity distribution changes independently of the alumina 

activity, and the energy equation involves only the Pt activity 
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profile. 

According to the description in Part I, a simplified model of 

naphtha reforming consists of the following major reactions: 

(i) Dehydrogenation of cycloparaffins to aromatics 

(ii) Isomerization of n-paraffins to isoparaffins 

accompanied by two catalyst deactivation reactions: 

(iii) Coking on alumina sites 

(iv) Sintering of platinum crystallites 

The essential dynamical behavior of naphtha reforming can be character-

ized by the following set of partial differential equations in terms of 

dimensionless quantities: 

ae v- = 
Cll; 

(6.5) 

(6.6) 

Clsl 2 1 
- = - 13 s exp [ -q (- - 1) ] OT 1 1 1 8 

(6. 7) 

(6.8) 

with boundary conditions 

(i) at ~ 0 e (6.9) 

(ii) at T = 0 (6.10) 

Here s 1 ,s 2 represent the activities of the platinum function and 

acidic alumina function. 8 ( £;; >r) and x
2 

(t;;,-r) are the local temperature 
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and concentration of n-paraffin at position ~ and time T • pi,qi 

(i=l,2) denote dimensionless activation energies. 

The estimation of the total platinum activity s
1 

is obtained 

from the integrated form of Eq. (6.1) as 

c 
=r (6.11) 

0 

This cumulative activity profile fully characterizes the activity 

level of metallic sites, and is sufficient for predicting the tempera-

ture profile 8(t;.) 
J 

subject to new inlet conditions El' f and v' . In 

the above estimation, knowledge of the activation energy p
1 

of the 

main reaction is assumed. In the absence of this knowledge, an alterna-

tive estimation scheme is suggested in the next section. 

Simultaneous Estimation of Activity Profile and the Activation Energy 

of the Main Reaction 

Utilizing the temperature measurements alone, an analytical 

estimation scheme for obtaining estimates on both activity profile and 

activation energy is not conceivable. Instead, a qualitative method 

must be sought. Based on a priori information about the geometric 

shape of the catalyst activity distribution along the reactor and how 

it is affected by the activation energy, a simple graphical estimation 

scheme may be established. The reasoning and estimation algorithm are 

presented in this section, and no attempt is made to make the estima-

tion scheme rigorous. 



-83-

An activity profile s
1

(s) , which has been deactivated from 

an initially flat distribution, has the following four basic geometric 

properties as shown in Figure 9: 

(i) parabolic shape 

(ii) monotonically increasing 

(iii) positive slope at s = 0 

An activity profile s
1

(s) can be obtained by first curve-fitting a 

set of estimated cumulative activities s
1
(sj)'s with a third order 

curve which, upon differentiation, yields a second order parabola for 

s
1

(s) • Due to the general nature of the parabola, a maximum often 

appears within the range of interest, i.e., 0 ..:::_ ~ ..:::_ 1. This makes 

the tail of the parabola bend down somewhat. Therefore, the second 

basic requirement has to be relaxed. On modification, s 1 (~) becomes 

a monotonically increasing function over most of the reactor length. 

Now, in the early stage of catalyst deactivation, the activity 

profile is expected to be close to unity for large s . If the 

estimate is chosen too large, the resulting activity estimates 

would have values larger than one, as shown by curve (i) in Figure 10. 

On the other hand, if is chosen too small, the slope of the 

activity profile at the beginning of the reactor will become negative, 

as shown in curve (ii) in Figure 10. Only a narrow range of activa-

tion energy estimates around the true p~ will give activity profiles 

whose geometric shapes possess the previously stated properties. As 

tl1e deactivating reaction proceeds, the catalyst activities deviate 
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0 

Fig. 9. "True" Platinum Activity Profile 

0 

Fig. 10. Estimated Platinum Activity Profiles 
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more and more from unity. However, the basic behavior of the activity 

profile remains the same so that the following estimation algorithm is 

still applicable. 

(i) Guess a value for the activation energy, i.e . , p
1 

(ii) Calculate s1 (sj), j=l,·· ·,m from Eq. (6.11). 

(iii) Fit s1 (sj)'s with a third order curve. 

(iv) Differentiate the third order curve s1 (s) to get t he 

activity profile s
1

(s) • 

(v) Check for the basic properties of initial positive slope 

and 0 < sl(s) ~ 1. 

(vi) Calculate the amount of negative slope according to a 

reasonable criterion, e.g., the sunnnation of negative 

slope at several sampling points along the reactor. 

(vii) Repeat steps (i)-(vi) with other 

(viii) Obtain the desirable estimate of activation energy as 

the p
1 

which yields the least amount of negative slope. 

(ix) The corresponding activity prof i le has already been cal­

culated in step (iv). 

Finally, it should be noted that the shape of the activity profile is 

much more sensitive to the choice of activation energy than is the 

cumulative activity profile. Therefore, it is better to carry out t he 

graphical estimation on the activity profile rather than on the 

cumulative activity profile. 

Now suppose that the estimate of activation energy obtained in 

the above manner is not accurate. How this inaccuracy will af f ect t he 
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prediction of the temperature profile subject to changes in feed condi-

tions becomes an important question. This question is answered by the 

following analysis. 

Consider the simplified model of naphtha reforming consisting of 

the temperature distribution equation, Eq. (6.5), and the catalyst 

deactivation equation, Eq. (6.7). The activation energy of the dehydro-

* genation reaction is p1 , and the initial feed conditions are 8f = 1 , 

v = 1 • From the simulated temperature measurements 8(~j,p~) and 

Eq. (6.11), the cumulative activities are calculated as s 1 ( ~j,p~) . 

Following the proposed estimation algorithm the estimate and the 

resulting s
1 

( ~j ,p1) from Eq. (6.11) are obtained. Now, if the operat-

ing conditions are changed into new inlet temperature 8' 
f 

and dimen-

sionless mass velocity v' , different sets of temperature profiles 
A 

8'(~) are obtained according to whether s 1 (~j,p1 ) or s 1 (~j,p~) is 

used: 

8' A 1 
>..v' 

A r A 

exp[p1<e - 1)) 
A 

xlf - /..8f + /..8 
d8 81 <~j ,pl) 

al 
8'(~ .. p) 

J 

(6.12) 

e' 1 
>..v' 

A r 
exp[p*(- - 1)) 1 8 d8 sl C~j, p~) 

al xlf- 1..8£ + /..8 
8' (~,p*) 

(6.13) 

Numerical results in Table 4 show that the average percentage 

error for temperature predictions along the reactor ranges from 0.06% to 

9.0% corresponding to a wide range of values for p
1 

. In fact, in most 

of the cases, the error is less than 1%. This may be due to the insen-

sitivity of the temperature to the activation energy in Eq. (6.11). 
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TABLE 4 

EFFECT OF THE ESTIMATION OF ACTIVATION ENERGY ON 

THE AVERAGE TEMPERATURE PREDICTION 

Average % error 

** "' 8' v' e' < ~j ·P1) pl f 
in 

30.6 0.80 2.00 0.60% 

1.10 1.60 1. 3% 

26.2 0.80 0.80 0.20% 

1.05 0.80 0.32% 

21.5 0.92 0.53 0.10% 

1.05 0.80 0.06% 

0 . 80 0.80 3. 2% 

10.0 0.92 0.53 2.0% 

1.05 0.80 0.86% 

0.80 0.80 9.0% 

2.0 1.05 0.80 1. 7% 

1.10 1.60 6.5% 

** * True activation energy p
1 

20.6 
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It can be concluded from the above analysis that the temperature 

resulting from changes in operating conditions can usually be satisfac-

torily predicted even if the estimated activation energy is subject to 

error. 

System with Two Activity Profiles 

In the case of bifunctional catalysts with the two activities 

declining at different relative rates, the balance equation for the 

state x takes the form 

G dx 
dz 

under the assumptions described in Part I. 

(6.14) 

The transformation defined in Eq. (6.2) cannot be performed for 

Eq. (6.14) and thus the determination of the reactor output in terms of 

cumulative activities is not possible. In principle, the steady state 

input-output characterization requires the complete information of 

s
1

(z) and s
2

(z). Alternatively, the activity profiles can be 

approximated by certain functions containing a small number of param-

eters to be estimated from the measurements. The success of this 

method depends on the choice of the approximating function. No general 

rules can be formulated. Some possibilities are illustrated in the 

following section. 

Estimation of Activity by Parametrization 

Consider the estimation of the alumina activity profile for the 

simplified .model of naphtha reforming. In order to predict the reactor 

output x2 (1) for arbitrary inputs such as feed conditions ef, xlf' 
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x
2
f, and flow rate v , it is necessary to obtain information about the 

alumina activity distribution s 2(s) . Integration of Eq. (6.6) yields 

1 
v x2f I log -- = a 2 x2(1) 

0 

(6.15) 

where the temperature 8 is measured at a sufficient number of points 

along the reactor to allow the numerical evaluation of the integral. 

It is obvious from Eq. (6.15) that the prediction of x
2

(1) 

requires knowledge of the complete activity profile s
2
(s), which in 

turn requires an infinite number of concentration measurements. The 

necessity of an approximation based on parametrization of s 2 ( ~ ) thus 

becomes apparent, and the subsequent estimation of the necessary param-

eters is sufficient for all practical purposes. 

Numerical calculations were made using simulated measurements. 

It should be noted here that the decrease of platinum activity due to 

sintering is much slower than that of acidic activity by coking so that 

between successive regenerations the platinum activity remains essen-

tially constant and needs to be estimated only once. Therefore, a 

constant profile for s 1 (~) is assumed for simplicity in the present 

case. The "true" values of 8 , x2 , and s 2 were obtained numerically 

from Eqs. (6.5)-(6.8) for the following values of the parameters: 

P2 

s 
1 

0.216 

20.0 

0.95 

a
2 

= 5. O , >. 0 .108 , 

1.0 

B 2 

21.6 

6.0 

LO 
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Then the simulated measurements of x
2 

were generated at m posi-

tions along the reactor (m 2:. 3, e.g., s1 = 0.1, t,
2 

= 0.4, t,
3 

= 1.0), 

by adding random measurement error to the "true" values. It is in-

teresting to notice that in the history of alumina activity decay 

there are two possible shapes for an activity profile: 

(i) In the early stage of catalyst life, the profile looks 

like a portion of the increasing part of a parabola; 

(ii) In the later stage of catalyst life, the profile looks 

like an S shaped curve. 

The proposed parametrization schemes have been tested for both cases. 

Figure lla,b indicates two simple parametrizations tha t have 

been found adequate. In the first the activity profile s
2

(E, ) is 

db " ( I I 1 ) • • f f approximate y a curve s
2 

;p1 ,p2 ,p
3 

consisting o two segments o 

straight lines as follows: 

E,p'/p' 
2 1 

p' + (p'-p')( t, - p') I (1-p
1
1

) 
2 3 2 1 

for o ~s 2- Pi (6.16) 

for p' < E, < 1 
1-

(6.17) 

where pl, P2• and P) are three length parameters shown in Figure lla. 

These parameters can be estimated by minimizing the following sum of 

squared errors: 

J (6.18) 

where 

(6.19) 
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+ SAMPLING 
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Fig. 11. Two Parametrizations of a Catalyst Activity Profile 
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subject to the physical constraints 

and 

1 
exp [ -p2 (-=---,- 1) ] <ls e<s) 

0 < p' < p' < 1 - 2 - 3 -

(6.20) 

(6.21) 

The estimation was carried out for three measurements m = 3 using a 

first order gradient method. The results are given in Figures 12 and 

13. 

Now the predictions of the reactor response x2(s) to changes 

in inputs can be obtained as 

where the predicted value of x2 is denoted by x2 , and the condi­

tions corresponding to the new input are designated by primes. 

Figures 14 and 15 present the results of predictions using the param-

etrized activity profiles corresponding to T = 0.3 and T = 0.5, 

respectively. Even with the large difference between the initial feed 

conditions (8f = 1.0, v = 1.0) and the feed conditions used for test­

ing the prediction (8£ = 1.2, v' = 2.0), good agreement was obtained 

between the "true" profile and predicted values. For the input 

8£ = 1.0, v' = 2.0, and 8£ = 1.2, v' = 1.0, the predicted values also 

agree satisfactorily with the "true" profiles as shown in Table 5. The 

error is less than 3% in all cases and less than 1.5% in most cases. 

Moreover, it is observed that the prediction of the output concentra-

tion is usually more accurate than that of the average concentration 
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Fig. 12. "True" and Estimated Activity Profiles 
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Fig. 13. Time Evolution of "True" and Estimated Activity Profiles 
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~----·-

New Operating Condition 

Percentage Error for ei =Lo, v'= 2.0 I 8£ =1.2, v' =1.0 
prediction "' x2 Noise Level in Measurements 
(Absolute value) 

Noise- Noise-
free 0.8% 5% free 0.8% 

' Output 0.61 0.38 1.30 2.50 2.90 
<s = 1) 

'"[ = o. 3 Avg. "' s 2 <s) <o ~s ~1) 
1. 47 1. 36 1.49 1. 58 1. 93 

in 
Figure Output 

12 
<s = 1) 0.26 0.60 0.58 0.15 0.29 

'"[ = 1. 5 
Avg. 

co2.s~1) 
0.49 0.55 0.43 0.65 0.51 

·--- -----··----7-- -·- -·-

TABLE 5. COMPARISON BETWEEN "TRUE" AND PREDICTED VALUES BY THE 

PARAMETRIZATION OF FIGURE lla 

5% 

0.60 

2.18 

0.92 

0.64 
- --
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along the reactor. From the above results the adequacy of this 

parametrization scheme is established. The parametrized curve gives 

a closer approximation to the activity profile with decreasing measure-

ment error. Furthermore, the prediction error decreases as the deac-

tivation proceeds. This behavior probably results from the fact that 

the activity distribution function s 2 (~) becomes smoother and thus 

is better approximated by the proposed parametrization scheme. One 

interesting point that has resulted from this estimation scheme is that 

even though the set of measurements containing smaller noise yields a 

better approximation to the activity profile in general, the resulting 

prediction of x2 (~) does not necessarily yield significantly improved 

results. This may be due to the fact that an exponentially decreasing 

factor is weighted along the reactor as shown in Eq. (6.22), and thus a 

poor activity approximation at the latter part of the reactor is hardly 

revealed by the weighted integral. 

Another promising parametrization involves the approximation of 

the activity profile by a piecewise constant function 

(6.23) 

This is indicated by Figures llb and 16. 

The parameters s 2j can be determined by minimizing the per­

formance index 

J 

wher e 

m 

l [g (~J.) 
j=l 

(6.24) 
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and g is given by Eq. (6.19) , subject to the constraints 

0 ~ s2j < 1 , j=l,···,m 

(6.25) 

(6.26) 

Since Eq. (6.25) is linear with respect to s 2i , the minimization can 

be achieved easily by linear regression. Figure 16 gives two estimated 

profiles of s 2 • Based upon these estimated ~ 2 (~) , the predicted 

~Z(~) subject to new input conditions 8f = 1.2, v' 2.0 is pre-

sented in Figures 17 and 18. Similar comparisons between predicted 

and "true" x;(~) were also performed for inputs 8' = 1. 0, v' = 2.0 f 

and 8' = 1. 2, v' = 1.0 as shown in Table 6. The predictions were f 

good in all cases. The advantage of this parametrization scheme lies 

in the convenience of the linear regression technique. However, the 

error (< 5%) is somewhat higher than that obtained by the previous 

parametrization, i.e., Figure lla. Based upon these results, the 

parametrization of Figure lla must be preferred. 
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Percentage Error for New Operating Condition 

prediction " 8£= 1.0, x2 v' =2.0 I 8£ =1.2, v' = 1.0 

(Absolute value) Noise Level in Measurements 

Noise- Noise-
free 0.8% free 0.8% 

Output 
0.32 1. 20 7.50 4.90 

(~ = 1) 
'[ = 0.3 

" 
Avg. 

0.25 0.42 7.80 5.80 
s2(~) (0 ~~ ~l) 

in 
Figure Output 0.10 0.67 0.82 0.58 16 (~ = 1) 

'[ = 1. 5 Avg. 
(O ~~~l) 

0.22 0.28 1.10 1. 30 

TABLE 6. COMPARISON BETWEEN "TRUE" AND PREDICTED VALUES BY THE 

PARAMETRIZATION OF FIGURE llb 

- -
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7. ESTIMATION OF DEACTIVATION PARAMETERS FOR 

MONOFUNCTIONAL CATALYSTS 

For a fixed bed catalytic process using monofunctional 

catalysts, deactivation is usually slow so that under the previously 

stated assumptions for the factorization of activity s the plug-flow 

equations can be written as 

where y 

G(t) _Qy = sf{y,T) az . 

G(t) aT = sg(y,T) 
az 

is the vector of composition variables y .• 
1 

(7 .1) 

(7. 2) 

To achieve the purposes of long-term reactor optimization such 

as optimal catalyst utilization and regeneration policies, the estima-

tion of deactivation parameters is necessary. On the other hand, in 

some cases it is desirable to have an on-line process control. There, 

the updated information about catalyst deactivation parameters would be 

useful in obtaining optimal or suboptimal control policies. Two 

separate. estimation schemes are presented, one for first order catalyst 

deactivation and the other for a general power model. Emphasis is on 

the case of first order deactivation as it can result in a sequential 

estimation scheme. 

First Order Deactivation 

Considering first a single reaction, the steady reactor operation 

can be described by the single equation 

(7. 3) 
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where g is obtained from g(y,T) of Eq. (7.2) by expressing y in 

terms of y , T , and T • 
0 0 

According to the description of Chapter 2, the simplest deacti-

vation model is first order with respect to the catalyst activity and 

independent of concentration 

dS 
at (7.4) 

Equations (7.3) and (7.4) form a system of partial differential equa-

tions. However, mathematically, it is generally much easier to solve 

a system of ordinary differential equations than a system of partial 

differential equations in many respects, i.e. , accuracy, computing 

time, stability, etc. Furthermore, the estimation of several param-

eters in partial differential equations usually requires lengthy com-

putations and may involve convergence problems. On the other hand, 

parameter estimation in ordinary differential equations is a well 

developed topic. Therefore, the transformation of partial differen tial 

equations to a system of ordinary differential equations is highly 

desired. 

In general, there are two approaches to estimate deactivation 

parameters. The first is to combine Eqs. (7.3) and (7.4) and obtain a 

relationship between the deactivation parameters and the measured state 

variables. This relationship, which may not be direct or explicit, 

relates state variables to catalyst decay parameters through a function 

of catalyst activities. Often , this function has a significant physi-

cal interpretation, and makes the transformation to a syst em of 

ordinary differential equations feasible. The transformat ion is 
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described in the following paragraph, while some examples are included 

in the remaining sections. The second way of estimating decay param-

eters is to deal with Eqs. (7.3) and (7.4) one by one. By 

parametrization of the activity profile, one can generate local activ-

ity estimates, which in turn can be fed into the catalyst deactivation 

equation to yield estimates of the decay parameters. This estimation 

scheme is illustrated by a simple example in Appendix C. In general, 

the latter approach, involving an approximation by parametrization, 

gives less accurate results than the former. 

Now, combining Eqs. (7.3) and (7.4) and integrating the result-

ing expression one obtains 

dS(L,t) 
dt 

where the cumulative 

S(z,t) 

T(L,t) 

-kdG(t) J 
T (t) 

0 

activity S(z,t) 

z 

J s(z')dz' 

0 

The integration of Eq. (7.3) gives 

dT' 

-Ed/RT' 
e 

g(T' ,y (t), T (t)) 
0 0 

is defined as 

S(L,t) 

T(L,t) 

G(t) J 
T (t) 

g(T' ,y (t),T (t)) 
0 0 

0 

dT' (7. 5) 

(7. 6) 

(7. 7) 

which defines implicitly T(L,t), the measured quantity, as a function 

L)f S 

T(L,L) F(y (t) 'l' (t) s I<:) 0 • () , (7.8) 
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Substituting Eq. (7.8) into (7.5), the latter becomes an 

ordinary differential equation in S(L,t): 

(7. 9) 

where 

P(S/G(t),y (t),T (t),Ed) 
0 0 

F 

J 
T (t) 

0 

-E/RT' 

~~~-e-~--~ dT' (7 .10) 
g(T' ,y (t),T (t)) 

0 0 

The differential equation Eq. (7.9) can be used with Eq. (7.8), which 

represents the measurements for a sequential or nonsequential est i ma-

tion of the parameters Ed and kd . 

When the feed conditions y
0

, T
0

, and G are constant, an 

ordinary differential equation in T(L,t) can be obtained by introduc-

ing Eq. (7.7) in Eq. (7.5): 

dT(L,t) 
dt 

T(L,t) 

-kd g(T(L,t),y
0

,T
0

) J 
T 

0 

-Ed/RT' 
__ e ____ dT' 

(7 .11) 
g ( TI , y , T ) 

0 0 

This equation is simpler than (7.9) because it does not require t he 

evaluation of the function F defined by Eq. (7.8) and becaus e i t can 

be used directly with the measurements of T(L,t) for the estimat ion 

of the deactivation parameters kd, Ed Equations (7.9) and (7. 11) 

apply also when S(L,t) or T(L,t) are replaced by S(z,t) and 

T(z,t). Such equations may be used for estimation with measurements of 

T at intermediate points along the reactor. 

The system of partial differential equations, (7.3) a nd (7. 4), 

wer e transformed to ordinary differential equations. The sys t em of 

Eqs . (7.3),(7.4) i s more genPr a l tha n the sys t em trea t ed by Bischoff 
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[90], where the right hand sides of the two equations are proportional 

to each other. The latter situation occurs only in isothermal opera-

tion. For the special case of isothermal operations, for example in a 

laboratory reactor, the integral in the ordinary differential equations 

similar to Eq. (7.9) or (7.11) can be written in closed form. This is 

discussed in Appendix D. 

Now, consider the case of more than one reaction, i.e., Eqs. 

(7.1) and (7.2), and a concentration-dependent deactivation: 

For fixed time, dividing Eq. (7.1) by Eq. (7.2) yields 

EY -
dT -

f(y,T) 
g(y,T) 

(7 .12) 

(7 .13) 

Integration of Eq. (7.13) gives y as a function of T and the feed 

conditions 

y h(T,y (t),T (t)) 
0 0 

(7 .14) 

Combining Eqs. (7.2), (7.12), and (7.14) one obtains 

G(t) dT s g(T,y (t),T (t)) a;= 0 0 
(7.15) 

(7.16) 

where 

g(T,y (t),T (t)) = g(h(T,y (t),T (t)),T) 
0 0 0 0 

(7.17) 

(7.18) 
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Now Eqs. (7.15) and (7.16) have the form of the system consist­

ing of Eqs. (7.3) and (7.4). Thus, the aforementioned transformation 

to an ordinary differential equation can be followed exactly, although 

the estimation algorithm will be more tedious due to the need of 

evaluating the function h at each time. 

A Sequential Estimation Scheme 

Many estimation schemes can be used with a system of ordinary 

differential equations. They can be classified into two types, i.e., 

sequential and non-sequential. Non-sequential estimation can be per­

formed by the well-known methods of hill climbing, e.g., Rosenbrock 

and Storey[ll8], Kittrell,Mezaki, and Watson [119], and by quasi­

linearization, e.g., Heineken, Tsuchiyah and Aris [120], Seinfeld and 

Gavalas [121], E. S. Lee [122]. However, sequential estimation should 

in general be favored for the estimation of slowly varying parameters 

as in the case of catalyst decay for the following reasons. Firstly, 

in a non-sequential estimation, every time an additional observation 

is to be included, the entire calculation must be repeated. Secondly, 

in sequential estimation the parameters are immediately updated as 

additional data become available so that the estimated parameters can 

be provided for "on-line" control purposes. 

The earliest work on sequential estimation was done by Wiener 

[123] and is often referred to as the Wiener filter. However, the 

basic theories for linear systems in the literature are those of 

Kalman [124] for the discrete case and Kalman and Bucy [125] for the 

continuous case. In these theories the problem of estimation is in­

geneously reduced to the solution of a system of ordinary difference or 
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differential equations, and the method is usually known as "Kalman 

filter". Cox [126] has developed a formulation applicable to both 

linear and nonlinear systems using the discrete forms and has sug­

gested the use of dynamic programming as a computational approach. 

The above papers are all based upon the statistical point of view, 

hence the resulting estimates are optimal. However, another practical 

approach to sequential estimation based on classical least squares 

criteria has been taken by Bellman and co-workers [127] and Detchmendy 

and Sridhar [128] for continuous systems and by Sridhar and Pearson 

[129] for discrete systems. Their filters, which contain certain 

approximations, are not optimal but are sufficient for many engineering 

purposes. Seinfeld [130] has extended the sequential estimation tech­

nique to the systems described by nonlinear parabolic and hyperbolic 

partial differential equations. For applications to chemical 

engineering problems, see Gavalas and Seinfeld [12], Wells [131] and 

Lee [132]. For further background information on filtering theory, the 

reader may consult the books by Bryson and Ho [133] and Meditch [134], 

and the reviews by Schwartz et al. [135] and Seinfeld [136]. 

In general, all the · filters proposed in the literature are 

alike in functionality, but differ only in the estimation criteria or 

approximations adopted. In this study a modifi ed Kalman's sequential 

filter described by Meditch [134] is adopted, and the discrete vers i on 

of that filter is chosen for its convenience in digital computer 

operations. For reference purposes, the discrete filter of Cox [126] 

and the continuous filter of Detchmendy and Sridhar [128] are sketched 

briefly in Appendix E. 
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To formulate the sequential filter, the following difference 

equation and linear measurements are considered: 

x(i+l) = f(x(i)) 

y(i) = H(i) x(i) + E(i) 

It is required to minimize the perfonnance index 

J ~ llx(O)-x 11
2 

+ 
0 

o-1 
0 

N 
I lly(i) - H(i) 

i=l 

(7 .19) 

(7. 20) 

(7. 21) 

with respect to x(O),···,x(N) subject to the constraint equation 

(7.19). Omitting the derivation procedures, the resulting Kalman's 

linearized filter is sketched as follows: 

x(k+1 1 k+1> = f <x<kl k) > + K(k+1)[y(k+1) - H(k+l) f <x<kl k) 1 
(7.22) 

P(k+l I k) (7. 23) 

K(k+l) = P(k+l j k) HT(k+l)[H(k+l) P(k+l j k) HT(k+l) +R(k+l)]-l 

(7. 24) 

D(k+l I k+l) = P(k+l I k) - K(k+l) H(k+l) P(k+l I k) (7. 25) 

where the matrices P and D can be interpreted qualitatively as 

the covariance matrices of errors in estimates for the state at stage 

k+l given k observations and k+l observations, respectively. 

They represent approximately the measures of present uncertainty about 

the state x . Finally, since D and P are symmetric matrices, the 
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total number of initial estimates required for an n-d:i.mensional system 

is n + n(n+l)/2 = n(n+3)/2 . 

Numerical Examples 

(i) Example 1 

The oxidative dehydrogenation of 1-butene to butadiene using 

bismuth molybdate catalysts is carried out in fixed bed reactors in 

the presence of air as follows: 

sk 
(7.26) 

According to Adams et al. [137], the reaction rate is first order with 

respect to butene, 

r = sk exp(-E/RT)c1 0 0 
(7.27) 

Note that a detailed kinetic model for the catalytic oxidation of 1-

butene must include the following side reactions: 

(i) a consecutive oxidation of butadiene to co2 and H2o 

(ii) a parallel direct oxidation of 1-butene to co2 and H2o 

(iii) a parallel isomerization of !-butene to cis- and trans-
2-butene along with the isomerization between the 2-butenes 

Under the operating conditions of atmospheric pressure and 400-500°C, 

it has been reported [137,138,139] that the ratios of the rates of t he 

side reactions (i)-(iii) to that of the main reaction are approxi mately 

1/20, 1/400, and 1/10 respectively so that these side reactions can be 

neglected for practical purposes. In industry, this exothermic process 

is carried out in an adiabatic fixed bed reactor. At steady state and 
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constant pressure the reactor equations are 

G(t) aT az 
(-LIB) 

= c r(s,y1 ,T) 
p 

(7.28) 

(7.29) 

where is the molar flux of butene per unit mass flux of feed, and 

Pyl 
r

1 
= sk exp(-E/RT) 

0 RT I Yi 
(7.30) 

By eliminating the right side between Eqs. (7.28) and (7.29) one obtains 

in dimensionless form 

ae -= s 
at,; 

where 

c[a - ;\(8-1)] 

[b+; (6-1)] 

1 
exp[p(l - 9)] 

6 = T/T 
0 

E,; = z/L p = E/RT 
0 

M = l: M.yi /l:yi ' m i o o 

;\ = c T M1/(-tiH) p 0 

a.Ml 
c = --AM 

m 

(7. 31) 

(7.32) 

(7. 33) 

(7.34) 

For simplicity, consider the case of constant G, yio' T
0 

and a first 

order deactivation such as 

as 
at = -sk exp(-E /RT) 

d d 

or in dimensionless form as 

as 1 aT = ~sS exp(p(l - e)] exp(-q/6) 

(7.35) 

(7. 36) 
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(7.37) 

Numerical calculations were performed using simulated measurements. 

First, "true" values of the temperature at the end of the reactor were 

obtained numerically from Eqs. (7.31) and (7.36) using the following set 

of parameters: 

a = 0.28 b = 1.68 A. = 2.08 , p = 17.87 ' c = 0.4 

f3 = 2.0 q = 2.75 , 8(0,T) = 1.0 , s( ~ ,0) = 1.0 

Then simulated measurements were generated by adding random measurement 

error to the "true" values 

e(l,T) = 8(1,T) [l+n(O,cr)] (7.38) 

Since the temperature is usually measured very frequently during a day, 

its daily average value can be considered to contain a very small 

random error. 

Consider the estimation of the deactivation constants kd and 

Ed from the record of the outlet temperature. By using the scheme out­

lined previously, the following ordinary differential equation is 

obtained from Eqs. (7.31) and (7.36): 

d8 (3[a - A.(8-1)] 
dT = -

8[b +; (8-1)] 

exp[-p(~ - 1)) 

e A. 

I 
x[b +z-(x-1)] 

[a - A.(x-1) 
1 

exp(-q/x)dx 

(7.39) 

To Eq. (7.39) the following equations for the parameters are adjoined 
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s = 0 
dT (7.40) 

A complete system of dynamical equations along with the temperature 

-measurements 6(1,T) for constructing an estimator is thus obtained. 
I 

The sequential filtering scheme described in the last section 

has been applied to the estimation of the deactivation parameters S 

and q • The numerical results are presented in Figures 19-21. 

Calculations have been performed with noise-free, 1% error and 5% 

-· error in the measurements 6(1,T), which are taken at time intervals 

of 0.02 corresponding to five times daily. The unrealistically high 

error level of 5% was used solely to test the effectiveness of the 

filter. Figure 19 compares the filtered temperature signal with the 

"true" signal for the error level of 5%. The two signals are indis-

tinguishable for the two lower error levels. Figures 20 and 21 show 

the estimates of the decay parameters S and q as functions of time. 

The initial estimates were chosen to contain a large error in both 

I 
cases. The error is rapidly reduced in a short initial interval of 

time and then it changes very slowly. At large times, the mean of 

the error does not become zero but remains roughly proportional to the 

measurement error. This behavior is commonly observed in nonlinear 

filters, especially when two signals such as S and q are corre-

lated. Even at the high measurement error of 5%, however, the estima-

t~on results are adequate for the intended applications. 

(ii) Example 2 

Consider an isothermal catalytic operation in a fixed bed reactor. 

The catalysts used in the reactor are subject to deactivation at a rat e 
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controlled by the absorption-desorption of the reactant. The dynamical 

system is characterized by the following set of partial differential 

equations: 

ax 1/2 
-= - a.s x 
a~ 

(7.41) 

as 
- as (-x-)1/2 -= 

d'r l+mx 
(7.42) 

with boundary conditions 

(i) at ~ = 0 (7.43) 

(ii) at 1: = 0 (7.44) 

Consider the estimation of the deactivation parameters 13 and m 

from the reactor outlet concentration measurements. The "true" values 

of the output concentration x(l,'r) were obtained numerically from Eqs. 

(7.41) and (7.42) using the following values of the parameters: 

a. = 0.6 ' S = 2.0 , m = 0.5 , xf = 1.0 , s ... 1.0 
0 

The noisy measurements are simulated in the way described previously. 

Following the proposed transformation technique, an ordinary differen-

tial equatfon is obtained: 

(7.45) 

Equation (7.45) and the following equations for the unknown parameters 

d 13 
d'r .. 0 

dm. 0 d'r (7. 46) 

constitute a complete dynamical system for the sequential filter. The 
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filtering results for the state x using the set of measurements con-

taining 5% standard error are shown in Figure 22. Satisfactory results 

were also obtained for the deactivation parameters B and m as 

shown in Figures 23 and 24. Two different sets of initial estimates 

for the parameters are included in both figures. All the results in-

dicate the feasibility of the proposed transformation scheme and the 

adequacy of the filtering technique. 

Should there exist some interaction between neighboring 

occupied sites to make the rate dependency on the activity nonlinear, 

the proposed transformation scheme may still give a fair approximation 

after a simple linearization process. For instance, if the system equa-

tions are changed into 

The term 2 
s 

ax 
~= 

2 -as 
1/2 

x 

can be linearized as follows: 

s 2 ~ s*(2s - s*) 

Defining a new variable 

s = s - s*/2 

the system equations can be transformed to 

- 1/2 sx 

(7. 47) 

(7. 48) 

(7.49) 

(7. 50) 

(7. 51) 
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dg - - x 1/2 a:r = -S ,.: s.(l+mx) 

where 
a = 2s*a 2s*s 

The boundary condition (7.44) is changed into 

(ii) at T = 0 s = s - s*/2 
0 

(7. 52) 

(7. 53) 

(7. 54) 

Now Eqs. (7.51) and (7.52) have the same form as Eqs. (7.41) and 

(7.42), and thus they accept the same estimation scheme. 

General Power Model 

For simplicity, consider only the case of a concentration inde-

pendent deactivation model 

(7.55) 

with three parameters kd, Ed, m • The presence of a concentration­

dependent term increases the amount of required computatdon but does 

not present additional conceptual difficulties. 

The dynamical system (i.e., Eqs. (7.3) and (7.55), is a set of 

coupled partial differential equations, and is nonlinear with respect 

to both temperature and catalyst activity. For such a system, it is 

seldom possible to carry out an exact and rigorous estimation of both 

Therefore, in this section no attempt is made to derive 

an anlytically rigorous estimation scheme. Instead, approximations are 

introduced. 
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Consider the following approximation for the activity profile 

s(z,t) 
n 

l cri(t) pi(z) 
i=l 

(7.56) 

where the p.'s are polynomials or other suitable functions. Equation 
]. 

(7.56) can be rewritten as 

n 
s(z,t) l 

i=l 
s(z.,t) q.(z) 

]. ]. 
(7. 57) 

where is a rational function of and hence a known 

function of z. 

A combination of Eqs. (7.57) and (7.3) gives 

G(t) 

where 

T(z.,t) r 
T (t) 

0 

M •• 
J]. 

dT' 

g(T',y (t),T (t)) 
0 0 

J

zj 

0 

q.(z)dz 
]. 

n 

l 
i=l 

M •• s(z ,t) 
J]. i 

(7. 58) 

(7. 59) 

On the other hand, at a measurement position zj 

equation is expressed as 

the deactivation 

ds (z., t) 

dt 

which can be integrated to yield 

t 

1 + (m l)k J exp(-Ed/RT(zj,t')]dt'} (s(zj,t
0

) - d 
t 

0 

m :f 1 

(7. 60) 

1 
m-1 

(7. 61) 

From Eqs. (7. 58) and (7. 61), deactivation parameters m, kd, Ed can be 
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estimated by nonlinear regression using the temperature measurements 

T(z.,t) • It should be noted that these deactivation parameters are 
J 

strongly correlated so that their simultaneous estimation presents 

numerical difficulties. It is thus suggested to estimate kd and Ed 

for a fixed m and then repeat the calculations for various values of 

m • 

Suppose that there is more than one reaction involved in the 

catalytic process. The procedures described by Eqs. (7.13)-(7.15) 

should be followed first to obtain a single equation. Based on that 

equation, the estimation scheme of the present section can then be 

used. 
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8. ESTIMATION OF DEACTIVATION PARAMETERS FOR 

BIFUNCTIONAL CATALYSTS 

For a bifunctional catalytic process taking place in a fixed bed 

reactor under the assumptions discussed in Part I, the system equation 

can be written as 

(8.1) 

(8.2) 

where f 1 ,f2 ,g1 ,g2 are vector rate" functions with possibly some zero 

components. 

First, the special case where two activities decline by the 

same relative rate (i.e., si = si
0
o(z,t) where sio are constants) 

can be handled by the techniques of the previous chapter with a play-

ing the role of s . 

In general, the two activities decay with rates 

as
1 ml exp(-Ed1/RT) -- = -kdlsl Clt 

(8.3) 

as 2 m 
exp(-Ed2/RT) -- = -kd2si Clt 

(8.4) 

The estimation problem cannot be approached as in the previous chapter 

because Eqs. (8.1) and (8.2) cannot be reduced to expressions of the 

type (7.7) or (7.58). Nevertheless, in special cases it is often pas-

sible to simplify the problem as illustrated by the following example 

of naphtha reforming. 
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The estimation scheme varies according to how detailed the 

kinetic model is. To illustrate a variety of estimation schemes, 

three different models of naphtha reforming are discussed separately 

in this chapter. The discussion starts with a simplified model, then 

proceeds with a more detailed one, and finally concludes with one of 

general scope. 

An Essential Kinetic Model of Naphtha Reforming 

As discussed in Part I, the essential dynamical behavior of 

naphtha reforming can be characterized by the two most important reac-

tions, i.e., naphthene dehydrogenation and n-paraffin isomerization. 

The platinum particles undergo sintering at a rate 

(8.5) 

and the acidic alumina activity decays due to coking at a rate 

(8.6) 

Two functional forms of y(8) are used in this study, and the corres-

ponding estimation schemes are discussed separately: 

(i) y(8) = 1 if the deactivation rate constant is indepen-

dent of temperature; 

(ii) y(8) 1 
if the rate constant has the usual = exp[-q (--1)] , 

2 e 
Arrhenius dependence. 

The estimation of s1 ,q1 can be achieved by ,considering Eqs. 

(6.5) and (8.5) as follows. The activity profile s 1 (~,'t) is 
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approximated by a summation of polynomials 

n n 

= i~l crli(T) pli(~) = i~l sl(~i'T) qli(~) (8. 7) 

Integration of Eq. (6.5) with Eq. (8.7) yields 

(8.8) 

where 

(8.9) 

0 

Meanwhile, Eq. (8.5) can be integrated to give 

T 

J 
1 -1 

exp[-q1<ec~j,t) - l)]dt} (8.10) 
T 

0 

Using nonlinear regression, the estimation of can thus be 

accomplished from Eqs. (8.8) and (8.10) with being the meas-

ured quantity along the bed. Since the Pt activity declines very 

slowly compared to the acidic activity, it needs to be estimated only 

once between successive regenerations. Thus, in practice, the know-

ledge of the detailed kinetic model of Pt deactivation is much less 

important than that of alumina deactivation, and the former is usually 

neglected. 

For the estimation of the alumina deactivation parameters, con-

sider Eqs. (6.6) and (8.6) in the following functional form 

(8.11) 
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(8.12) 

where 

w[8(s)] (8.13) 

, y(8) = 1 (8.14) 

Consider k = [m,B2J as the deactivation vector to be estimated. The 

estimation is realized through the introduction of a modified cumula-

tive activity 

s2(s') w[8(s')Jds' (8.15) 

where the integrand represents the distribution of a weighted catalyst 

activity in a non-isothermal reactor. From Eqs. (8.11) and (8.12) 

and its integration yields 

Again, from Eq. (8.11) 

x2 

Sm = J du 
cp(u) 

which is dif forentiated to yield 

(8.16) 

(8.17) 

(8.18) 
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(8.19) 

Substituting Eq. (8.19) into Eq. (8.17) along the characteristic l i nes, 

an ordinary differential equation is obtained: 

iJ!(u,~) 

<j>(u) du (8.20) 

The above derivation of equation (8.20), based on the concentration is 

quite similar to that of Eq. (7.11), based on the temperature. The 

corresponding functions S and S play a central role in realizing 
m 

the transformation to an ordinary differential equation. 

Equation (8.20) can be written explicitly as 

(8.21) 

The system is simulated by Eqs. (6.5), (6.6), and (8.6) for the follow-

ing values of the parameters: 

pl = 21. 6 , p2 = 20.0 , s2 = 1.0 , 

m = 2.0 , A = 0.108 , v = 1.0 1.0 

' The concentration measurements are generated from the "true" concen-

trations at z = L Again, since daily average values are used, the 

noise level of the actual measurements is greater than that of the 

average measurements which are indicated in these figures. The 
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filtering results shown in Figures 25-27 are very satisfactory. These 

results are particularly significant in view of the fact that only one 

concentration measurement at each time is required to carry out the 

filtering for both x2, m, and s2 in this nonlinear system. 

For case (ii) (i.e., y(8) 1 
= exp[-q2 <e - 1)], the above estima-

tion scheme must be modified due to th.e fact that the resulting 

ordinary differential equation contains the variable 8 instead of a 

single dependent variable x2 • 

m-1 1 
u exp[-q2<e - l)] du (8.22) 

~2f 

This modification is accomplished by expressing 6 as a function of 

x2 (i.e., 6 = 8(x2)) in the following way: A curve (e.g., a parabola 

or piece-wise linear function) is fitted through the m measured 

concentration points along the reactor. Now, a cross plot can be made 

between this curve and the temperature profile along the reactor. In 

this manner 8 is expressed by x2 directly and the position variable 

z is eliminated from the expression. It should be'11oted that more 

than one point concentration measurement is required to carry out the 

estimation in this case, whereas one point measurement was enough in 

the case of y(6) = 1 . The sequential estimates of the state x2 

and the deactivation parameters can be obtained from the weighted 

average over the individual filtering results at the measurement 

points along the reactor. 

A piecewise linear function connecting the three measured 

points along the bed (i.e., ~j • 0.1, 0.4, 1.0) is chosen for 
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illustration to approximate x2 as a function of s . Figures 28-31 

present the filtering results for this case. Figures 28 and 29 are 

the estimation results for the state at s = 0.1 and s = 1.0 

respectively. Since the activity near the entrance of the reactor 

decays more rapidly due to the endothermic Arrhenius rate, the decay 

parameter estimates obtained from the earlier measurement point should 

be more accurate. This observation is supported by Figures 28 and 29. 

Figures 30 and 31 present average q
2 

and S
2 

estimates along the 

reactor for different initial guesses, noise levels, and initial P 

matrices for the filters. These results indicate that satisfactory 

estimates can be obtained quite early (~ ~ 1.2) in the decay history 

(T ~ 6.0 for 80% deactivation of alumina activity). This means that 

the information obtained from the above study would be available in 

time for determining long-term operating and regenerating policies. 

Meanwhile, the fact that the filtering process of curve (6) converges 

faster than that of curve (3) indicates that the estimation can be 

improved by assigning a more appropriate initial P matrix. Finally, 

the slow convergence for s2 and estimates is probably due to 

the strong correlation existing between s2 and q2 in the dynamic 

system and to the approximation introduced for x2 (s). 

A More Detailed Kinetic Model of Naphtha Reforming 

Consider a more detailed kinetic model of naphtha reforming 

containing the additional feature of hydrocracking relative to the 

essential kinetic model described in the last section. Suppose that 

a mixture of separate platintm1 and altm1ina particles is employed as 

the catalyst. Dehydrocyclization cannot take place as its occurrence 
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requires the close proximity of two f\.lllctional sites in a compo\llld 

bif\lllctional catalyst. The reaction scheme of such a model is sketched 

as follows: 

N--> A+ 3H2 (8.23) 

p --> 
<-- ip (8.24) 

H2+ p --> 2 LHC (8.25) 

H2+ ip -> 2 LHC (8.26) 

where N, A, p, ip, LHC denote naphthene, aromatic, n-paraffin, iso-

paraffin, and lower hydrocarbons. 

The platinum activity s
1 

and the acidic alumina activity s 2 

are assumed to deactivate according to Eqs. (8.3) and (8.4). The rates 

of reactions (8.23)-(8.26) can be written as formulated in Chapter 5, 

part I, 

· r = slkapyl (8.27) 
a 

rb = s2 (~y2- kbY 3) I Y7 (8.28) 

rd = s2kdy2 I Y7 (8.29) 

r' = s2kdy3 /y7 (8.30) 
d 

where yl, Y2' Y3' y6' Y7 

p, ip, LHC, H2 , and 

denote the concentration variables of N , 

k. = ki exp(-Ei/RT) 
l. ' 0 

( 8. 31) 

The conservation equations for y1 , y2 , and y
3 

are 

(8.32) 
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(8.33) 

(8.34) 

Since only the dehydrogenation reaction has significant heat effect, 

the energy equation can be written in terms of the dehydrogenation 

rate as 

G ()T 
dZ (8.35) 

Due to the fact that only reaction (8.23) changes the number of moles, 

the fluid . density p can be expressed in terms of y 
7
, T and the feed 

conditions. Equations (8.32) and (8.35) can be combined in a single 

equation for the temperature. Using the resulting equation, the estima-

tion of the deactivation parameters for s
1 

can be carried out 

following the procedures described in the first section of this chapter. 

The estimation of the deactivation parameters for s 2 is based 

on Eqs. (8.33), (8.34), and (8.4). Supposing that y2 , y
3

, and T are 

measured at points z
1
= O, z2 , ···,zn = L, then Eqs. (8.33) and (8.34) 

can be integrated to 

y2(z.) 
Y7 dy2 f J 

n 
G l s 2(zi,t) 

-11,y2+ kbY3- kdy2 
Mji 

Y20 i=l 
(8.36) 

Y3(z.) 
Y7 dy3 n 

G f J = l Mji s2(zi,t) 
~y2- kbY3- kdy3 i=-1 

Y Jo 

(8.37) 

After evaluating the above integrals numerically, the activity s 2 (zi, t) 
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can be obtained as the solution of the matrix equations (8.36) and 

(8.37). The resulting s 2 (zi,t) are then used as the measurements to 

estimate the deactivation parameters of s
2 

using the integrated 

form of the deactivation equation (i.e., Eq. (7.61)) via a least 

squares criterion. It must be noted that the present estimation 

scheme requires measurement of certain concentrations and the tempera­

ture at several points along the reactor. 

A Generalized Kinetic Model of Naphtha Reforming 

Now, consider a generalized model of naphtha reforming which 

consists of all the individual reactions, namely dehydrogenation and 

dehydroisomerization of cycloparaffins, isomerization, dehydrocycliza­

tion and hydrocracking of paraffins, together with coking over 

alumina sites, and sintering of platinum crystallites. For conveni­

ence of description, the system of c
7 

hydrocarbons is considered 

first. Then the discussion proceeds with the system of c6 hydrocar­

bons, and finally concludes with a system of c6 and c7 hydrocarbon 

mixtures. 

(i) c7 hydrocarbons 

Refer to Figure 3 of Part I for a schematic representation of 

naphtha reforming of c
7 

hydrocarbons. Denote the concentrations of 

methylcyclohexane, n-heptane, i-heptane, tolunene by y1 , y2 , y
3

, y4 

respectively. For simplicity, the density of the gas is assumed to 

be constant along the reactor. as justified in Part I. The material 

and energy balance equations derived in Chapter 5 of Part I become 
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(8.38) 

- kbo exp(-E2/RT)y3 +kdo exp(-E/RT)y2 ] -s1s 2kc
0
exp(-E/RT)y2 

(8.39) 

-I<b
0
exp(-E2/RT)y3 -kd

0
exp(-E/RT)y3] - s 1s 2kc

0
exp(-E/RT)y3 

(8.40) 

(8.41) 

(8.42) 

Since the heat equation (8.42) can be obtained from a linear combina-

tion of (8.38) and (8.41), the following relationship holds 

(8 .43) 

and thus 

(8.44) 

Substituting Eq. (8.44) into (8.41) gives 

(8.45) 
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where 

Supposing that the concentration of toluene y
4 

is measured at several 

points along the reactor, the activity s
1 

can be estimated using the 

previously stated polynomial parametrization as follows: 

where 

-

G( t) 
y 4(}j't) 

y 4o ( t) 

n 

dy' 
4 

= 

s
1
(z,t) = l sl(zi,t)qli(t) ' 

i=l 

( 8 .4 7) 

qli (z) dz (8.48) 

and T represents the daily average temperature measurements along the 

reactor. 

The catalyst deactivation parameters kdl'Edl can be estimated 

by nonlinear regression from the following equation: 

J-1 
exp (-Edl/RT) dj (8.49) 

Having estimated s
1

(z), the estimation of s 2 (z) and the 

parameters · kdZ'EdZ can be obtained as follows. First, combination 

of Eqs. (8.39) and (8.40) yields 

(8.50) 

where 

(8 .51) 



-146-

1/Ji = exp(-E/RT) (8.52) 

Integration of Eq. (8.50) gives 

(8.53) 

0 

Introducing the parametrization of as 

(8.54) 

Eq. (8.53) can be rewritten as a matrix equation 

(8.55) 

where 

(8.57) 

Therefore, estimates on s 2 (z) can be obtained as the solution of Eq. 

(8.55). Subsequently, the deactivation parameters kd2 ,Ed2 can be 

obtained by carrying out nonlinear regression on the following equa-

tion: 
t 

kd2 I 
t 

0 

(8.58) 

It should be noted that the present estimation algorithm requires the 
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knowledge of the temperature, toluene concentration, and total concen-

tration of n-heptane and i-heptane at several points along the reactor . 

(ii) c6 hydrocarbons 

Refer to Figure 4 of Part I for a schematic representation of 

the reforming of c6 hydrocarbons. Denote the concentrations of methyl-

cyclopentane, n-hexane, i-hexane, benzene and cyclohexane by 

y~,···,y; respectively. With the same simplifications described in 

Part I, the material and energy balance equations become 

(8.59) 

- kbo exp(-E2/RT)y; + kd0exp(-E4/RT)y~] - s 1 s 2k~0exp (-E;/RT)y~ 
(8.60) 

- kb0exp(-E2/RT)y;-k~0exp(-E4/RT)y;] - s 1 s 2k~0exp(-E;/RT)y; 
(8.61) 

+ s k" exp(-E"/RT)y* 
2 go 7 5 (8.62) 
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* ay5 
G -;:;-z· = -s k* exp(-E*/RT)y* - s (k" exp(-E"/RT)y* 

o 1 go 7 5 2 go 7 5 

G ar = 
dZ 

-k* exp(-E*/RT)y* + k" exp(-E"/RT)y*] fo 6 1 fo 6 5 

Lm* 
- -f {s1 (k:0exp(-E~/RT)y~+k;0exp(-E~/RT)y~] 

p 

(8.63) 

t.H* 
+ s 2k~0exp(-E]/RT)y;} - --c}- s 1s 2k~0exp(-E;/RT)(y~+ y~) (8.64) 

p 

From Eqs. (8.59), (8.62), (8.63), and (8,64), it is clear that 

or 

(8.66) 

Now, the combination of Eqs. (8.60) and (8.61) gives 

(8.67) 

and the combination of Eqs. (8.59), (8.62), and (8.63) results in 

(8.68) 

where 

(8.69) 

(8.70) 

and 

,,,* • exp(-E*/RT) 
"'i i 

(8.71) 
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Equations (8.67) and (8.68) thus form the basis for the estimation of 

and Since and are correlated strongly, the follow-

ing iterative estimation scheme may be tried: 

(a) Guess a polynomial profile for s1 , i.e., 

(8.72) 

n 
(b) Estimate s2(z,t) [i.e., i~l s 2(zi,t)q2i(z)] by solving the 

where 

following matrix equation: 

G log - k* eo 

(8.73) 

zj -
f s 1 (z',t)q2 i(z')~;(T)dz' 
0 (8.74) 

zj 

J s1 (z' ,t)~~(T)dz' 
0 

(8.75) 

(c) Improve s 1(z,t) from the solution of the following matrix 

equation 

(8.76) 

where 
zj 

11* = f ji 
(8.77) 

0 
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(8.78) 

(d) Iterate by repeating steps (b) and (c). 

In this case, in addition to the temperature, the concen-

trations of y* 
4 and y* 

5 and the sum of concentrations and 

y; should be observed at several points along the reactor. Com­

pared to the case of c7 hydrocarbons, the present estimation scheme 

requires the additional measurements of * Y5 . Once and 

s 2(z,t) are known, the estimation of the corresponding deactivation 

parameters can be achieved in the same way as described before. 

(iii) A mixture of c
7 

and c
6 

hydrocarbons 

~ generalized kinetic model of the reforming of a mixture con-

sisting of c7 and c
6 

hydrocarbons includes all individual reactions as 

shown in Figures 3 and 4. The energy equation becomes 

dT ( (A *)( * * * * * *)) -cpG a;= sl (b.Hl)kaoijJlyl+ uHl kaoijJlyl +kgoijJ7y5 

+ s2(6H~)k~oiµ7y; - sls2[(6H2)kcoijJ3(y2+y3)+ (t.H;)k~oijJ;(y~+y;)] 

(8.79) 

All the material balance equations remain the same, i.e., Eqs. (8.38)-

(8.41) and (8.59)-(8.63). They are coupled through the temperature in 

the Arrhenius rate constants. 

From a linear combination of the reactor equations for material 

and energy balances, it can be shown that 

(8.80) 
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where is a linear operation. 

Now, since Eq. (8.44) is no longer valid, y1 must also be 

observed. Therefore it is necessary to measure 

together with the total concentrations of 

several points along the reactor, and the es~imation schemes discussed 

in the above sections (i) and (ii) remain valid with the only modifi-

cation being that ~ in (8.47) is taken as 

(8.81) 

Appropriate estimates of the activities s1 ,s2 and the resulting 

deactivation parameters kdi'Edi' i•l,2 can be obtained by taking a 

weighted average over the individual estimates obtained in Section 

(i) and Section (ii). 

Conclusion 

In sununary, the estimation of catalyst deactivation parameters 

for bifunctional catalysts requires measurements at several points 

along the reactor, whereas that for monofunctional catalysts needs 

only measurements at the reactor exit. In special cases, the trans-

formation to an ordinary differential equation may be applied on a 

simplified model with certain approximations. However, in general, 

the case of a bifunctional catalyst must be treated by special 

methods. A scheme which combines the parametrization of activity 

profile in terms of a polynomial form and nonlinear regression over 

the integrated form of the deactivation equation, provides a promis-

ing solution to the complicated estimation problem. The utilization 
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of this scheme should depend on the particular structure of the per­

tinent system equations as has been illustrated systematically in this 

chapter by various models of catalytic naphtha reforming. 
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APPENDIX C 

SEQUENTIAL ESTIMATION OF A SINGLE DECAY CONSTANT IN 

THE LINEAR DEACTIVATION MODEL 

Consider a simplified model of naphtha reforming which consists 

of dehydrogenation and isomerization reactions along with coking and 

sintering deactivation reactions. The dynamical system for the estima-

tion of the decay constant 82 contains the following two equations 

(C. l) 

(C. 2) 

Through the parametrization of the activity profile using Eq. 

(C. l) .as described in Chapter 7, estimates of the local alumina 

activities (i.e., ~2 (t,;j) s) at m positions along the reactor are 

obtained. These estimates can be treated as pseudo measurements to 

carry out the following sequential estimation of 8
2 

using least 

squares. 

Along t,; = t,; . , Eq. (C.2) can be written in the form of an 
J 

ordinary differential equation: 

j=l,· • ·,m (C.3) 

"' where x2 (~j) are local concentration measurements, 
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and 8(~.) are assumed to be known for temperature measurements. 
J 

Integration of Eq. (C.3) gives 

log (C.4) 

where 

(C.5) 

Since Eq. (C.4) is linear with respect to 82j , the estima­

tion of 8
2 

can be carried out sequentially by minimizing the follow­

ing least squares function at each measurement position ~j 

The resulting sequential estimation algorithm is 

n 

S2.(T -1) ~ 
J n i=l 

A 

Now an average 82 estimate, denoted by 82 , is obtained as a 

weighted average over 

= 

(C.6) 

(C. 7) 

(C. 8) 

The activity near the entrance to the reactor decays more rapidly due 
A 

to the higher temperature, so that the decay constant estimate 82j 
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obtained from the earlier section is in general more accurate and 

should be weighted more heavily. 

Another minimization criterion, similar to expression (C.6), is 

J ~ 
N m 
I I w. 

i=l j=l J 

The resulting estimation algorithm is similar to (C.7). 

(C.9) 

Numerical calculations were performed using the same simulated 

system as that in Chapter 6. Estimates on local activities were first 

obtained according to the procedures in Chapter 6. The subsequent 

estimation results for S2 are shown to be satisfactory by Figure C-1. 

The estimation via criterion (C.6) is indicated by the dashed line, 

while the estimate obtained from criterion (C.9) is represented by a 

solid line. The advantages of this scheme are that the estimation is 

accomplished in a sequential manner and that the computation takes 

very little time. 
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APPENDIX D 

ESTIMATION OF DEACTIVATION PARAMETERS FOR 

ISOTHERMAL OPERATION OF NAPHTHA REFORMING 

Under isothermal operation, utilized in laboratory kinetic 

studies, the estimation of catalyst deactivation parameters for a 

simplified model of naphtha reforming can be achieved from the fol-

lowing system of equations: 

(D. l) 

(D. 2) 

where n-paraffin is consumed by isomerization and coking reactions 

according to Eq. (D.l) 

and alumina activity s 2 deactivates at a rate described by (D.2). 

The boundary and initial conditions are 

(i) at ~ = 0 (D. 3) 

(ii) at T = 0 (D. 4) 

The partial differential equations (D.l) and (D.2) can be transformed 

to an ordinary differential equation by the same transformation 

introduced in Chapter 7 for the non-isothermal operation. 

Define 

s -2 

From Eqs. (D.1) and (D.2) 

(D. 5) 
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(D. 6) 

Integration of (D.6) from 0 to ~ gives 

(D. 7) 

Since from (D.l) 

dx a.2 
~---=--8 x(l +a. x) v 2 

c 
(D. 8) 

the following relationship between 82 and x2 is obtained, 

1 (D.9) 
1 a.2 

(-· ·- + a ) exp(-v 8
2

) - a 
x2o c c 

Denoting the right hand side of (D.9) as f(S 2), Eq. (D.7) can be 

written in the form of an ordinary differential equation as 

d82 v82 1 l+a.cf(82) 
-d = -- [x2- x2o - ;;- log(l.i..,.., x

2 
) ] 

T a.2a.c "" ou. c c 0 

(D.10) 

for each reactor position ~ , with initial condition 

(D.11) 

If Eq. (D.8) is substituted into (D.7), an ordinary differential equa-

tion in terms of is obtained, valid for an arbitrary fixed value 

of ~ : 
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(D.12) 

where 

1 
x 2 (0) = ---,----------

((-1-+ a) exp(a2~) - a] 
x2o c ~ c 

(D.13) 

Now, based on the ordinary differential equation (D.12) or (D.10), 

the estimation of the deactivation parameter s2 can be carried out 

according to the scheme described in Chapter 7 or Appendix C. 



-161-

APPENDIX E 

DISCRETE AND CONTINUOUS SEQUENTIAL FILTERS 

A discrete filter presented by Cox [126] and a continuous 

filter presented by Detchmendy and Sridhar [128] are described in this 

appendix for reference. The derivations and other background informa-

tion can be found in the references listed in Chapter 7. 

A Discrete Nonlinear Filter 

Consider a process described by the following vector difference 

equation: 

(E. l) 

The observed signal is 

(E.2) 

where xk is the n-dimensional state vector; 

yk is the p-dimens ion al observational vector; 

fk is an n-dimensional vector-valued function; 

hk is a p-dimensional vector-valued function; 

Gk is an nxm matrix; 

nk is the m-dimensional dynamical disturbance vector 

where m < n · - ' 

£k is the p-dimensional observational disturbance vector 

{nk},{£k} ·are assumed to be independent Gaussian random sequences 

with zero mean 

and (E. 3) 



-162-

where E is the expectation operator and Okj is the Kronecker 

delta. 

Given the information about the dynaµiical equations and a 

sequence of noisy observations, the goal is to estimate sequentially 

the true state variables and some unknown constant parameters. 

A nonlinear system with linear observations can be treated by 

the following linearization: 

xk+l :::: f (x* (kl k) ,k) + Fx (x*(kl k), k) • (xk-x*(kl k)) + Gknk (E.-4) 

where F (x*(kik),k) is the matrix of partial derivatives and the 
x 

point x*(k!k), about which the expansion is made, is the estimate of 

xk produced by the linearized scheme to be developed, given the 

sequence of observations {y
0
,···,yk} • 

Now the minimization function is defined as 

(E.S) 

where the initial state of the process is assumed to have a normal 

probability distribution of the form PK · m n{m ,p } 
· O 0 0 

Setting dJ* equal to zero, the solution of the resulting two-

point boundary-value problem is obtained as 

(E. 6) 

where 

(E. 7) 



-163-

(E. 8) 

x*(rjr) = f(x*(r-lj 1r-l))+ C*HT N-l[y(r)-H f(x*(r-ljr-1),r-l)] 
r r r r (E. 9) 

The recurrence relation (E.9) can be interpreted intuitively as fol-

lows: 

c*(r) a measure of present uncertainty; 

= sensitivity of observation to changes in x 
r 

reliability of measurement 

f(x*(r-ljr-1),r-l) =a 

H(r)f(x*(r-ljr-1),r-l) 

prediction of x . r , 

= a prediction of 

The error in the prediction of yr is weighted in proportion to the 

present uncertainty, sensitivity of the observation, and reliability 

of the measurement. This weighted error is then used to modify the 

predicted value of x 
r 

to obtain an up-to-date estimate of x 
r 

Equations (E.7)-(E.9) are particularly suitable for real time imple-

mentation on a digital computer. 

A Continuous Nonlinear Filter 

Consider a process described by 

dx 
dt = f(t,x) + G(t) n(t) (dynamical disturbance) (E.10) 

y(t) = h(t,x) + E(t) (observational disturbance) (E.11) 

The p vector observation y(t) is known in an interval 0 ~ t ~ T • 

Based on this observation, it is required to estimate the 
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n dimensional state x(t) for 0 ~ t ~ T • 

The cost associated with the estimate ~(t) is defined as 

T 

J ~ J [ lly(t) - h(t,x) II ~(t) +II~ - f(t,x)ll:Ct)]dt 

0 

(E.12) 

where Q(t) can be interpreted as the inverse of the covariance matrix 

N(t) of the observational error ~(t), and R(t) is 

[G(t) M(t) GT(t)]-l where M(t) is the covariance matrix of n(t) . 

By definition, the optimal estimate x(t), 0 .5_ t .5_ T minimizes J • 

The above minimization problem is reformulated as an optimal 

control problem. If it is assumed that an a;..qNripri distribution of 

the initial state is known, the cost for an initial estimate 

11 x -m 11
2 which is not included in the cost for observational errors, 

0 0 p-1 
0 

should be added in the performance index, and then the return function 

for the control problem is defined as: 

where 

with 

T 
Min 2 J J*(T,C) = u(t) { llx -m II 

1
+ 

O~t~T o o P°6 
[ llYCt) -h(t,x)ll~(t) 

+ llull~(t)]dt 
0 

T > 0 i-1,2,•••n 

x = f(t,x) + u x(T) = C 

(E.13) 

(E.14) 

The above optimal control problem can be treated by dynamic program-

ming. 

Detchmendy and Sridhar [128] have approximated J* by a quad­

rutic function of x in the neighborhood of ~(t) to derive the 
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following filter 

dx T 
dT = f(T,x) + P(T)hx(T,x) Q[y(T) - h(T,x)J 

dP A T A { T A } -1 
dT = fA(T,x)P + PfA(T,x) + P hAQ[y(T) - h(T,x)]A P + R 

x x x x 

where the n x n matrix P(T) is defined by 

P(T) ~ 2[J* (T,x)J-l 
cc 

The initial conditions are 

x = m 
0 0 

P = 2[J* (O,m )]-l 
0 cc 0 

(E.15) 

(E.16) 

(E.17) 

(E.18) 
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NOMENCLATURE 

external surface area of catalyst pellets per unit volume 

vector of concentration 

concentration of the ith species 

heat capacity 

effective diffusivity 

Knudsen diffusivity 

covariance matrix of the error in estimate for state at 
stage i+l given i+l observations 

activation energies 

effectiveness factor defined by Eq. (B.l) 

activation energies of catalyst decay reactions 

rate expressions 

mass velocity 

rate expressions 

linear observation matrix defined by Eq. (7.20) 

heat of reactions 

Thiele .modulus '.defined by Eq. (B.14) 

heat transfer coefficient 

criterion function 

thermodynamic equilibrium constants 

rate constants 

effective heat conductivity 

rate coneta.nta of catalyst decay reactions 

f roquency factors of rate constant 

length of reactor 



M. 
l. 

M 
m 

M •• 
J l. 

n 

P(i+lji) 
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molecular weight of the 1th species 

mean molecular weight defined by Eq. (7.34) 

matrix defined by Eq. (7.59) 

catalyst deactivation parameters 

total number of temperature or concentration measurements 
along the reactor 

covariance matrix of the error in estimate for state at 
stage i+l given i observations 

dimensionless activation energies 

pi function of z defined by Eq. (7.56) 

R 

r 

r 

r' 

r 
0 

s 
m 

reference pressure, 1 atm. 

parameters in the approximation of Figure lla 

dimensionless activation energies of catalyst decay 
reactions 

gas constant 

radial position within pellet 

position of front between poisoned and active parts of 
pellet 

intrinsic reaction rate 

global reaction rates 

radius of catalyst pellet 

cumulative activit±es 

modified cumulative activity, defined by Eq. (8.18) 

dimensionless densities of active sites, catalyst 
activities 

specific surface area of the catalyst pellet 

parameters in the approximation of Figure llb 

temperature 
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T temperature in bulk gas phase 
g 

T temperature of the catalyst surface 
s 

t time 

u linear velocity 

v dimensionless velocity 

x = (c1 ,···,~,T) vector of composition and temperature 

z 

Greek Symbols 

E 
p 

e 

p 

T 

dimensionless concentration variables defined by 
Eq. (5.128) 

composition variable defined by Eq. (5.6) 

length along the reactor 

dimensionless rate constant defined by Eq. (5.129) 

dimensionless frequency factor of catalyst decay reactions 
defined by Eq. (5.135) 

bed porosity 

porosity of the catAlyst pellet 

dimensionless poisoning front 

dimensionless temperature 

dimensionless group defined by Eq. (5.130) 

dimensionless position 

jth dimensionless position of temperature or concentration 
measurements 

fluid density 

density of the catalyst pellet 

dimensionless time 

reduction ratio of the global reaction rate subject to 
poisoning to the poison-free reaction rate 



-169-

w surf ace molar concentration of coke 
c 

Subscripts 

f denotes feed conditions 

o denotes reference or initial conditions 

Superscripts 

estimated quantities 

measured quantities 

new feed conditions 

* true quantities 
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PROPOSITION I 

TURBULENT GAS PHASE MASS TRANSFER AT ORDINARY 

MASS TRANSFER RATES FROM THE MOMENTUM-MASS ANALOGY 

(This is a revised version of the proposition 

accepted by the Candidacy Examination Committee 

consisting of Professors Corcoran, Shair, 

Seinfeld, and Gavalas on February 7, 1969.) 
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INTRODUCTION 

In chemical engineering operations such as evaporation, 

humidification, gas adsorption . an<l desorption, the mass transfer may 

often be characterized as a process involving the diffusion of a 

species through a stationary carrier gas. The role played by the con-

centration of the non-diffusing gas, insofar as it affects the transfer 

process, has been well established by Stefan and Maxwell in their 

classical diffusion equation. They indicated that the diffusive flux 

established by a concentration gradient creates a convective flow in 

the direction of diffusion. The magnitude of this convective trans-

port depends upon the concentration gradient of the species and the 

concentration of the non-diffusing gas, which is characterized by the 

log-mean average density PBM • 

The role of pBM in pure molecular diffusion has been well 

established, but only in recent years has attention been focussed on 

verifying its role in mass transfer in the turbulent flow of gases. 

In early work Gilliland and Sherwood (1), Cairns and Ropers [2], and 

Westkaemper and White [3] correlated empirically the mass transfer 

process in turbulent flow with the equation 

I a c d 
Sh(PBM p) = b Re Sc (1) 

where a, b, c, d are correlation coefficients, and the Sherwood 

number (Sh), Reynolds number (Re) and Schmidt number (Sc) are defined 

as usual (see Nomenclature). 

However, the empirical studies cited above were, in general, 

inconclusive and did not yield a clear picture of how the parameter s 
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affect the mass transfer process. Several interesting theoretical 

investigations have been made by Vivian and Behrmann [4], Hughmark [5], 

Longwell [6], Kays [7], Toor and Marchello [8], and Wasan and Wilke 

[9]. The last article suggested the approach of solving the following 

convective-diffusion equation directly as a boundary value problem 

(2) 

Since Eq. (2) is a nonlinear partial differential equation when the 

expression for v is substituted into it, an analytical solution is 

not conceivable. Numerical selution by a finite difference method was 

therefore adopted by Wasain and Wilke :.{~]. However, extensive computa-

tions were required to obtain an accurate result. 

To avoid performing enormous numerical calculations but yet 

obtain a good estimate of the mass transfer coefficient, an analytical 

approach based on the momentum-mass analogy is proposed in this work. 

It consists of two parts. The first part contains the derivation of 

the following equation for convective diffusion in the special case 

when Schmidt number is equal to unity. 

u+ fi St == _P_ + l log[l - (£ - u+ fi)o St] 
lJf PBM o f 1Jf 

(3) 

where the Stanton number (St), defined as k /u , characterizes the w 0 

mass transfer rate, and k 
w is the mass transfer coefficient. 

Nomenclature for other notation.) 

(See 

The above equation is also examined in the limiting case where 

it reduces to the well-known j-factor analogy. 



-185-

The second part of this proposition deals with the problem in 

the more general situation where the Schmidt number is not unity. In 

this case the expression for the Stanton number is 

St (4) ' 

+ l + 2•5 Yo 
dy +k log+ 

Y1 

Wasan and Wilke [10] have also studied the general case with the 

momentum-mass analogy but were led to a different result, 

St f /2 (5) 

Their expression (5) fails to demonstrate the role of the concentration 

level of non-diffusing species, whose contribution to turbulent mass 

transfer has been well recognized. Furthermore, two unjustified 

assumptions were involved in their work: 

(i) They utilized the Reynolds analogy which holds only if 

Sc = 1 for the general case 

(ii) They neglected the convective bulk flow term in the 

expression for the mass flux. This simplification may 

lead to significant errors in the region of the laminar 

boundary layer. 

Finally, two sets of calculations are carried out to t est the 

adequacy of the proposed equations. The data required to calcula t e the 
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parameters of the working equations are obtained from two experiments 

by Cairns and Roper [2] and Weskaemper and White [3]. Numerical 

results indicate that the simple models based on the momentum-mass 

analogy can predict experimental data satisfactorily. Moreover, cal-

culations are also made to obtain the Stanton numbers from Wasan and 

Wilke's equation. Again, numerical comparisons support the proposed 

equations, which yield better predictions. 

1. THEORETICAL STUDIES 

Statement of the Problem and Assumptions 

Species A is vaporized from the wall of a tube of infinite 

length into a binary mixture of A and B (inert) as the whole mixture 

flows steadily in the axial direction. The mass transfer occurs both 

by diffusion and by bulk transport in the radial direction. 

The following assumptions are made in this study: 

(i) The mass transfer process occurs at an ordinary transfer 

rate so that it does not alter the velocity prof i l e . 

(ii) The axial velocity profile is fully 

(iii) The diffusion process is symmetric, 

developed. 
apA 

i.e., ae=O 
(iv) Species Bis a non-diffusing inert gas, i.e., NB= 0 . 

Wasan and Wilke [9] have justified this assumption 

numerically. 

(v) Constant physical properties, e.g., p ,'ll, D 

(vi) Diffusion in the axial direction is negligible. This is 

supported by Schneider's [11) theoretical analysis. 

Based on these assumptions, the system can be described mathe-

matically by the following equation 
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dpA 1 d dpA 
v - = - - · [ (D + E) r -] dr r dr dr 

(6) 

dpA 
The boundary conditions are at the wall and -- - 0 dr - at 

the center. 

Now, according to the momentum-mass analogy, the following 

conditions are valid for turbulent flow in conduits: 

(i) In the radial direction the mass flux changes its value 

corresponding to the variation of shear stress so that the ratio of the 

mass flux and shear stress remains constant, i.e., 

NA NAw -- .. 
-rgc -rwgc 

(7) 

where the subscript w denotes the wall conditions. 

(ii) Eddy diffusivity is proportional to eddy viscosity, i.e., 

E = k\) 
e 

The proportionality constant k depends only on the value of the 

Schmidt number. 

(8) 

The above two expressions comprise the momentum-mass analogy. 

In the special case of Sc a 1 the above analogy can be extended to 

the well-known Reynolds analogy 

E = \) (i.e., k•l) and e 
\)+\) =D+E 

e 

Equation (9) simply indicates that the laws governing momentum and 

mass transfer are exactly the same. 

(9) 
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Derivation of the Working Equations 

Consider the following expressions for mass and momentum fluxes : 

dp p 
N = - (D + E) ~ + _!:_ N A dy p A (10) 

Tg = p(v + v ) ddu 
c e y (11) 

where y is the distance away from the wi ll towards the center of the 

pipe. 

The viscosities Ve and v , whose values are obtained experi­

mentally, include the convective term for momentum transport implicitly. 

Introducing the momentum-mass analogy :(7) and the expression P - p A =PB , 

Eqs. (10) and (11) can be combined to yield 

PB NAw v+v 
d e du (12) log - = ( D+ E) p Twgc 

According to the value of Schmidt number, the remaining derivations are 

described in two parts which yield different working equations. 

(i) The Case of Sc ~ 1 

In this case the Reynolds analogy (Eq. (9)) holds and Eq. (12) 

becomes 

PB 
log -

p 

N 
~du 
Twgc 

Integration of Eq. (13) from the wall to y
1 

yields 

NAw 
--u 
T g 1 

w c 

(13) 

(14) 

where is the boundary separating the turbulent core from the buffer 



-189-

and laminar zone. 

In the turbulent core, under the restriction that the mass 

transfer process takes place at an ordinary rate, the convective mass 

transfer in the radial direction can often be neglected when compared 

with the radial diffusive mass transfer. Hence, 

dp 
NA = - (D + E) d~ (15) 

where the subscript o denotes the conditions in the center of tube. 

Dividing Eq. (15) by Eq. (11), and then integrating from y1 

to gives 

NAw 
... -- (u - u

1
) 

T 2 o 
W'"'C 

(16) 

To evaluate the following three models for the velocity distribu-

tion in the region near the wall were adopted in the present work: 

(a) 

(b) 

+ + -4 \ 4 -6 +6 
u = y . - 1. 04 x 10 y + 3. 03 x 10 y ' 

+ + This .u -y correlation was presented by Wasan, Tien, 

and Wilke [ 12] • 

''+ 
u = 1 :r tanh, 0.0695 y + 0 ~y ~26. 7 

(17) 

(18) 

This 

0.0695 

+ + u -y correlation was presented by Corcoran and Sage [13]. 

(c) The graphical velocity distribution (u.f.,'V / ") presented by 

Schlinger and Sage [14]. 

The superscript · + • used in the above equations designat es dimens i on-

less quantities, and ~ u and y• are defined .as 



-190-

u+ ~ /fTf u 
u 

(19) 
0 

y+ ~ "i. 
h/f 

\) 

u 

(20) 

0 

The value of :r u1 varies slightly according to which model is used. 

For instance, yt = 20 and ui = 13 for model (a); yi = 26.7 and 

u+ = 13.7 
1 

for model (b) • If u+ is known, then can be obtained 

from Eq. (16) as 

N 
= p - pu (1 - u+ ./fT2)(_P!!!__) 

Bo o l T g w c 

The combination of Eqs. (14), (19), (21) yields 

T-

log 
PBo - puo(l - ul ./fT2.)(NAw/Twgc) 

PBw 

NAw :f 
.. (--) u u .ffT2 

T g O 1 w c 

By using the following expressions 

and 

f 2 
T g = - pu w c 2 0 

Eq. (22) can be written as 

(21) 

(22) 

(23) 

(24) 

(25) 

Now, the dimensionless driving force of the transfer process is defined 
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as 

cS (26) 

The dimensionless log-mean concentration of the non-diffusing species 

B is 

(pBo - PBw) 

log(pBo/pBw) 
I P (27) 

For mass transfer with an ordinary transfer rate, the material in the 

center of the tube consists essentially of species B so that for 

simplicity p = p • Bo This simplification along with the two defini-

tions (26) and (27) allows the reduction of Eq. (25) to the following 

equation in dimensionless form 

+ 1 1 2 ~ 
u1 /2Tf St = a+ 6 log[l - cS(7 - u1./flf) St] (28) 

From the above equation, the Stanton number St, which represents the 

mass transfer rate, can be easily obtained by a simple arithmetical 

iteration scheme. It can also be seen specifically from Eq. (28) 

which parameters affect the mass transfer and what these effects are. 

This is discussed qualitai ively in Appendix A. 

The Limiting Case of Zero Driving Force 

Consider the limiting case when a very large amount of species 

B flows through a tube. The fluid in the tube is essentially uniform 

and there is no radial concentration gradient, i.e., PA = PA , 
r:-.1.W 0 

PBM = P • In this case, the so-called j-factor analogy holds, i.e. , 

f 
St= z (~ jD , j-factor) (29) 
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On the other hand, taking the limit of Eq. (28) as o approaches zero 

by using L'Hospital's rule yields 

St f 
= 

2 
(30) 

This confirms the validity of the proposed equation in the limiting 

case. Since !J. St = Sh/ (Re •Sc) and in this case, Eq. (30) 

can be written as 

f 
Sh(pBM/p) = 2 Re Sc (31) 

which has the same form as the empirical correlation equation (Eq. (1)). 

(ii) The General Case 

Without the restriction on the Schmidt number, the derivation 

can be carried out generally starting from the following rewritten 

form of Eq. (12) 
\) 

PB NAw 1 +~ 
d log - = (1 ~) du (32) p -rw8c -+-Sc v 

By using the chain rule, Eq. (11) can be written in dimensionless form 

as 

= '( ( 
'( 

w 
1 \) ) 

1 +~ 
\) 

Near the wall region -r ~ -r , Eq. (33) can be simplified to 
w 

1 
\) 

1 +~ 
\) 

(33) 

(34) 

In the turbulent core, however, the above simplification cannot be used . 
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Instead, von Karman's empirical logarithmic distribution law is 

adopted, i.e., 

+ 
2•5 log u 

The ref ore 

du+ 2•5 
= --. 

dy+ y+ 

+ 
y + 5•5 + + + Y1 ~ y ,< y · 

- 0 

Y+ < y+ < y+ 
1- - 0 

(35) 

(36) 

Integration of Eq. (32) from the wall to the center of the tube, com-

bined with Eqs. (34) and (36), yields 

. ' 

[ 
Yfi 1 + YI~ 

.L+! dy + 
0 Sc v ~t 

-~-+-~-: 2·~~- dy+ l 
-+- y+ 
Sc v 

Using (24) and (27), Eq. (37) can be rewritten as 

k ,/fTi w 
-= 
u + 0 Y1 

p~M [ I 1 d:f+ 2•5 1 E y 
-+-0 Sc v 

To simplify Eq. (38), it is noted 

1 E - << -Sc v and 

+ 
yo \) 

I+ 
l+ v e dy+ l 
1 + E + 

Y1 Sc v y 

that in the turbulent core 

\) 

~ » 1 
\) 

(37) 

(38) 

(39) 

Therefore, the final equation for the general case can be obtained using 

Eq. (39) and the mass-momentum analogy (Eq. (8)) 
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St 
+ 

Y1 !J. -~ "' [ I dy . 2. 5 yo ] "" 1 v + -k log --:=-
+ k e *' 0 S - Y1 c \) 

where the ratio of eddy and molecular kinematic viscosity v /v 
e 

obtained from one of the following two models in this study: 

(a) 
\) 

e -= 
\) 

3. 2 x 10-4 y+3 
0 

(40) 

is 

(41) 

This empirical model was presented by Tien and Wason (15). 

(b) 
\) 

e -= 
\) 

~ 2 + (1 - )cosh 0.0695 y - 1 , 
y+ 

0 

This correlation was proposed by Schlinger et al [16). 

(42) 

Therefore, the Stanton number St can be obtained explicitly from 

Eq. (40) by carrying out the necessary numerical integration. 

2. COMPARISONS OF THEORETICAL AND EXPERIMENTAL VALUES 

The Proposed Equation (28) 

+ 1 1 l w ~• 2 ·+ . 
u1./2Tf St = a + 8 log [1 - o (7 - u1/fTf) St] 

where u1 is determined from one of the following three models: 

(a) u+ y'T l.04Xl0-4y44 +3.03Xl0-6 y+6 

at + y = 20 1 ui • 13.0 
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(b) + 1 tanh 0.0695 ~ u = y 0.0695 

.. 4 13.7 at y1 = 26.7 u = 1 

(c) The experimental graph of ~:f versus y~ presented by 

Schlinger and Sage (see Reference [14]). u* is deter-
1 

mined from the curves in that graph according to the 

specific Reynolds number. 

(i) Experiment 1: "Mass Transfer at High Humidities in a Wetted Wall 

Column" by R. C. Cairns and G. H. Ropers [2]. Process description: 

Mass transfer data were obtained from the operation of an adiabatic 

wetted wall column with counter-current flow of air and water. The 

Schmid~ number equals 0.55 for each run. 

The experimental Stanton number was obtained as illustrated• in 

Appendix B. The comparisons between theoretical Stanton numbers cal-

culated from the above equation and experimental values are listed in 

Table 1. The average percentage error is 16.3%. Comparisons were 

also made between the Stanton number obtained from Wasan and Wilke's 

equation (5) and the experimental value. They are tabulated in 

Appendix C with an average percentage error of 47.1%. The theoretical 

predictions in Table 1 were based upon the velocity distribution given 

by Model (a). The percentage errors between the Stanton numbers cal-

culated from Models (a), (b), (c) and the experimental values are 

listed for comparison in Table 2. The results from these models differ 

from each other by insignificant amounts. This also indicates that the 

ubove three velocity distributions are quite similar and the Stanton 



-196-

TABLE 1 

COMPARISONS OF THEORETICAL AND EXPERIMENTAL STANTON NUMBERS 

Run 
Re f 0 St St No. a % Error exp 

1 2389 0.0113 0.0427 0.469 0.01204 0.01430 15.8 

2 3417 0.0103 0.0625 0.587 0.00877 0.01080 18.8 

3 8517 0.0082 0.0696 0.583 0.00702 0.00755 7.0 

4 6520 0.0088 0.0580 0.501 0.00878 0.01040 15.6 

5 5304 0.0093 0.0432 0.413 0.01125 0.01310 14.1 

6 3987 0.0098 0.0358 0.269 0.01735 0.01720 0.9 

7 5100 0.0094 0.0705 0.685 0.00686 0.00908 24.4 

8 6826 0.0087 0.0864 0.735 0.00591 0.00695 14.9 

9 9095 0.0081 0.0805 o. 779 0.00520 0.00715 27.3 

10 3i37 0.0106 0.0198 0.153 0.03465 o. OlSI -'".r 10.7 

11 3273 0.0104 0.0254 0.175 0.02971 0.02800 6.1 

12 3511 0.0103 0.0'272 0.212 0.02429 0.03090 21.4 

13 3662 0.0102 0.0343 0.230 0.02432 0.02410 0.9 

14 4157 0.0098 0.0372 0.301 0.01636 0.02000 18.3 

15 4531 0.0096 0.0407 0.337 0.01427 0.01870 23.7 

16 4301 0.0098 0.0404 0.315 0.01555 0.02090 25.6 

17 3995 0.0100 0.0357 0.280 0.01785 0.02380 25.0 

18 4828 0.0095 0.0426 0.371 0.01280 0.01700 24.7 

19 4641 0.0096 0.0481 0.355 0.01351 0.01590 15.0 
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TABLE 2 

COMPARISONS OF PREDICTED STANTON NUMBERS BASED ON DIFFERENT 

VELOCITY DISTRIBUTION MODELS 

Run Percentage Error 

No. Model,~ (a) Model (b) Model (c) 

1 15.8 15.8 16.0 

2 18.8 18.8 18.9 

3 7.0 6.9 6.9 

4 15.6 15.6 15.6 

5 14.1 14.1 14.1 

6 0.9 1.0 0.9 

7 24.4 24.4 24.4 

8 14.9 14.9 14.8 

9 27.3 27.2 27.2 

10 10.7 10.7 11.0 

11 6.1 6.1 5.8 

12 21.4 21. 4 21. 6 

13 0.9 0.9 1.1 

14 18.3 18.3 18.4 

15 23.7 23.6 23.7 

16 25.6 25.6 25.7 

17 25.0 25.0 25.1 

18 24.7 24.7 24.7 

19 15.0 15.0 15.0 

Average 16.33 16.32 16.36 



-198-

number in the proposed equation is affected weakly by the difference 

in 

(ii) Experiment 2: "Effect of Concentration Level on Mass Transfer 

Rates" by L. E. Westkaemper and R. R. White [3]. Process description: 

Carbon tetrachloride was evaporated into a stream of air in turbulent 

flow. The comparisons between the theoretical predictions from the 

proposed equation and the experimental values are listed in Table 3. 

In this case the average percentage error is 10.29%, while that of 

Wasan and Wilke's equation yields 15.59%. Again, it is shown in 

Table 4 that there is no significant difference between the three 

velocity distribution models described before. 

The Proposed Equation (40) 

where v /v is obtained from one of the following two models: 
e 

(a) 

(b) 

Experiment 1: 

v 
e 

-= v 
' 2 . 

(1 -~_) cosh O. 0695 y + - 1 0 < + < 26 7 - y . 
Yo 

The integral in the proposed equation is evaluated graphically 

in this study. Figures 1 and 2 sketch the functionality of the inte-

grand based on the different viscosity ratio distributions given by 
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Fig. 1. Graphical Representation of the Integrand in E~~ (40) by 

Model (a) 
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-+­
Sc 11 

0.6 
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0.2 

0 

8 I 26.7 

8 y+ 16 24 

10 

Fig. 2. Graphical Representation of the Integrand in Equation (40) by 
Model (b) 
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TABLE 3 

COMPARISON OF THEORETICAL AND EXPERIMENTAL STANTON NUMBERS 

St % 
Sc Re f 0 Ci. St exp Error 

0.348 11800 0.0076 0.1300 0.502 0.00758 0.00840 9.80 

0.471 S980 0.0090 0.1619 0.630 0.00702 0.00670 4.7S 

0.470 6020 0.0090 0.1590 0.625 0.00739 0.00820 9.85 

0.478 S790 0.0091 0.1647 0.625 0.00721 0.00700 2.90 

a.sos 7800 0.0084 0.1681 0.642 0.00668 0.0068S 2.SO 

0.640 SS70 0.0091 0.1440 0.734 0.00622 0.00630 1.30 

0.700 4770 o.009S 0.1526 0.747 0.00630 0.00560 12.SO 

1.110 1100 0.0137 0.2800 0.798 0.00845 O.OOS30 S9.50* 

1.020 600 0.0160 0.340S 0.782 0.01010 0.0099S 1.S2 

0.432 11800 0.0076 0.1655 0.471 0.00810 0.00980 17.30 

0.242 14700 0.0071 0.0955 0.312 0.01149 0.01460 21.30 

0.333 4690 0.0096 0.0722 0.520 0.00930 0.01005 7.45 

0.353 7490 0.0085 0. 0722 0.535 0.00800 0.01000 20.05 

0.368 9660 0.0080 0.0841 O.S51 0.00760 0.00980 22.50 

* This value is excluded in taking the average. 
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TABLE 4 

COMPARISONS OF PREDICTED STANTON NUMBERS BASED ON DIFFERENT 

VELOCITY DISTRIBUTION MODELS 

Percentage Error 

Model (a) Model (b) Model (c) 

9.80 9.80 9.80 

4.75 4.85 4.95 

9.85 9.85 9.75 

2.90 3.00 3.10 

2.50 2.40 2.20 

1. 30 1.20 1.10 

12.50 12.60 12.50 

59.50* 59.40* 56.50* 

1. 52 1.15 1.50 

17.30 17.00 17.00 

21. 30 21.10 21.20 

7.45 7.45 7.45 

20.05 19.90 19.90 

22.50 22.30 22.30 

10.29 10.20 10.21 

* This value ~s excluded in taking the average. 
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models (a) and (b) respectively. is determined as follows: 

]J 

For run number 13: f = 0.0102, R = 0.45 inches, 

0.0448 lb/ft-hr pu = G /A= 2.16 x103 lb/hr-ft2 
o m 

·+ y = 
0 

R 

lfTf (~) 
pu 

0 

129 

Therefore 

For simplicity, k is taken as unity in the proposed equation. The 

resulting comparisons between the predicted Stanton numbers and the 

experimental values are tabulated in Table 5. The average percentage 

error for the predicted Stanton number calculated by using model (a) 

is 10.3%, while the error in using model (b) is 9.4%. The difference 

is small, although the viscosity distribution of model (b) gives 

slightly better predictions. 

Conclusions 

(i) The proposed equations, i.e., Eqs. (28) and (40), are based 

upon the simple momentum-mass analogy which is purely theoretical. One 

expects that the calculated values would deviate from the experimental 

values to some extent. However, the numerical results are surprisingly 

good as they differ from the empirical values only by 10-16%. 

(ii) The proposed schemes yield significantly better predicti ons 

than Wasan and Wilke's equat i on, i.e., Eq . (5). 

(iii) The proposed general equation which includes the effect of 

Sc gives better numerical results (10% versus 16% in average error) 

than the equation derived for Sc • 1 • 
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TABLE 5 

COMPARISON ON PREDICTED AND EXPERIMENTAL STANTON NUMBER 

St St % Error 
St Run No. exp Model (a) Model (b) (a) (b) 

1 0.01430 0.01430 0.01230 0 14.0 

2 0.01080 0.01080 0.00945 0 12.5 

3 0.00755 0.00980 0.00855 29.8 13.2 

4 0.01040 0.01180 0.01040 13.4 0 

5 0.01310 0.01260 0.01290 3.8 1.5 

6 0.01720 0.02310 0.01885 34.2 9.6 

7 0.00908 0.00894 0.00785 1.5 13.5 

8 0.00695 0.00800 0.00655 15.1 6.5 

9 0.00715 0.00730 0.00648 2.1 9.3 

10 0.03880 0.04200 0.03670 8.3 5.4 

11 0.02800 0.03700 0.03170 32.0 13.2 

12 0.03090 0.03020 0.0262'0 2.3 15.1 

13 0.02410 0.02780 0.02400 15.3 4.1 

14 0.02000 0.02080 0.01840 4.0 8.0 

15 0.01870 0.01740 0.01640 7.0 12.3 

16 0.02090 0.01880 0.01740 10.1 16.7 

17 0.02380 0.02260 0.01975 5.1 17.0 

18 0.01700 0.01660 0.01465 2.3 13.7 

19 0.01590 0.01730 0.01530 8.8 3.7 
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(iv) The mass transfer rate of convective diffusion in 

turbulent flow is determined by the following parameters. 

(a) Schmidt numbe~~ ' Sc, which relates molecular diffusivity D , 

to kinematic viscosity v 

(b) Reynolds number, Re, which determines the friction factor f; 

(c) Radius of the tube, which determines directly the dimension­
·+ less radius y
0 

; 

(d) Degree of turbulence, which influences the value assigned to 

the turbulent-laminar boundary +. 
Y1 , 

(e) Mass transfer driving force 
!::,. 

PAo)/p 
. 0 = (p - , 

Aw 

(f) Concentration level of the non-diffusing component 

IP 

Once the system and the flow pattern have been specified, 

the first four factors are fixed. Then the effects of o 

and a on the mass transfer rate can be studied directly. 

The general effects are shown diagramatically in Appendix 

A. 



-205-

APPENDIX A 

EFFECTS OF PARAMETERS ON THE STANTON NUMBER IN EQUATION (28) 

+ fn"'i"'::" 1 1 2 + fn"'i"'::" 
Equation (28): u1v2/f St= (i"+(S log{l - o(f-u1v2/f)St] 

(i) Effect of concentration level of the non-diffusing component, 

as shown in Figure 3 plotting St versus a while fractional 

driving force o varies as a parameter. 

(ii) Effect of Reynolds number, as shown in Figure 4 plotting St 

versus a keeping o constant. 

(iii) Effect of fractional driving force, as shown in Figure 5 

plotting St versus o while concentration level a varies 

as a parameter. 

From Figures 3, 4, and 5, some qualitative comments can be deduced 

such as: 

a) From Figure 3, the effect of a. decreases rapidly (almost 

like exponential decay) as a. increases for a given Re ,o 

and Sc. 

b) From Figure 4, for a given a , the higher the Reynolds 

number, the lower the mass transfer rate. 

c) From Figure 5, for high concentration level of the non-

diffusing component (~ 1.0) the mass transfer rate is a 

weak function of fractional driving force o . 
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APPENDIX B 

CALCULATION OF EXPERIMENTAL STANTON NUMBERS 

i) Experiment 1 (see Reference [2]): 

Demonstrated example: Run No. 13 

a) Film temperature: at column inlet = (813+ 200)/2 

at column outlet ( 454 + 200) / 2 

mean value = (507 + 327) /2 

507 °F 

327 OF 

417 °F 

b) Air density P = o.o8o8x 492/(460 +417) = o.045 lb/ft3 
air 

c) Specific volume of air v . = 22.1 ft 3/lb dry air 
air 

d) Specific volume of steam (from steam table) v = steam 

e) Average humidity H = (Hi+ H t)/2 = 1.89 lb/lb 
n OU 

35.36 
ft3/lb 

f) Specific volume of the mixture v i = (v x H +v i Xl) I m x steam a r 

(H+l), thus 1 pi = l/v i = 0.0321 lb/cu.ft. 
m x m x 

g) Mean mass flow rate, w = dry air rate + vapor entering column 

+ rate of evaporation/2 = 3.34 +5. 73+1.16/2 = 9.65 lb/hr 

h) u = w/(p i A) .. 9.65/(0.0321X 0.00442) = 6.8x104ft/hr 
o m x 

i) kw= kGRT = 2.59 x O. 73 x 877 = 1658 ft/hr 

Therefore 

k 
St = _::!.. "" 

u 
0 

1658/(6.8X 104) = 0.02410 

ii) Experiment 2 (see Reference (3]): 

a) Kx = KGP lb moles/ (hr) (sq.ft) .1 where kG is provided 

as data and all the runs are carried out under atmos pher i c 

pressure 
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b) G (=cu ) is provided as data m o 

Therefore 

k 
St = ~ can be obtained directly. 

G 
m 
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APPENDIX C 

CALCULATION OF STANTON NUMBER FROM WASAN AND WILKE'S EQUATION (5) 

Equation (5) (see Reference [10)}: 

St 
0 

f/2 = ~~~~~---'--~~~~~~~ 

1 + 

20 

[ 
20 + ] 

lfT2 J dy - 13.0 
1-+ Ve 

0 Sc v 

where the integral J 
dy+ 

- is tabulated as a table in Reference 
0 1-+ Ve 

[ 10]. 
Sc v 

(i) Experiment 1: Since Sc = 0.55 for all runs, the integral 

has the constant value 8.0 . The comparisons 

of calculated results and experimental values 

are tabulated in Table 6. The average percentage 

error is 47.1%. 

(ii) Experiment 2: The numerical results are shown in Table 7 for 

comparison with the empirical values. The average percentage 

error is 15.59%. 
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TABLE 6 

COMPARISONS OF EXPERIMENTAL AND PREDICTED St FROM 

WASAN AND WILKE'S EQUATION 

St St % 
Run No. f ./f /2 0 exp Error 

1 0. 01130 0.0753 0.00908 0.01430 36.5 

2 0.01030 0.0719 0.00804 0.01080 25.5 

3 0.00820 0.0640 0.00603 0.00755 20.6 

4 0.00880 0.0665 0.00660 0.01040 36.5 

5 0.00926 0.0581 0.00653 0.01310 50.1 

6 0.00980 0.0700 0.00754 0.01720 56.0 

7 0.00935 0.0685 0.00710 0.00908 21. 8 

8 0.00870 0.0660 0.00647 0.00695 6.9 

9 0.00810 0.0637 0.00594 0.00715 16.9 

10 0.01055 0.0726 0.00827 0.00388 113.0* 

11 0.01044 0.0725 0.00820 0.02800 70.5 

12 0.01026 0.0718 0.00800 0.03090 74.0 

13 0.01026 0.0718 0.00800 0.02410 58.5 

14 0.00984 0.0703 0.00760 0.02000 62.0 

15 0. 00960 0.0656 0.00640 0.01870 65.7 

16 0.00976 0.0662 0.00653 0.02090 68.5 

17 0.01000 0.0708 0.00775 0.02380 67 . 5 

18 0.00950 0.0690 0. 00725 0.01700 57.3 

19 0.00955 0.0690 0. 00729 0.01590 54.0 

* Run No. 10 is excluded in taking the averag e . 
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TABLE 7 

COMPARISON OF EXPERIMENTAL AND PREDICTED St FROM 

WASAN AND WILKE'S EQUATION 

20· 
J d + Y.. 

f 1£/2 L+ "e St % 
St

0 
Error 0 Sc v exp 

0.00758 0.0616 5.44 0.00710 0.00840 15.50 

0.00898 0. 0671 7.02 0.00750 0.00670 11.90 

0.00897 0. 0671 7.02 0.00750 0.00820 8.55 

0.00906 0.0676 7 .11 0.00753 0.00700 7.56 

0.00840 0.0649 7.46 0.00655 0.00685 4.39 

0.00915 0.0677 9.04 0.00625 0.00630 ·0.80 

0.00950 0.0690 9.70 0.00615 0.00560 8. 72 

0.01370 0.0829 14.10 0.00626 0.00530 15.40 

0.01600 0.0895 13.20 0.00785 0.00995 21.10 

0.00758 0.0616 6.52 0.00632 0.00980 35.50 

0.00717 0.0600 3.93 0.00787 0.01460 46.00 

0.00955 0.0692 5.23 0.01033 0.01005 2.78 

0.00850 0.0653 5.49 0.00835 0.01000 16.50 

0.00797 0.0633 5.68 0.00745 0.00980 24.00 



Roman: 

A 

D 

E 

f 

r 

Re 

Sc 

Sh 

St 

u 

+ u 

v 

w 

y 
+ y 

z 

Greek: 
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NOMENCLATURE 

cross-sectional area of a tube 

molecular diffusivity 

eddy diffusivity 

friction factor 

gravitational conversion factor, 32.2 (lb.mass/lb.force) • 

(ft/sec) 2 

molar flow rate 

humidity 

the proportionality constant defined by Eq. (8) 

mass transfer coefficient 

mass fluxes of species A and B 

radius of a tube 

distance in radial direction away from the center of tube 

Reynolds number 

Schmidt number (v/D) 

Sherwood number (St•Re•Sc) 

Stanton number (k /u ) w 0 

axial velocity 

the dimensionless velocity defined by Eq. (19) 

radial velocity 

mass flow rate 

distance away from the wall 

the dimensionless distance defined by Eq. (20) 

distance along the tube 

the dimensionless concentration levels of non-diffusing 

species defined by Eq. (27) 

o the dimensionless driving force defined by Eq. (26) 

µ absolute viscosity 

v kinematic viscosity 

v eddy viscosity 
e 



Subscripts: 

0 

w 

1 
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densities of the fluid, species A and B 
PBo 

log-mean concentration of species B, (pB -pB )/log ~-
o w PBw 

shear stress 

denotes the conditions at the center of tube 

denotes the conditions at the wall 

denotes the conditions at the boundary separating the 

turbulent core from the laminar zone 
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PROPOSITION II 

A BYPASS CELL MODEL 

FOR GAS ADSORPTION IN A PACKED BED 
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INTRODUCTION 

The adsorption of a chemical component from a fluid stream 

flowing through a stationary packed bed is an important operation in 

chemical processing, as in the drying of gases by silica gel, soften­

ing of water by passing it through a zeolite bed, clarification of 

liquids by charcoal, and recovery of casing-head gasoline by solid 

adsorbents. The excellent review article by Thiele [l] summarizes 

many of the problems that are encountered in the adsorption field. 

The study of adsorption-desorption dynamics in both isothermal 

and adiabatic processes is of fundamental as well as of practical 

interest in process design. Much has been done in the way of obtain­

ing solutions of the partial differential equations, which represent 

the dynamical system of an adsorption-desorption process. Except in 

certain special cases of isothermal adsorption (see Vermeulen [2] and 

Lightfoot et al [3] for summaries), no analytical solution has been 

obtained for the general case of a fluid having a nonlinear expression 

for the equilibrium absorbate content at the surface of adsorbent. 

Many graphical and numerical methods have been proposed by Hougen and 

Marshall [4], Acrivos [5], Van Arsdel [6], and others. Among them, 

the method of characteristics commonly appears in the literature [7,8). 

However, this method, being popularly employed nowadays for a large 

variety of mathematical problems, was actually derived for general 

partial differential equations, whereas the particular characteristics 

of adsorption in packed beds were not built into it. It is the 

author's belief that a model taking into consideration the particular 
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functional behavior of a dynamic system will yield a better computa­

tional scheme. 

As to the dynamic models available in the literature for 

adsorption in packed beds, they were all constructed in oversimplified 

plug flow form. Acrivos [5] pointed out that mass diffusion or heat 

conduction along the bed is usually overlooked in the studies of 

adsorption processes, whereas their contributions are well recognized 

in the studies of packed bed dynamics [9]. 

Furthermore, the existence of non-ideal flow patterns in a 

packed bed in terms of channeling flow among the pellets and local 

mixing around each packing is well accepted in reactor analysis. 

Therefore, the purpose of this study is to introduce a good 

dynamic model incorporating channeling, axial diffusion and local 

mixing effects, and to present a computational scheme better than the 

presently available adsorption models both in terms of computation and 

accuracy. The model proposed in this study is a bypass cell model. 

This particular model with its subsequent theoretical analysis has not 

been studied in any field. The idea of a simple cell model without 

bypassing streams has often been adopted in the literature. However, 

it has never been used in adsorption studies. The suitability of the 

proposed model is demonstrated not only by the numerical results pre­

sented in the later sections, but also by the convenience of the 

resulting computational scheme. Moreover, certain intriguing func­

tional relationships between the adsorption variables are shown 

analytically in this study. 
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1. Formulation of the Problem 

Consider a gas passing through a uniformly packed reactor. The 

adsorption rate may be limited by one or more of the following mech-

anisms: the diffusion of adsorbate from the fluid to the gross surface 

of adsorbent; the diffusion from the gross surface of the adsorbent 

into the interior surface; or the kinetic adsorption rate on the sur-

face of the adsorbent. It is generally accepted that the rate 

controlling steps are the two diffusion processes due to the compara-

tive inaccessibility of the adsorbate to the surf~ce of the adsorbent 

[10], and that the overall adsorption rate can be represented by the 

mass transfer rate through the following linear-driving-force expres-

sion: 

adsorption rate per unit volume :a km ·As (x - x*) 

where x 

x 

k 
m 

* 

is the adsorbate content in the fluid, with units 

of lbx/lbf; 

is the equilibrium adsorbate content at the surface 

of adsorbent; 

is the external area of adsorbent per unit volume; 

is the overall mass transfer coefficient with units 

of lb /(ft 2sec) (lb /lbf), and it obeys a basic assump-x x 
tion that the overall resistance to mass transfer is 

the sum of the diffusional resistances in the gas 

phase and the solid phase. 

The main chapters of this work deal with the regular adsorption 

processes with the above rate expression. In certain special cases 

(e.g., a water softening process), kinetic rate controlling is ob-

served. Although the same modelling technique can be extended to them, 
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a separate analytical method is recommended in Appendix A. 

The following basic assumptions are used in formulating a 

simplified fixed bed adsorption system: 

(a) The feed contains only one adsorbable component; 

(b) The adsorbate is present in small amounts. For prac­

tical purposes, the flow rate and density of the fluid 

through the bed are assumed to be constant; 

(c) The flow pattern is one-dimensional; 

(d) Momentum, mass, and heat transfer in the radial direction 

are negligible; 

(e) The gas phase behaves as an ideal gas mixture, and 

pressure drop along the bed is negligible; 

(f) Mass transfer coefficient and diffusivity are both 

independent of position and state variables. 

However, due to the inherent nature of the proposed model, the 

following restrictions usually adopted in the literature are not 

assumed in this work: 

(a) Longitudinal diffusion is negligible; 

(b) A linear equilibrium relationship exists between the 

adsorbate at the surface of adsorbent and the adsorbate 

content in the adsorbent; 

(c) The initial adsorbate concentration in the adsorbent is 

uniform throughout the bed; 

(d) The inlet adsorbate concentration of the fluid is con­

. stant. 

The relaxation of the above assumptions is certainly a significant ad­

vantage of the present study; other advantages are brought out in the 

following chapters. 
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2. Isothermal Adsorption Analysis 

The analysis of isothermal adsorption is based on material 

balances and the functional relationship between the adsorbates at 

the surface of and in the adsorbent. The application of this analysis 

is restricted to systems that have low inlet adsorbate concentrations 

and high mass velocity. In practice, this will correspond to cases 

where only a trace amount of adsorbate is adsorbed and the heat 

generated is dissipated or transferred rapidly from the system and to 

systems that have small heats of adsorption. 

Mathematical Formulation and Modelling 

Referring to a standard control voll.Dlle with unit cross sectional 

area, the material balances on the adsorbate are given by Eqs. (1) and 

(2) in the fluid and adsorbent respectively: 

(1) 

(1 ) aw k a (x - x*) 
- E: ps at = m s (2) 

where 

x* = f(w) (3) 

w is the adsorbate content in the adsorbent, lb /lb x s 

D is the effective diffusivity e 

f the functionality of equilibrium isotherm, is non-

. linear in general. 

(See NOMENCLATURE for other notation.) 

TI1e initial and boundary conditions are 
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x(O,t) = x (t) 
0 

w(z,O) = w (z) 
0 

(4) 

(5) 

It is generally accepted in the literature [4,8] that for adsorp-

tion systems the rate of change of the adsorbate in the fluid is ver y 

small compared to the other terms in Eq. (1). In other words , the time 

constant for x to adjust itself to a new steady state is usually very 

small compared to the characteristic time constant of w variation. 

Therefore the so-called pseudo-steady state approximation is adopted, 

and Eq. (1) is simplified as 

G ax - a2x p E D = -k a (x - x*) 
dZ f e dZ2 m S (6) 

According to Levenspiel [11) a non-ideal flow with axial disper-

sion and local mixing can be simulated closely by a CSTR-in-series 

model. In this work a modified CSTR-in-series model is formulated, and 

the diffusion term in Eq. (6) is thus replaced by the mixing in each 

backmix cell. The idea of cell model is commonly used in the litera-

ture. Dean and Lapidus [12) proposed a model as an array of two-

dimensional mixing cells to study the radial and axial dynamic 

behaviors. McGuire and Lapidus [13] extended it to the stability 

analysis. Vanderveen, Luss, and Amundson [14) also applied a cell model 

with backflow to stability study. However, their models are unneces-

sarily complex for a gas adsorption system, thus the resulting schemes 

lead to lengthy computations and loss of physical insight. 
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An additional feature of non-ideal flow pattern is introduced 

in this work. That is the channeling effect, i.e., a portion of fluid 

bypasses the adsorbent through the arbitrary channels in the packings. 

This effect has been observed experimentally to be significant in 

various gas adsorption systems by Bullock [8], and is incorporated by 

simulating a stream of bypass flow in the present work. Furthermore, 

the introduction of this bypass flow can improve the computation as 

follows. 

Consider two cell models, one with bypass flow and the other 

without (denoted by A and B respectively). Since a realistic mixing 

effect is usually limited, the length of mixing cell B is kept close 

to the magnitude of the diameter of an adsorbent pellet (denoted as 

d ). 
p 

With bypassing flow, the amount of mixing in a cell of length d 
p 

is reduced. To attain the same mixing effect as cell B, a larger cell 

h > d must be used. 
p 

with length On the other hand, a bypass cell 

model introduces a stream of higher concentration from the previous 

cell. In order to reduce the outlet concentration to that of cell B, 

a larger cell with longer residence time should be used. Since larger 

cell length means fewer number of cells for a fixed length packed bed, 

the total computation is reduced correspondingly. Therefore, in this 

work a bypass cell model with a series of N CSTR's and bypassing 

streams are used to simulate the flow process in a single packed bed 

with length L , where 

N • L/h (7) 

For simplicity, consider only the case of equal volume cells, i.e., 
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with identical cell length h and constant residence time 8 = h/v . 

The same technique can be applied without any conceptual difficulty to 

the case of arbitrary cell volumes. 

A schematic description of cell i consisting of a CSTR and a 

bypassing stream is given in Figure 1. The quantitative ratio of 

bypass to overall flow is µ . This bypass flow is not a hypothetical 

quantity, and it relates directly to the physical dispersion and chan-

neling effects (i.e., the effective diffusivity). This is demonstrated 

by the following qualitative argument; 

Since µ is used to simulate a realistic flow pattern, only 

convective and diffusive terms which determine the flow process are 

considered. The mass balance on adsorbate in the fluid for cell i is 

dx. 
1 

c:Ah dt = (1 - 2µ)vA xi-l + µvA xi-Z - (1-µ)vA xi 

Rewrite Eq. (8) as 

or 

dx. 
1 v v v 

£ dt = (l - 2µ) h xi-1 + µ h xi-2 - (l-µ) h xi 

£ ax(z) 
at 

v v v (1-2µ) - x(z-h) + µ - x(z-2h) - (1-µ) - x(z) h h h 

(8) 

(9) 

(10) 

Provided h is small enough to make the functional variation over that 

cell length small, the high-order terms in the Taylor series expansion 

of Eq. (10) can be neglected. The resulting equation becomes 

£ ax(z) 
at 

• 2 
-v ax(z) + (1+2µ) v2h! a x~z) 

az dZ 

Comparing Eq. (11) to the conventional description 

(11) 
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ox(z) 
E ot = -v ox(z) + E D 

dZ e 

2 a x(z) 

az 2 

the following relationship is obtained 

(1+2µ) yh = E D 
2 e 

Therefore, 

l 2D 
µ = 2(hvis - l) 

where the Peclet number of adsorbate in packed bed 

Pe d u/D 
p e 

and u = v/E 

(12) 

(13) 

(14) 

(15) 

(16) 

According to Deans and Lapidus (12), the Peclet number is usually less 

than 2, and is close to 2 for gas phase. Thus it is clear from Eq. 

(15) that µ is usually small. Note that the above expression for µ 

holds only under the condition of small h , as it is the basic require-

ment for truncating the Taylor series expansions. For larger h this 

expression only serves as an approximation. 

To make the physical picture in each portion of a packed bed 

consistent, two "fictitious" cells are introduced at both ends as shown 

in Figures 2a and 2b. These two cells contribute zero volume and 

involve no reaction. The function of the front end cell is just to 

split the inlet flow into the main stream and bypassing streams while 

the back end cell combines the main stream with bypassing streams to 

form a single outlet flow. Therefore, the first cell has no effect on 
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the concentration, and the output concentration is obtained as 

(17) 

The Computational Schemes 

Now, incorporating Eq. (3), the material balance Eqs.(6) and 

(2) about cell i become 

where 

and 

dw. 
l. 

dT 

T = (k a /(1-E)p )t 
m s s 

w.(O) w. 
l. l.O 

(19) 

(20) 

Equation (18) can be rewritten as 

where 

a 
m 

h k a - = 
m s G 

Given boundary condition 

k a e 
m s pf 

(21) 

(22) 

x (T), the concentration profile along the 
0 

packed bed can be described by the following ma trix equation: 



1 

-b 1 m 

-o -b m m 

where 0 m 

b m 

The above 

-+ 

1 

0 

= 

= 

0 

. ' . 
-o -b 1 

m m 
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xl 

x2 

X3 

-o -b 1 
m m 

µ/ (1-µ+a ) , a a . I (1-µ+a ) m m m m 

(1-2µ) I (1-µ+a ) 
m 

ma:trix equation is denoted by 

A. x ~m 

= 

(b +o )x +a f(w
1

) 
m m o m 

o x +a f(w
2

) mo m 

(23) 

(24) 

(25) 

where A is a constant matrix with only three nonzero diagonals. Note 

that Eq. (23) is in fact a set of uncoupled algebraic equations in a 

sense that the solution of the first equation is obtained individually 

and the latter solutions are successively generated from the following 

recursion relationship 

where 

(a) 

(b) 

x. 
1 

a f(w.) + o x. 2 + b xi 1 , m 1 m 1- m - 1 < i ~ N 

The computational algorithm is as follows: 

Given the distribution of wi' s (1..2_ i ..2_ N) at time 

(1..2_ i 2 N) are calculated from algebraic Eq. (23) or (26). 

These solutions together with w 's 
i 

are substituted in the 

(26) 

first order ordinary differential equation, Eq. (19), to obtain 
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w.'s at the next time step. 
1 

Starting from T = 0, the above processes are repeated until the 

desired time T 
n 

The original partial differential equations are thus converted 

into a set of algebraic equations (Eq. (23)) and a set of first order 

ordinary differential equations (Eq. (19)), whereas the regular method 

of characteristics cannot be applied to the original differential 

equation in the presence of the diffusion term. Furthermore, the 

resulting form reduces the original complexity to a great extent due 

to its mathematical simplicity and its suitability to digital computer 

operation. 

The solutions of Eq. (23) can also be found explicitly through 

Cramer's theorem, i.e., 

as det A ... 1 (27) 

where det Ai is the determinant of the matrix formed by replacing the 

ith column of A by the vector g • 
m 

After decomposing the determin-

ant, the following well-behaved property can be found: 

where 

and 

x. = ~.x + 
1 1 0 

c. ·+1 1-J 

matrix 

i 

l ci-j+l f(wj) 
j=l 

is defined as the (i-1) x (i-1) 

(28) 

(29) 

(30) 

matrix 
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fanned by deleting row j from the · (i) x (i-1) matrix 

of upper left corner of A , and Blj is defined as 1 • 

Equation (28) shows that is a linear function of inlet feed condi-

tion x
0 

and the distribution of f(wj) , where j < i . In matrix 

fonn Eq. (28) is written as 
-+ 
Cf=x-x£ 

o-
, i.e. 

cl 
0 

f(w
1

) xl ~l 

c2 cl f(w2) X2 £2 

- x 
CN-2 

. 0 

cN-1 CN-2 
. 

GN c c c f(~) XN £N N-1 2 1 
(31) 

The coefficient matrix C and vector £ are stationary as their 

elements are functions of a and µ , which are assumed to be con­
m 

stant. As the triangular matrix C is nonsingular, the inverse of 

-+ 
C exists, and then f(w) can be obtained directly in terms of x . 

As to the solution of w. , from Eqs. (28) and (19) one obtains 
l. 

where 

p 1- a 
m 

i-1 
L = I ci-j+l f(wj) 

j=l 

l<i<N (32) 

(33) 

Again, Eq. (32) is a set of uncoupled first order ordinary differential 

equations where solutions of earlier sections of the bed (i.e., 

wj, j < i) are fed into the present equation to carry out the integra-

tion. 
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In the case that f is linear, analytical solutions can be 

obtained as for i = 1 

(34) 

for i 2 

[w
2

(0)+ c
2

(w
1

(0) -x
0

i
1

/p)T]e-pT+x
0

(1-e-pT)(i
2
+c

2
i

1
/p)/p 

(35) 

Although the process of successive integration becomes cumbersome for 

large values of i , it is not difficult to obtain an analytical form 

in principle. 

From the above derivations (i.e., from Eq. (18) to Eq. (35)), 

the following points are clearly demonstrated: how the solutions x. 
i 

and w. interrelate to each other, what are their functional depen­
i 

dences on time and position along the packed bed, and how the dynamic 

behavior of the system is affected by the initial conditions, boundary 

conditions, and the functionality of f . In short, this proposed 

bypass cell model allows us to gain a deep insight into the physical 

process and has certainly a great advantage over a strict numerical 

discretization method. 

3. Adiabatic Adsorption Analysis 

In practice most adsorbent beds are operated adiabatically. It 

is usually difficult to maintain isothermal conditions due to the heat 

effect accompanying the adsorption process. Under adiabatic operation 

the equilibrium adsorbate concentration at the surface of adsorbent is 
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a function of both the amount of adsorbate in the adsorbent w and 

the temperature of local adsorbent bed 

* x f(w,T ) 
s 

T , that is, 
s 

* Since the mass transfer rate is a linear function of x , the 

(36) 

resulting adsorption process is markedly influenced by change in the 

temperature. 

Mathematical Formulation and Computation Schemes 

For adiabatic adsorption two energy relations must be added to 

the continuity Eqs. (6) and (2). Again, under the pseudo-steady state 

approximation as before, it is found in a straightforward manner 

referring to a standard control volume that 

aT a
2

T 
Ge --ek 

pf az e az2 

dT 

h a (T -T~ 
t s s 

(1 - E:) p c ...,ts = -h a (T -T) + (6H)k a (x - x*) 
s ps o t s s m s 

where T is the temperature of the fluid 

T s is the temperature of the adsorbent 

(37) 

(38) 

ht is the heat transfer coefficient from the adsorbent 

6H 

k 
e 

to the fluid with units of BTU/ft2sec°F 

is the heat of adsorption in BTU/lb 
x 

is the effective thermal conductivity, which 
includes actual thermal conductivity along with 
other heat dispersion effects, e.g., the heat 
transfer accompanying the channeling effect in 
a non-ideal flow. 

Ini tial and boundary conditions are 
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T(O,t) = T (t) 
0 

(39) 

T (z,O) = T (z) 
s so (40) 

Now the same approach as in the isoth~rmal case can be adopted. 

To avoid repetition the detailed description is omitted, and the 

computational equations are written out directly after carrying out 

the bypass cell modelling: 

where Le (Lewis number) ~ ht/k c 
m pf 

Define 

(42) 

at = hta h/(Gc ) = hta 8/ (pfc ) (43) 
s pf s pf 

-+ 
Equation (41) can be written in matrix form (i.e., D T = g ) as 

- - t 

1 Tl (b +o )T +a T 
0 t t o t s 1 

-b 1 T2 o T +a T t t 0 t $2 

-o -b 1 T3 a T 
t t t s3 = 

-o --b 
t t 1 8 tTs'(N- l) 

0 
-o -b 1 T atT t t n SN 

(44) 

where 
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In other words, the following recursion relation holds 

T. at T 
l s. 

l 

where 
~ T_l T 

0 

Note that for Le = l 

Cl. 
m 

+ 0tTi-2 + bt Ti-1 

b 
m 

and 

(45) 

(46) 

(47) 

(48) 

Under usual adsorption operating conditions the Lewis number, which 

k /pfc D , is close to unity; see [8]. 
e pf e 

is also equal to In the 

present study heat and mass dispersion effects come from the same 

channeling flow so that the Lewis number is equal to unity exactly. 

Therefore, the above approximating expressions in Eq. (48) can further 

simplify the computat.ion scheme. 

The computational algorithm is as follows: 

(a) 

(b) 

Given distributions of T 
Si 

and 

time T, Ti's and x1 's (l~i~N) 

from algebraic Eqs. (44) and (23). 

at 

are calculated 

These solutions together with T and wi's are sub­
si 

stituted into first order ordinary differential 

equations (42) and (19) to obtain 

tlte next time step. 

and W IS at 
i 
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Starting from T = 0 the above processes are repeated until the 

desired time T The exit fluid temperature of the packed bed is . 
n 

obtained as 

T p (49) 

Again, the fluid temperature can be expressed as a linear combination 

of the inlet temperature and the adsorbent temperatures along the bed 

as 

where 

T. 
l. 

(50) 

(51) 

(52) 

and matrix E. . is defined as the (i-1) x (i-1) matrix formed by 
l.J 

deleting row j from the (i) x (i-1) matrix of upper left corner of 

+ 
D , and 

i.e.' 

E .. 
l.J 

is defined as 1 • 

In matrix form Eq. (50) is written as 
+ 
S T T T m 

-s 0 -
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sl TS1 Tl ml 

s2 sl 
0 

TS2 T2 m2 

s3 s2 sl TS3 T3 m3 
-T 

8N-l • . 
0 

8N-l SN-2 • 
SN 8N-l . s2 sl TS 

N 
TN ~ 

(53) 

That the solid temperature in earlier sections of the bed is indepen-

dent of that in the latter parts is obvious from the triangular form 

of matrix S 

where 

Combining Eqs. (28), (46), and (42) gives 

p(l- at)T + q(l- a) 
Si m 

p 

i-1 
+ p I 

j=l 

q 

i-1 

Si=j+lTsj+ q j~l ci-j+lf(wj,Tsj) 

(llH)/c 
ps 

(54) 

(55) 

Therefore the coupled heat and mass dynamics in the adsorbent are des-

cribed in the following functional form . 

.. <ll(T • • • T ·w • • • w ·T ·x ) s ' ' s ' l' ' i-1' o' o 1 i-1 
(56) 

dw. 
dTi + ~(Tsi'wi) = 'i'(T , · • · ,T ;w1 , • • • ,wi 1 ;x ) 

sl si-1 - o 
(57) 

These simultaneous ordinary differential equations become linear if the 
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equilibrium relationship f is linea~ and the above computational 

schemes resulting from the bypass cell modelling are particularly 

advantageous for use with the high speed digital computer. 

4. Results and Discussion 

Comparison of the Proposed Model with Published Experimental Data 

The literature data on the adsorption of water vapor from air 

by silica gel are available to verify the proposed bypass cell model. 

Two representative experimental runs of Bullock [8], chosen by Chi 

and Wasan [7] in supporting their models, are also adopted here as the 

comparison basis. These data are compared with the present predi c­

tions and with the results obtained by Bullock-Threlkeld [8) and 

Chi-Wasan [7) plus the prediction by the Hougen-Marshall model [4] as 

shown in Figures 3-7. The notations l and A in the plot stand for 

isothermal and adiabatic adsorption respectively. The line with 

circled points (Curve 1) shows Bullock's experimental results. The 

solid lines (Curve 21 and 2A) show the proposed bypass-cell-model 

predictions. Also shown on these plots are the results of Chi's 

isothermal analysis (Curve 31), Hougen-Marshall's isothermal predic­

tion (Curve 41) and Bullock and Chi's identical adiabatic analysis 

(Curve 3A). 

A general nonlinear expression used in this work for the 

equilibrium concentr~tion of the adsorbate at the solid surface x* 

is described in Appendix B. The experimental operating conditions 

and the pertinent parameters required for the equations are assembled 
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in Appendix C. 

(a) Isothermal Adsorption - Run No. 12 of Bullock [8] 

Due to the low inlet air humidity and temperature, the rate of 

heat release is low and the system behaves like an isothermal adsorp­

tion process. Figure 3 compares the results. According to Chi and 

Wasan [7] the agreement between their isothermal predictions (i. e ., 

Curve 3I) and the experimental data was quite satisfactory. As th e 

results from the present proposed model (Curve 2I) lie between Curve 

3I and the experimental data, the validity of the proposed bypass cell 

model is thus established. In fact, it is shown in the figure that 

the present analysis yields better simulation of a real adsorption 

process than the other available theoretical predictions. 

(b) Adiabatic Adsorption - Run No. 11 of Bullock [8] 

When water vapor is adsorbed by the desiccant, heat is released 

because the adsorption process is exothermic. Under adiabatic opera­

tion the heat released raises the temperature of the bed and this rise 

in temperature decreases the adsorption rate. The results are pre­

sented in Figure 4. The effluent air temperature rises very rapidly 

due to the initial high rate of adsorption, after which it slowly 

decreases as the bed approaches equilibrium with the inlet air. Agree­

ment between experimental and theoretical results is quite good, and 

the proposed scheme is again better than the other predictions. 

In view of the results of both isothermal and adiabatic adsorp­

t ions, the propose d bypass C811 model is believed to represent a r eal 

ud~orpt ion process in u packnd bed properly. However, tho most 
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significant advantage of this model lies in its suitability and con-

venience for computation. Two typical computer programs are enclosed 

in Appendix D for reference. A representative set of computing times 

on IBM 360/75 is listed in the following table for the case of five 

cells along the bed with the number of time increments per run 

denoted by K . 

* 

Type 

*K 
(units) 

100 

300 

Isothermal Adiabatic 

2.06 sec 3.39 sec 

6.20 sec 7.74 sec 

Every 20 units in K are equivalent to one minute real time in the 

present study. 

Effects of Modelling Parameters 

As shown in the above results, the local mixing around the 

vicinity of each pellet and the channeling flow pattern do exist in a 

real adsorption packed bed due to the good match of the predictions 

by the bypass cell model with the experimental data. However, their 

amounts are limited by the operating conditions. A good simulation 

should consist of appropriate proportions of both. 

(a) Effect of cell length (h) 

The CSTR part of the bypass cell model simulates the local 

mixing effect. The amount of mixing is revealed approximately by an 

optimal length of modelling cell. A typical picture of this cell 
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length effect, with a five percent bypass to overall stream ratio, is 

shown in Figure 5. Each curve refers to the approximate ratio of its 

cell length to the diameter of silica gel adsorbent. In this period 

of operation, an optimal cell length seems to lie in the vicinity of 

1.5 dp , even though all the results whose cell lengths range from 

0.7 dp to 2.4 dp are satisfactory compared to the other models given 

in the literature. As time increases, the differences between dif­

ferent cell lengths become smaller. For two cell lengths with 

similar deviations from the experimental data, a larger length is 

preferred as its corresponding scheme usually needs much less comput­

ing time. For instance, a simulation of adiabatic adsorption with 

100 time units using five bypass cells instead of using ten cells 

cuts down the computing time from 4.57 sec. to 3.39 sec. That is 

about a 35% reduction. Since there is no integration involved in 

the z direction, the stability problem due to a choice of large cell 

length does not enter. Meanwhile, the lengths chosen in this work are 

all small enough to avoid any significant accumulation of truncation 

and round-off error. Finally, if a model with a smaller number of 

modelling cells for a packed bed (i.e., longer cell length) is chosen, 

the material transfer into the adsorbent is also less. This is con­

sistent with the well-established theory on reactor design; namely, 

for a first order reaction taking place in a reactor with fixed 

residence time, a model with more CSTR's achieves a greater conversion 

and in the limit the conversion approaches that of a plug flow reac­

tor. 
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(b) Effect of bypass ratio (µ) 

The amount of channeling effect is revealed approximately by 

the bypass ratio. It is obvious that the greater the bypass ratio is, 

the less material that is transferred to the adsorbent; and then the 

effluent humidity is higher. The results are presented in Figure 6. 

For a model with more cells the effect of bypass ratio will be 

reduced, which is to be expected physically. This indicates that the 

effect of bypass ratio and that of cell length are coupled to each 

other. For the experimental run No. 12, it seems that an appropriate 

bypass ratio lies in the range of 5% to 10% with five cell modelling. 

As shown in the plot, the bypassing stream seems to create a parallel 

shift from the original curve. This shift may contribute to the 

parallel offset in a later period of the adsorption process as indi­

cated in Figures 3 and 4, since bypass ratio is expected to rise when 

the on-stream time of adsorbents increases and the adsorbents become 

more saturated. 

A Modification on Adiabatic Adsorption Modelling 

Although the agreement between the proposed predictions and the 

experimental data is quite good, a conunon phenomenon shared with all 

previous investigations is observed in adiabatic silica gel adsorption 

processes. In the latter period of each run the theoretical predic­

tions of effluent humidity always lie parallel to the experimental data 

with higher values. This discrepancy was defended in the literature as 

probably due to the heat losses, to uncertainties in the equilibrium 

vapor pressure data, the heat of wetting data, and in det ermining the 

initial bed moisture content, and to the simplifying assumptions made. 
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In this work the following reasoning is presented. 

The function of the adsorption heat is to decrease the mass 

transfer rate by yielding higher equilibrium surface concentration and 

thereby reducing the mass transfer driving force. Thus, heat brings 

the adsorption level down and raises the effluent temperature. At the 

beginning of an adsorption run the adsorbent bed is fresh. Once the 

water vapor diffuses into the adsorbent, the adsorption takes place 

instantaneously in the form of condensed water with its latent heat 

released. As time goes on, the adsorbent becomes more and more 

saturated with water. This may cause two possible results in addition 

to the well-recognized decrease of mass transfer rate due to the 

reduced diffusion driving force. One is that the adsorption reaction 

rate constant becomes smaller. The other is that a portion of the 

adsorpted adsorbate may still remain in the vapor phase without 

releasing its heat in condensation. Both of these two possibilities 

will result in a lesser amount of adsorption heat generated. There-

fore, the rate of heat released (i.e., the last term in Eq. (38)) 

should be built in with a decreasing functionality. This is accom-

plished by introducing the following simple linear function of the 

equilibrium adsorbate concentration at the surface of adsorbent x* 

which is a function of both adsorbent water content and adsorbent tern-

perature: 
x* - x*(t=O) 

1 - ( i i ) 
x* x*(tmO) 

00 i 

1 < i < N (58) 

where x! is the final equilibrium concentration which is equal to 

the inlet concentration x if constant inlet condition 
0 

is kept eventually 
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Note that at the very beginning d. = 1 . 
l. 

At the end d = 0 
i 

and the system behaves isothermally. The result is surprisingly good 

as indicated in Figure 7. The effluent humidity is lowered toward 

the experimental values. The degree of this downward curve-shifting 

may actually be controlled by multiplying the term in parenthesis of 

Eq. (58) by a scaling factor. However, this factor is not studied 

here as it is too arbitrary and without theoretical support. In 

conclusion, it is obvious now that for most adiabatic adsorptions 

the heat generating rate may decrease with time as the adsorbents 

become more saturated and may approach that of an isothermal opera-

tion in the limit. 

Further Discussion 

The above sections have demonstrated clearly the good repre-

sentations of adsorption processes in packed beds and the correspond-

ing fast computations. Here, additional possible applications of 

this model are discussed qualitatively. 

(a) Determination of heat and mass transfer coefficient k 
m 

It is indicated by Eq. (50) that the fluid temperature T(z) 

is an algebraic function of the adsorbent temperature T , and 
s 

the heat transfer coefficient Suppose the temperature 

measurements on both T and T are carried out at several points 
s 

along the packed bed, the heat transfer coefficient ht can be 

obtained by means of nonlinear regression technique. Similarly, the 

mass transfer coefficient k can be calculated from measurements of 
m 

absorbate contents both in the fluid (x) and in the absorbent (w) 

at several points along the bed. 
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(b) Optimization 

Due to the simplicity and linearity of the resulting scheme, 

the proposed bypass cell model is believed to be particularly suitable 

to carry out the optimization processes necessary for determining 

certain operating variables such as bed length, flow rate, and the 

adsorbent material. 

(c) Estimation of adsorbate content distribution in the adsorbent 

With the adsorbate content in the fluid as a known function 

of that in the adsorbent as indicated in Eq. (28), the latter can be 

estimated from the measurements on the former in a straightforward 

manner via least squares minimization. 

Finally, because of the inherent nature of cell model, the usual 

assumptions of uniform initial distribution and constant inlet condi­

tions are no longer needed. This makes possible the application to a 

bed containing initially several sections of different adsorbate 

content. 
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APPENDIX A 

AN ANALYTICAL SCHEME FOR RATE DETERMINING ADSORPTION PROCESS 

The main chapters of this work deal with the regular adsorption 

processes, where diffusion is the rate determining step. However, if 

kinetic rate controlling is observed (e.g., a water softening process 

with zeolite bed [15]), a simpler analytical solution via the method 

of characteristics can be obtained for the case of negligible axial 

diffusion in the fluid. 

In general, an adsorption reaction rate can be expressed as 

r = kx g(w) 
a 

(A.l) 

where g is a nonlinear function of w and the dynamic system con-

sists of the following set of quasi-linear hyperbolic partial differ-

ential equations. 

ax 
-x g(w) 

~ 

aw 
x g(w) aT 

where 

~ 
ti 

(k/G)z 

Combine (A.2) and (A.3) as 

ax aw 
~ = - dT 

ti 
(k/(l-£)p )t T s 

and then integrate (A.5) along constant ~ to yield 

aeu;,T) 
a~ 

w - ul 
0 

(A. 2) 

(A. 3) 

(A.4) 

(A. 5) 

(A.6) 
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T 

8 ( ~, T) /J. J X ( ~, T 1 ) dT 1 

0 

On the other hand, integration along constant ~ in (A.3) gives 

w 

8(~,T) = f 
aw' 

g(w') 
w 

0 

(A. 7) 

(A. 8) 

Differentiating (A.8) with respect to ~ by Leibnitz rule results in 

ae 1 aw 
~ = g(w) ~ 

Therefore, from (A.6) and (A.9) one obtains 

along constant T 

and its initial condition W(O,T) is obtained from (A.3) as 

w(O,T) 

I 
w 

0 

dw' 
g(w') = X T 

0 

(A. 9) 

(A.10) 

(A.11) 

The solution of (A.10) and (A.11) is substituted into (A.2) to form 

the ordinary differential equation for x along constant T as 

dx 
d~ 

-x g[w(~ ,w(O,T))] 
0 

(A.12) 

with initial condition x(O,T) = x . For linear g the s olutions 
0 

can be readily obtained in closed form as follows: 

w(f;,T) 
w 

0 

1 - exp(-w ~)[l - exp(-x T)] 
0 0 

(A.13) 



x(f,;,T) = 
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x 
0 

1 + exp(-x T)[l - exp(-w f,;)] 
0 0 

(A.14) 
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APPENDIX B 

A NONLINEAR EXPRESSION FOR THE EQUILIBRIUM CONCENTRATION 

Hubard [16] has presented data for the vapor pressure of water 

in equilibrium with silica gel having a given moisture content, at the 

same temperature. The data are fairly complete, covering a tempera-

ture range of 40°F to 200°F, adsorbed water content from slightly above 

zero to 35%, and vapor pressures from slightly above zero to 16 inches 

of mercury, and are applicable to essentially all conunonly used grades 

of silica gel. Figure B shows these data on semilogarithmic coordi-

nates. 

To facilitate their use in a numerical calculation procedure, 

the equilibrium vapor pressure data in Figure B were expressed by 

Bullock [8] as polynomials in temperature and moisture content over 

specific intervals of the latter quantity. The polynomials are of 

the form: 

where 

(B.l) 

P* is the equilibrium vapor pressure, inches of mercury; 

T is the temperature, OF . , 
w is the silica gel moisture content, lb /lb x s 

A,B,···,R are constants; 

m 2 and n = 1 for w less than 0.05 ; 

m = 1 and n • 0 for w greater than 0.05. 

Each set of constants A through ' R applies to a specific 

interval in moisture content. 
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0 .001 ......_ _ _,__ _ _._ _ __.... _ __. __ ...__ _ _.___ _ _, 

10 15 20 25 30 35 

% WATER CONTENT IN THE ADSORBENT 

Fig. B. Adsorbed Water Capacity of Regular Silica Gel as a Function 

of Partial Pressure at Various Temperatures (Equilibrium 

I so thermals) 
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For constant moisture constant 

* 3 2 (P )w = aT + bT + cT + d (B.2) 

(a) Quadratic segment (w less than 0.05) 

Knowing the coefficients of equation (B.2) for two values of w 

within the interval; that is, 

for w p* 

(B. 3) 

and for w = w2 

A= (a2xl - a1x2)/k B = (b2xl - h1x2)/k 

c = (c2xl - c1x2)/k D (d2xl - d1x2)/k 

(B.4) 
2 2 2 2 

E = (alx2 a
2
x1)/k F = (blx2 - b2x1)/k 

2 2 2 2 
G = (clx2 - c2x1)/k R = (dlx2 - d2x1)/k 

(b) Straight line segments (w greater than 0.05) 

Knowing the values for the coefficients of equation (B.2) for the 

two end points w1 and w2 of a given interval, the coefficients of 

equations (B.l) may be readily calculated for k = x2-x1 

A C = (c -c )/k 2 1 
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(B.5) 

Equations (B.5) were evaluated for the six intervals with end points 

at x = 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, and 0.35 lb /lb • Table 
x s 

B summarizes the values of the constants which were intended for use 

with P* less than 1.0 inch mercury and temperatures between 70°F 

and 180°F, for which an accuracy of better than 2% in representing the 

original data may be obtained. 

The equilibrium humidity ratio 

gas relation 

x* = 0.62197P*/(P - P*) 

* x is calculated by the perfect 

(B.6) 

where P is the total or barometric pressure. 



-259-

TABLE B 

COEFFICIENTS OF THE EQUILIBRIUM VAPOR PRESSURE 

Range of 
Moisture 

Content, w 

0 ~ w ~ 0.05 
0.05 ~ w ~ 0.10 
0.10 ~ w ~ 0.15 
0.15 ~ w ~ 0.20 
0. 20 ~ w ~ 0. 25 
0. 25 ..'.S.. w ..'.S.. 0. 30 
0. 30 ~ w ~ 0. 35 

Range of 
Moisture 

Content, w 

0 ~ w ~ 0.05 
0.05 ..'.S.. w ~ 0.10 
0.10 ~ w ~ 0.15 
0.15 ..'.S.. w ~ 0.20 
0.20~w~0.25 

0.25 ..'.S.. w ~ 0.30 
0.30 ~ w ~ 0.35 

POLYNOMIAL, EQ. (B.1) 

A • 106 B • 104 

402.263374 -893.827167 
-7. 80864197 43.1203703 

20.8333333 -38.25 
53.3333333 -138.0 

-81. 6666667 213.5 
40.0 -81.0 
20.0 -37.0 

E • 106 F • 104 

11.8621399 -32.6790123 
1. 98919753 -6.02453703 
-0.875 2.1125 
-5.75 17.075 
21.25 -53.225 
-9.1666667 20.4 
-3.1666667 7.2 

c 

7.06882716 
-0.484787037 
0.255416667 
1. 26466667 

-1. 75233333 
0.5990 
0.291 

G 

0.32929012 
0.0580578703 

-0.0159625 
-0.16735 

0.43605 
-0.151783333 
-0.0593833333 

D 

-182.152263 
17.2044753 

-4.6825 
-38.0 

47.60 
-14.1 
-6.9 

R 

-10.4143621 
-1. 83632253 
0.352375 
5.35 

-11. 770 
3.655 
1.495 
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APPENDIX C 

EXPERIMENTAL OPERATING CONDITIONS 

Two representative experimental runs (11 and 12 of Bullock [8]) 

for an adsorbent bed of silica gel were simulated on a digital com-

puter with the models <leveloped in the present study for isothermal and 

adiabatic dynamic adsorption processes. 

The silica gel used in Bullock's study was the grade No. 03 

connnercial silica gel manufactured by the Davison Chemical Division of 

W. R. Grace Company with the following selected description 

Gel Type 

Average Diameter, d 
p 

Individual Density, ps 

Specific Heat, c 
Ps 

Specific external surface area, a 
s 

Tyler Sieve on 8 

0.152 in. 

75 lbs/ft3 

0.22 BTU/lb°F 
s 

201 ft 2/ft3 

A sununary of the experimental conditions is assembled in Table 

C. Note that the mass and heat transfer coefficients were determined 

from the empirical correlations for the adiabatic dynamic adsorption 

of water from humid air by silica gel presented by Hougen and 

Marshall [4] as 

k = 0.704G (d G/µ)-0. 5l 
m p 

ht = 0.671Gc (d G/µ)-0. 5l 
pf p 

where µ i8 th e moist air v i.scosity. 

(C. l) 
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The dimensionless Lewis number is obtained as 

Le = h /k C 
t m pf 

(C. 3) 

Finally, the time increment for integration is chosen as 3 sec. 

TABLE C. SUMMARY OF EXPERIMENTAL CONDITIONS 

Run 11 Run 12 

x lbx/lbf 0.01896 0.00953 
0 

w lb /lb 0.0341 0.0401 
0 x s 

T OF 81.5 71.6 
0 

T OF 80.2 71. 9 so 

p in Hg 29.06 28.62 

G 
2 

lbf/ft sec 0.05641 0.05710 

pf lbf/ft
3 0.0735 0.0748 

(1-e::) p lb /ft3 41.81 41.81 s s 

c BTU/lbf °F 0.241 0.241 
pf 

L in 1.0 1.0 

k a 3 1.012 1.019 m s lbf/ft sec 

Le 0.953 0.953 

*Lrn BTU/lb x 1040.0 1040.0 

* Another expression for latent heat of water vapor (17) is 

6H =· 1060.91 + 0.44625T for p < 1 psia 
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APPENDIX D 

COMPUTER PROGRAMS AND THE INTEGRATION ALGORITHM 

Two typical computer programs for isothermal and adiabatic 

adsorptions respectively are listed in this appendix. The integration 

schemes used are described for the following system: 

dY. /dt 
1. 

Y.(t)=Y. 
1. 0 1.0 

1 < i < N - -
(D. l) 

(a) In the early period of adsorption, a very accurate (4th 

order method) CIT library subroutine MODDEQ is called for integration. 

Since each time the integration is carried out just one step, the 

scheme used in MODDEQ is only the initialized Runge-Kutta-Gill method. 

at 

Let Y. be the value of Yi at t = t ; fi the derivative 
in n n 

t = t · and 6t the interval size of the independent variable n , 

t . The Runge-Kutta-Gill method uses the formulas: 

= Lltf.(t,Yi) 
i n 

y(l)= y 1 k 
in in+ 2 io 

6t (1) 
= 6tfi(t + -z-•Yin ) 

b 
= y(l)+ ...1. (k - qil) 

in 2 il 

(D.2) 

(D. 3) 
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ki2 - 6tf (t + 6t y(2)) 
· i 2' in 

b 
y(3)_ y(2)+ __1.(k - qi2) 
in in 2 i2 (D. 4) 

k 6tf (t + 6t y~ 3)) i3 • i ' in 
(D.5) 

where 

-2+ 3/2 
cl= 2 ' (D. 6) 

(b) ' Iri the latter period of adsorption, a simple Predictor-

Corrector method suggested by Acrivos [5] and Brand [18] is used. The 

numerical results obtained were compared with those from Runge-Kutta-

Gill method. The agreement is excellent. The algorithm for 

Predictor-Corrector is as follows: 

(D, 7) 

(ii) Corrected value 

(D. 8) 

(iii) Final value 

(D. 9) 
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C I SUTHcR.MAL AUSOQ.i>T rn :\J 
C HYf-'fl SS Cl': LL MOllE L 

0 I MENS I (IN X ( 3 2 ) • W ( -I?. ) • F ( 3?. ) • 8 Y ( 4 ) • M /!. X K ( 8 ) , MA X/\l ( 8 ) , t) T ( 9 ) 
l,WPl3?.,2l,El"32l 

COMMUN /WINTG/XX.FF 
RFAL*4 H,LENGTH.KMAS 
EXTf::t{NAL f1ER IV 

508 FDRMA.1 (8110) 
514 FORMAT (4F?.0.7) 
603 FORMAT l?OX,4E20.7l 
606 FO~HAT (/,5X,6~20.7,/) 

610 FORMAT (/,1Xt10Fl3.6) 
C READ IN EXP. DATQ ~ MODELING PARAMETERS; THEN CALCULATE 
C DYNAMIC PARAMETERS 

tUAfJ (5,514) LENGTH,G.K 1"1AS,PSBllLI< 
CO= KMAS/PSFIULK 
READ (5,514) P,xo 
RE .t.n (5,51'•) \,IIO,TSIO 
REt'\fl (?, 5<18) KMAX ,NMAX, LMAX .!<PREDT ,KP fM2 
REl\fl 15,508) (Ml)XK(J),J=l,KMAXl 
REAlt (5,514) (t)T(_J)"J=l,KMAX) 
REl\[l (5,508) (MAXN!J),,J=l,NMAX) 
READ (5,514) IBY!J),J=l,LMAX) 
WRITF (6,h04) xo,w10.P,TSIO 

604 FOR.Ml\T 11.iox,•xo: WIO; P: TSJO: •,4Ell:i.7) 
X!l)= XO 
X!?l= XO 

C KK -- EACH KK REPRESENTS A O!FFERfNT TIME INfERVAL --
00 1000 KK=l.KMAX 
OTAU= co::<r_n ( KK) 
MAXKP= MAXKIKK) + l 

C INTEGRATIUN OF INLET WIOI; ANO CALCULATE FIOl 
T= o.n 
XX= XO 
W\~= l<-1 I 0 
FF= FCNIWW,TSIO,P) 
M= l 
K=l 

?.O CAI_!_ 1'10Dflf:Q(Df:Q.IIJ,K,l,T,Wl~,wwoor,urf\IJ;l.E-5> 

IF (K.LT.Ol GD TO Q9 
IF (WW.GT.0.,5l r.;n rr.i 199 
FF= FCN(WW,TSib,Pl 
\~ R I TE ( 6 ' 60 3 ) r ' w w ' w YI 0 0 r ' Fi= 
IF IM.GE.MAXKPI GO Tri f'1 
M=M+L 
Gii Ttl 20 

21 CrlNT I NUE 
C t\Ji\I -- Et\CH NN REPRl:'SF.NTS fl. D!Fi=E~f::MT CELL SUE -­

IJIJ 1000 NN=l,NMAX 
R= M!\XN(NN) 
H= U : NGTH/'-{ 
MAX~!IJ2= »l llXN(NN) + ;> 
T~l\NSF= <MAS*H/G 

C l L 1:- ill. H L L R E P f.i t= S EN I S f\ n I F F t I{ H• T k Y P r\ S ~ t-UI T Ill - -



on 1000 LL=l.LMAX 
IWPflSS= 'W(LL) 
C= 1.0-~YPA~S+rRANSF 

lJ= TRLll'ISF/C 
ll l' L T !\ = 11 Y PA S S I C 
H= (1.0-2.()>::BYP/\SSl/C 
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C Sll\RT f\ RYP1\SS-CO:Ll_- ,·-10DEL COMPIJTATllJN SCH~M.: ~::::;~*::: 

\,/RITF (6,601) KK,OTIKK),IHAU,NN,H,l.L,t!YPASS 
601 F!)l{l·!,llT (//,1X. 1 K'<.= 1 ,J3,?.X, 1 0T~OTAU: 1 ,2E16.7./,2()X. 1 NN= 1 , 

JI3,?.X,tU': •\!f;TH (1F El\CH CELL=',El6.7.lOX,•1.L='.!3,? X,• KYf' 
2/\SS l<ATll1= 1 ,El6 .7,/.lOX, 1 PARAMEfERS (CO, fRANSF, C , u, 
31lFLTl\,R): 1 ) 

f.1i{ITF (6,h06) CO,TRANSF,C,U,DtLfA,!i 
IHl 101 I=3,"1/\XNP2 

1 0 l l·J ( I l = W I 0 
T= n.o 
nu 10 KT=l.MAXKP 

C *ONb STEP* INTEGRATION ON THE /\DSORRENT **** 
OU 2 I=3,MAXNP2 
IF (KT.EQ.ll Gfl TU 1 
XX= X(Il 
WW=W( I l 
FF=F(J) 
IF (KT.GE.KPREOTl Gfl TO 60 

C *l INTF:GRATIClN 6Y MODOEQ LIR. SlJBRflUTif\JE (RUNGE/KUTTA-GILL 
C ME THOO l T(l KPRE DT - 1 

M= 1 
K=l 

50 CALL MOOl)EQ!OERIV,K,l,T,WrhWWDIJT,IHAU,l.E.-51 
IF(K.LT.Ol GO TU 99 
w~JTEf6,603Jr,ww.wwoor 

W( I l=WW 
IF (l<T.LT.KPfM2l GO Tll '52 
Jr (M.EQ.ll Gn TO 52 
MM= 2 
IF (KT.EO.KPTM2l MM= 
W 1> ( I , "'1M l = W ( I ) 

52 IF (M.GE.21 GO TO 51 
M= M+ l 
Gil Tfl 50 

51 IF ( !.NE.MAXNP2l T= T - DTAU 
GO HJ 1 

C *? INTEGRATION tiY SIMPLE PREDICTOR-CDRRECT•J'{ Mi::'.TH1.H1 
60 IF II.EQ.3) T= T+ OTAU 

E!Il=XX-FF 
Pl~= WP (I t1 l + 2. O*DT J\ll;'<F. (I l 
IF (PW.GT.0.35) Gf.l ro 199 
XPW= rCN(PW,TS!O,Pl 
XPX= ll*Xf.>1,.1 +DELl'•HX!I-21 + R•:<X(I-ll 
C W = WP I I , 2 l + 0 • 5 •:q)T /I ll t.<( l: I I l + X P x - X PW l 
Will= CW+ 0.20* (PW -CW) 
WP! 1,1)= HP(!,2l 
W f) ( I , 2 l = w I I l 

C Chl.CllLATIC1N OF X( I l ,Fl I) BY l{EClJl{S!rtN Hf=l.ATIIJN<;HIP 



CnNT I NIJE 
WI= W( I l 
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I~ (Wl.GT.o. ·-isi r,o 10 199 
Fill= FCNIWltTSIO,P) 
Xlll= IJ ':' F(J) + DELT ,\ t.< XII-21 + R ~<Xll-l) 

2 ·CIH'H I 1\1 1 IE 
WRIT E (6,6l0) (Will ,!= 3 ,MAXNP2l 
XP= (l. O-BYPASSl*X(MA XNP2) + BYPASS * X(MAXMPZ-ll 
~! R I TE ( 6 , 6 1 0 l ( F ( I l .I = 3 , M A X N P 2 ) 
\\'RIT E 16,hlOl (XIIl,!=3,Ml\XNPZ) 
W~IT E (6, 6 13! KT,T.XP 

6 1 3 F () f{ M /\ T ( I • 1 x ' 'T ( ' ,I 4 • ?. x • I ) = I ' E l 3 • 6 • 5 x ' I() I JT p l.I T x = I ' E 2 (' • 
17.lOX, 1 T=f + DTAU BELOW 1 ,/l 

10 CO N TIMIJE 
1000 CIJNTil\JUE 

()() Hl 100 
99 W~JT E (6,699l KK,NN,LL,T,KW,WWOOT 

699 F[JR M/\T(/,lX, 1 ERROR 1 ,3ll0,3E20.7l 
GIJ TO 100 

199 WRITF.(6,7 9 9) W!,KK,NN,LL,KT,I 
799 FO RM ATl/,l X, 1 1-!l GtU'.ATE:K THAN .~ 5 AS 1 ,E20.7,5X,5110l 
100 CONTINIJE 

STUP 
EN11 
S l JR 1Hll J T I N E DER I V ( N , T , WW , WW D 0 f l 
COMMllN/WI NTG/ XX, FF 
WWOOT=XX-FF 
RETURN 
END 
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C AOIABATIC ADSORPTION 
C HYP/\SS C~LL MnOEL 
C •'':'"' Ffl1{ c;ENERAL LEWIS NUMBER '"*'~ 

DI MENS I ON WI 3 7. I, TS< 3?. I ,._, P ( 3 2, 2), T P ( 3 2, 2 I , FYI ( 3?. l, ET ( 3 2 l, 
l RY ( 4 l , Y ( 2 I , YOO f ( 2 l ,MA XK I H l , M AXN ( 8) , 0 T ( 4) 

COMMUf\1 I YI NT GI XI 3 2 l , TT ( 3 2 I , F I 3 2 l , CPS, 0 HC S., I 
REAL*4 H,LENGTH.KMAS,LEWIS 
EX TERN AL DER IV 

508 FORMAT 1131101 
514 FORMAT (4F20.7) 
603 FflR~1AT 12X,6i:20.7) 
60 6 F 0 R MA T ( I , 1 X , 8 E 1 6. 7 ) 
610 FORMAT (/,}X,10El3.h) 

C READ IN EXI-'. DATA f. MODELING Pl\R/\MEHRS: THEN C/\LCUL.HI:: 
C DYNAMIC PARAMEfE~S 

READ 15,514) LENGTH,G,KMAS,PS8ULK 
REAO (5.514) 11,xo,TO,OELTAH 
READ (5,514) WJO,TSJO,CP,CS 
READ 15,5141 LEWIS 
READ 15,508) KMAX,NM/\X,LMAX,KPREOT,KPTM2,JNLETG 
READ (5,50fll . (Ml\XK(J),J=l,KMl\X) 
REAO (5,514) IOT(J),J=l,KMAX) 
READ (5,?08) (MAXN(,J),,l=l,NMAXl 
RFAD (5,514) IBYLJ),,J=l,LMAXl 
CO= KMAS/PSt)ULK 
CPS= CP/CS 
OHCS= DELTAH/CS 
WRITE (6,604) xo.To,w10,Ts10,P,CP,CS,DELTA~ 

604 F(JRMAT ( /,lX, 1 xo.T0,1HO,TSIO,P,CP,cs,1Ji:l_TAH: • ,81.:12.?) 
Xlll= XO 
X(2)= XO 
TTlll= TO 
TT!2l= TO 

C KK -- EACH KK REPRESENTS A DIFFERENT TIME INTERVAL -­
DO 1000 KK=l,KMAX 
OTAU= CO ~< DT I KK) 
MAXKP= MAXK(KK) + l 

C I I\! TE <; R A T ION ( I F I N LE T W I 0 ) ; T S < 0 ) ; AN D C J\ L CU L A T E F ( 0 l 
I F ( IN Lf'. T t~. NE. 0 l GO T iJ 2 l 
1=2 
T=O.O 
WI= WIO 
TS!= TSIO 
Fl?.l= FCNl ~l!,TSJO,Pl 

M= 1 
Y(ll= WIO 
Y(2)= TSJO 
K=l 

20 CALI. MOOl>t:Q<DE'l.IV,K..?,T,Y,YOOT,IHAU,J .E-5l 
IF (K..LT.OI r;u TO 9g 
WI= YI l l 
TSI= Yl2l 
IF (Wl.GT.0 • .351 GO TO 199 
F<2l= FCN(WJ,TSI.Pl 
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I~ R I T E ( 6' 6 0 3 ) r ' ( y ( .) ) ' y I) I l r ( J ) ' , f = l ' 2 ) ' F ( 2 ) 
IF IM.GE.MAXKPl Gll T CJ 21 
M=M+ l 
GO TO 20 

21 CONT!NlJE 
C rJN -- EACH NN RF. PRESENTS A DIFFEkF.NT CHL SIZE -­

DO 1 00 0 NN=l,NMAX 
R= t-'11\ XNC NN l 
H= . LENGTH/R 
MAXNP 2 = MAXNINN) + 2 
TRA N S~= KMAS*H/G 
ALPHA= TRANSF*LEWIS 
WKIT E (6,60 3) CO.CPS,OHCS,TRANSF,ALPHA,LEWIS 

C • NOTE: NOW, CPS= LEWIS*CP/CS 
C P $ = C P S :::i_ E W I S 

C LL -~ EACH LL REPR~SENTS A DIFFERENT HYPASS RATI O -­
DO 1000 LL=l,LMAX 
BYPASS= BY(lll 
C= l.O-BYPASS+TRA~SF 
U = TR f\1\1 S FI C 
DELTA= BYP/\SS/C 
B= (l.0-2.0 * BYPASSl/C 
CT= 1.0-BYPASS+ALPH/\ 
UT= ALPHA/CT 
DELTllT= RYPASS/CT 
6T= 11.0-2.o~·BYP/\SSl/CT 

C STAKT A HYPASS-Cl::LL- MIJ lltL CUMi>llTATlON SCHEME t.' **~' * 
WRIT F. ( 6,601 I KK,DTIKK) ,[lTAlJ,NN,H,LL,HYJJASS, C!JS 

601 FORM/IT (//,lX,'KK= 1 .I3.?X; 1 DT;lH/\U: 1 ,2El().7,/,20X. 1 J\JN= 1 , 

ll3,2X, 1 LEM GTH OF EACH CELL= 1 ,El6.7.10X, 1 LL= 1 ,[3,zx,• 1-IYP 
2ASS R/\TI0 1 ,'.2i:l5.7,/.10X, 1 PARAMETERS (C,IJ, OELTA,B - S l'l ilTH 
3 FOR W i; TS;~*):•) 

WRITE (6, 606) c,u,DELTA,H,Cf,lJT,Ott.TAT,f'IT 
DO 101 I=3,MAXNP2 
TS(ll= TSIO 

101 Will= WIO 
T= O.O 
00 10 KT=l,MAXKP 

C ¥ ONE STEP * INTEGRATinN llN THE ADSORBENT **** 
DO 2 1=3,MA XNP2 
IF (KT. E Q. 1 ) GO T 0 l 
IF (KT.GE.KP~EDTI GO TO 60 

C *1 INHGl{l\TION 1W MO L)DEQ LI?-. SUBR OllTINt (RUNGE/K.\JTT A - G lll 
C METHOD) TO KPREDT - 1 

M= 1 
Ylll= \•!Ill 
Yl21= TSIIl 
K=l 

50 CALL ,c1 nDnE~IPERill,K,?,T,Y,YO f lT, l) Tl\1J,l . i: -S1 
IFCK.LT.Ol GO Tn 99 
\•!I{ I T E ( h , 6 0 :1 l i , I Y ( J ) , Ytl C'l T ( ,I ) , J = l , 2 ) 
\.I ( I ) = y ( 1 ) 
TS!Il= Y!?.l 
IF IKT.LT.KPT~?I c;o Tll 52 



IF (M.ED.l) GU TO 52 
MM= ? 
IF !KT.EQ.KPTM2l MM= 1 
WP(!,MM) =Will 
TP(!,MM)= TS(!) 

52 IF (M.GE.21 GU TO 51 
M= M+l 
GO HI 50 
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51 IF !1.NE.MAXNP21 T= T - DTAlJ 
GU Tri 1 

C *2 INTEGqATION BY SIMPLE PREDICTOR-COR~ECTOR METHOD 
60 IF (l.f.'.Q.3J T= T+ OTAIJ 

F.W ( I I= X ( 1 I - F ( I ) 
ET(! I= -CPS*(TP!I,2J-TT!I J J + OHCS*EW! I J 
P\~= WP(Jtl) + 2.o~:oi1\IJ::<EW(IJ 

PT= TP( I ,1 J + 2.0'~0T .AlJ~=tT( I l 
IF !PW.Gf.0.351 GO TQ 199 
XPW= FCNIPW,PT,PI 
XPX= IPXPW +DEL TA:::x ( I-2) + R'~X ( 1-1) 

" TPT= \JT:::pf + DELTAT::<TT!I-2! + BT~:TT(!-1) 

GP3W= XPX - XPW 
CW= WP(J,2) + 0.5*DTAU*IEWCI) + GP3Wl 
CT= TP( J,2) + 0.5*DTAU*IET(J I -CPS*!Pf-TPT) + OHCS*GP3WJ 

. WI! J= CM+ 0.20* <PW -CWJ 
TS!! l=CT + 0.20* IPT -CTJ 
WP!l.ll= WP(J,2) 
WP!I,21= Will 
TP < l , l l = T PI r, 2 J 
TP ! I , n = TS! I I 

C CALClJLATIUN OF X!JJ,TT(!J,Flll HY RECURSinN RELATIONSHIPS 
l CONTINUE 

WI= Will 
TS!= TSIIJ 
IF !WI.GT.0.351 GO TO 199 
F ( I I= FCN ! WI , TS I , Pl 
XIII= U'~F!Il + OELTA*X(l-21 + Ax<X(l-ll 
TT(l)= Uf::'TS(I) + oei_TAT*TT!I-21 +BT~·rTII-11 

2 CONTif\1lJE 
WRITE! 6,610) (WI I) ,I-=3,!\11AXNP2l 
WR I rt= ! 6, 610 l ITS ( I l , I.= 3, MA XN P 2 l 
XP= 11.0-RYP~SSl*XIMAXNPZJ + BYP~5S*XIMAXNP2-ll 
TTP= !l.O-BYPAS5l*TT(MAXNP2) + RYPASS*TT!MAXNP2-ll 
WRIT!= (6,610) (f-(J),1=3,f'IAXNP2l 
WRIH (6,610) !X!ll,l=3,MAXNP21 
WRilE (6,AlO)(fT(l),!=3,('1AXNP2) 
WRITr. (6,613) KT.T,XP,TTP 

613 FO!Hl!IT 11.1x,'T1 1 .i4,2x. 1 1 = 1 ,E13.6,5x,•ourPur x =·.~?.o. 
17 ,1 () x ' I( ll JT p tJT TT = I 'f 16. 7 ,/ ) 

10 CllNTINltE 
1000 CllNTINllE 

GU Tll 100 
q 9 \~R I Tl· ( 6, t><.i Y l K K, l'JN , L l , T , ( Y LI ) , Y 0 0 T ( ,J I ,_J = l , 21 

6 9 9 t-= 0 K MAT ( I ' l x ' I f: K R 0 R I ' -~ I ? • 5 E 1 fi • 7 ) . 
Gll Tfi 100 
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199 W\UTE!6,7Y9l 'fll,KK,NN,LL,KT,I,TSI 
799 FflRMi\T(/,lX,'WI f.;kEl\Ttk THl\N .3 5 l\S',t20.7,5X,~l ':i,E?O .-ll 

100 CllNT I NIJE 
STflP 
ENO 
SlJRR!llJTINE OERlVIN,T,Y,YfJ[JT) 
DIMtt\ISilll< Y!?.l,YDOT!?.l 
COMMON /YINT~/Xl3?.J,TT!32J,F!32),CPS.DHCS,J 

XMF= X ( J J - F (I l 
Y lHlT ( 1 ) = X MF 
YDOT!2l= -CP~*(Y(2l-rT!I)) + OHCS*XMF 
Rt:TUkf\I 
END 
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C TO EVALIJATE THE EQU ILIBR!lJM X CfJNC. AT SURF/\CE OF /\DSURBF.NT 
C X'~ = FCN; WHERE Tf.iE ARGUMENTS ARE Will, TS!l), P 

FlJf\tCllllN FCNIWI.TSI,Pl 
IFIWI-.05) 1,1,2 

1 A= 402.263374E-6 
8= - 893 . H27 167E-4 
O= 7. 0 68 R 7. 71 6 

0 = - l R 2 • l ~ 2 2 63 
E= ll.R621399E-6 
F= -3 ?. .6790l23E-~ 
G= . 3?29290 12 
R= -l0.4l'•j621 
WlV= Wl 
G!J TP 20 

2 WlV:: 1.0 
IFIWI-.lOl 3,3,4 

3 A= -7.80R64197E-6 
B= '+3.1203703E-4 
Q= -.4R47R7037 
D= 17. 2044 753 
E= l.9R919753E-6 
F:: -6.0?.453703E-4 
G= .05 80~78 703 

R= -1.83032253 
GO l(l 20 

4 IFIWI-.15) 5,5,6 
5 A= 20.8333333E-6 

R= -31-l.25E-4 
Q= .?55416667 
D= -'t.6825 
E= -.875E-6 
F= 2.1125E-4 
G = - 0. 0 159 62 5 
R= .352375 
GO lrl 20 

6 IFIWI-. 20 1 7,7,8 
7 A= ~3.3333333E-6 

fl= -138.0E-4 
Q = 1 • 2 64 6 6 6 6 7 
O= -3R.O 
E= - 5 .75 E- 6 
F:: 17 .075E-'• 
G= -.16735 
R= 5.35 
GU TO 20 

8 IFIWI-.25) 9,9,10 
9 A= -8I.66 66667E-6 

B= . 2L~.5E-4 

(,!= -1.7 5?.333 33 
I):: Lt-,. AO 

E= 21.25F-6 
F= - 5'l .22 "'E -4 
G:;: • 4 "Hi05 
R = - l l • rr o 



GO HI 20 
10 IFIW!-.3 0 1 ll,11.12 
11 A= '•·0 . 0 E- 6 

B= -81.01::-4 
Q= . ')9 90 
D= -14.l 
E= -9.16666667E-6 
F= ?0.4E-4 
G= -.1517H3333 
R= 3.655 
GU T(l 20 

12 A= 20 .0 E-6 
8:-::-37.0E- 1~ 

Q= .291 
D= -6. 9 
E= ~3.l6666667E-6 
F= 7.2E-4 
I.= -.o59:·rn3333~ 

R= 1.'•95 
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?O PE=! I IA ,::TSl+3)'~T S IHJ)'-'TSl+ l ))~'Wi'~WIV+I I !E ':cfSI+f l>::T ':i l+Gl >n 
1 S I + R l ::• \~ I V 
FCN=n.62197*~E/IP-PEl 

RcT i lRN 
ENIJ 
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NOMENCLATURE 

A cross-sectional area of the packed bed 

a the dimensionless quantity defined in Eq. (24) or (45) 

a external area of adsorbent per unit volume 
s 

b the dimensionless quantity defined in Eq. (24) or (45) 

C heat capacity 
p 

D effective diffusivity 
e 

d diameter of the solid adsorbent 
p 

f functionality of the equilibrium adsorbate content at the solid 

surface with respect to the adsorbate content in the adsorbent 

G 

6H 

h 

k 
m 

L 

N 

T 

T 
s 

t 

u 

v 

w 

x 

mass velocity 

heat of adsorption, BTU/lb x 

cell length 

heat transfer coefficient, BTU/ft2sec °F 

effective thermal conductivity, BTU/ft sec °F 

2 mass transfer coefficient, lb /(ft sec)(lb /lbf) 
x x 

length of the packed bed 

number of cell used to simulate the packed bed 

fluid temperature 

adsorbent temperature 

time 

local linear velocity 

apparent or superficial velocity 

adsorbate content in the adsorbent, lb /lb x s 

adsorbate content in the fluid, lbx/lbf 
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* x equilibrium adsorbate content at the. surface of adsorbent, 
lbx/lbf 

z length along the packed bed 

Greek Symbols 

a the dimensionless quantity defined by Eq. (22) or (43) 

8 the dimensionless quantity defined in Eq. (24) or (45) 

E: bed porosity 

e cell residence time 

µ bypass ratio 

p density 

T dimensionless time 

Subscripts 

f denotes fluid conditions 

i denotes the quantities of cell i 

m denotes mass transfer quantities 

0 denotes boundary or initial conditions 

p denotes output conditions 

s denotes adsorbent conditions 

t denotes heat transfer quantities 

x denotes adsorbate conditions 
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PROPOSITION III 

EFFECTS OF SURFACTANTS ON COALESCENCE 

REST TIMES OF DROPS 



-277-

ABSTRACT 

The rest time of liquid drops passing through a continuous 

phase with various surfactants was studied. The following surfactants 

were used: oil-soluble surfactants--stearic acid, oleic acid, and 

cholesterol; and water-soluble surfactants--ethylhexadecyldimethyl 

ammonium bromide, TMN, sodium lauryl sulfate, and sodium decyl-

benzenesulfonate. The rest time of the liquid drops ranged from 

0.874 to 397.385 seconds and the interfacial tension ranged from 1.2 

to 34.2 dynes per centimeter. 

It was observed that the rest time of a surfactant system was 

dependent primarily upon the rate of rupture of the interfaces and 

the drainage time of the continuous film. A Gaussian distribution 

which could be characterized by an arithmetic mean rest time was 

obtained for each run. 
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Effects of Surfactants on Coalescence 

Rest Times of Drops 

G. C. HSU' and R. C. KINTNER 

Illinois Institute of Technology, Chicago, Ill. 60616 

Data are reported for the rest times of drops coalescing al a flat interface in the 
presence of a chemically pure surface active agent. Benzene-water and water-benzene 
systems were used with seven surface active agents. Rest time distributions were 
essentially Gaussian. Film drainage time followed by a rupture lime showed an 
exponential decoy pattern. Values reported included average, minimum, maximum, 
median, and drainage times and the rote of rupture constant. 

IF TWO nearly immiscible liquids be intimately mixed 
by a turbulence-creating device in the absence of a surface 
active agent, a temporary emulsion will form. If allowed 
to settle in a quiescent environment, the primary break 
will occur in seconds or a few minutes. A secondary emul­
sion, consisting of micron and submicron size droplets of 
the dispersed phase, will usually persist in one of the bulk 
phases. To separate the dispersed phase from such a disper­
sion it is necessary to coalesce the submicroscopic droplet 
into large ones of settleable size. One measure of the 
difiieulty of the coalescence operation is t he rest time of 
large drops at a flat interface between large volumes of 
the two phases. Hecent reviews by Hartland (5) and Law,on 
(8) t reat the theoretical and experimental aspects of the 
determination of rest t ime and its significance. In the pres­
ent instance we are concerned not only with rest time 
criteria but with the effect of definable surface activr agents 
upon them. 

The two cells are illustrated in Figure l. The open top, 
A, was covered with clean hard µaper during operation 
to prevent, contamination. The cominuous phase was con­
tained in the central portion acr<llis th~ top of the inner 
cup, B, which was used for the renewa l of the organic­
aqueous interface. The side arm, C, permitted waste liquid 
to be removed from the ceiL The drop was released from 

EXPERIMENTAL 

The equipment used for the determination of drop rest 
time was slight ly modified from that of Charles and Mason 
(I) and was similar to that. used by others (2, 3. 4). An 
open-top cell dPsign was used to facilitate construction, 
cleaning, and assembly. One of the two coalescent cells 
(Ii) was designed fo r using an organic continuous phase. 
The aqueous drops were allowed to fall to the in terface. 
The other cell was so construct cd that a light drop of 
an orgnnic liquid could be released from a submerged nozzle 
and ri:;e through a continuous aqueous phase to the 
int erface. Provision was made for renewal of the interfacr 
by periodic flushing with the aqueous phase. The tem­
perature of the wat.c·r hath ~urrounding the eel! was 1:011-

trolk•d to .LU.ii'' C. An electric tirner was used to drtermi11r 
n•st time. It s 0.01-"·cond scale divisions were so span·d 
as to pN111it est imations of 0 .t~ll Sl•cond, a lthough ihc 
accuracy llf st1<'h an i•s t imat ion was somew hat quest ionahi, .. 
Drop volunws w1·rc nwa:;un·d with " microburet. 

1 
Prcs1:nt nddr'"'" C'aliforniu l nstit11t<' of T""hnology, l'usade11a, C'nl if. 

VOL. 14, No. I , JANUARY 1969 
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Figure l. Diagram of coalescence ce ll> 
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the interchangeable nozzle, D, connected to a reservoir, 
f;, which provided ~utlirient residence time to ensure tern· 
pnature equilibrium. Frc·sh drop liquid was introduced 
from the microburct., G, through the micrometer , F, which 
permitted the drop forrnar.ion to proceed at a desired rate. 
All connecting tubes were of polyethylene. Valves were 
of Teflon or stainless.steel. 

I 11terfacial and :surface tension measurements were carried 
out with a Cenco- Du Nuoy Tensiometer. 

The distance from the tip of the drop to the interface 
was kept within 5mm. to avoid impact effects. The microm­
eter, P, was adjusted to a desira ble opening to allow the 
drop to remain on the nozzle for 1.5 to 2 mi:iutes in order 
to come to thermal and mass equilibrium. Rest time, t, 
was read on the electric timer, the smallest digit being 
an estimated value. Drop volume was read directly on 
the microhurPt to ± 0.0 l ml. After each group of eight 
drops, the interface was renewed and made planar. The 
heavier phase was periodically drawn out through side am1 C. 

The drop and field fluids (benzene. monochlorohPnzene, 
styrene. and henzyl alcohol) were of the highest purit.y 
available from laboratory supply companies. Surfactants 
used in industrial operations are usu.illy a mixture of rather 
uncertain purity. Some are soluble in both organic and 
aqueous phases. Some, while soluble in organic ,;1,lvents, 
will hydrolyze when such solutions are intimately in contact 
with water. To avoid these uncertainties. the >Urfactants 
chosen were definite chemical compouu<ls of : he hi~ht>st 

purity (as certified by the Fisher Scient itic Co. I. The sole 
exception was TMN (trimethyl nonyl ether of hexaNhylenc 
glycol) Tcrgital, supplied by the Union Carbide Chemicals 
Co. It is insoluble in benzene if lirst dissolved in water. 
A series of surface tension tests was carried out to he 
certain that the t\_VO phases were mutually saturat<•cl before 
the beginning of each run. The properties of the various 
solutions are given in Table I. The abbreviations of the 
proper names of all liquids used are given at the bottom 
of Table II. 

Table I. Experimental Results of lnterfociol Tensions and Surface Tensions 

Oil -Soluble Surfactant Water-Soluble Surfactant 

lnterfacial Surface tension lnterfacial Surface tension 

Surfa<·tant tension, dynes/ cm. Surfactant tension, dyne• /cm. -----------
(in continuous phase) dynes/ cm. Benzene Water (in continuous phase) dynes/ cm. Benzene Water 

None 34.2 28.8 71.2 None 34.2 28.8 71.2 
Ethyl hexadccyl dimethyl-

Stearic acid ammonium bromide 
O.OlM 28.4 28.45 71.0 0.0005M 2.4 28.2 37.12 
0.05M 25.7 28.2 69.9 O.OOlM 1.2 28.15 37.08 
O.lM 20.0 28.2 69.7 0.0.lM 2.1 28.3 33.6 

Oleic acid TMN 
0.005M 24.9 28.35 63.4 O.OlM 15.5 28.6 41.4 
O.OIM 23.l 28.35 62.0 Sodium lauryl sulfate 
0.05M 20.35 28.2 58.5 0.005M 4.2 28.5 34.0 

Chole<!Rml · SOOium decyl 
OJlOlM 27.2 28.2 68.5 benzenesulfonate 
0.002M 22.6 28.0 66.6 0.008M 3.0 28.4 31.2 
O.OOSM 17.8 28.0 64.4 

Table 11. Rest Time Doto Rate of 
Con- Drop 

Rest Times, Sec. 
Drain Rupture 

Run Drop taining Vol., Time, Constant, 
No. Phase Phase Surfactant Ml. tmin tma1. t112 t. K, Sec.-• 

101 BA w 0.128 2.538 1.050 5.966 
103 w s 0.296 1.499 0.460 2.762 
105 CB w 0.318 11.682 1.620 25.351 
106 w B 0.298 3.190 0.682 5.348 
201 w B 0.307 4.852 0.890 10.971 
203 w B 0.301 4.938 1.387 13.029 4.3 2.8 0.4.';6 
204 w B 0.302 4.986 0.874 11.200 4.55 2.98 0.413 
205 w B 0.308. 5.774 1.430 16.010 
208 w B 0.300 4.595 0.960 10.210 
301 w B StA (O.OlM) 0.302 7.213 3.297 13.745 6 .4 4.5 0.370 
303 w B StA (0.05M) 0.301 8.733 4.150 14.522 8.2 6.2 0.346 
305 w B StA (O.IM) 0 .300 9.626 5.274 14.872 9.05 6.95 0.329 
311 w B OA (0.005M) 0.302 7.400 2.981 17.746 6.95 5.00 0.356 
313 w B OA (O.OlM) 0.300 8.012 4.230 15.883 7.15 5.12 0.341 
314 w B OA (0.05M) 0.300 9.652 3.607 19.232 8.15 5.2 0.2:J8 
321 w B Ch (0.005M) 0.195 27.930 10.285 58.220 24 13 0.685 
322 w B Ch (0.00IM) 0 .200 10.144 6.321 15.213 
323 w B Ch (0.002Ml 0.2llO 17.809 6.244 36.68:3 16 12 O.lf>58 
401 B w EDAB (0.00lM) 0 .0 17 206.633 70.421 397.385 178 Jl7 0.0114 
402 B w EDAB (0.005M) O.ol5 115.880 48.280 25·U50 105 71 0.0~02 

403 B w EDAB (0.000!:.M) 0.015 155.249 57.686 312.245 146 108 0.0184 
411 B w TMN (0.0 lM) 0.205 14.674 6.820 20.470 12.9 10.7 0.311 
412 w B TMN (O.OIM) 0.105 3.:l7S 1.110 6."10 2.15 1.14 0.782 
421 B w SLS lO.OOf>M) 0.038 94 .620 38.365 lR.!;.:!76 92 71 om3B 
422 B w SOBS (0.('\J8M) 0.055 126.061 52.7:H 2:i1.:~:;o 128 98 0 .0228 

BA, 1.Jcnzyl alcohol. W. wat~r. S. styrrne. CB, monochlorohenienc. ::ltA, stcaric acid. OA, oleic acid. Ch, Ch<:JestNol. EDAH, ethyl 
hcxadl'cyl dimethyl ammonium bromide. TMN . Trimethyl nunyl ether of hexaethylcne glycol (Union Carbide Chemicals Co.l. Sl.5, 
svJiuto l.:iuryl SUifate. ~; l)t;._-;, .O.:lilllll Jetyl btl\ZC~ >ulfott6ti. 
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Since the surface active chemicals used were of t}le highest 

purity available, ii wns a~snmed that the effects of the 
slight amounts of impurit ies present could be neglected . 
It was qualitatively est imat ed that such impu:ities, if pres· 
ent, acted as some low mol~cubr weight compounds acting 
through the Marangoni effect. Their effect on the rest 
time would therefore be unobservable. 

It was assumed that ail drops were spherical and that 
the interfaces were !lat. For thP systems used in this work 
and in the apparatus employed, these were good approxima· 
tions. External mechanical influences were minimized and 
assumed to have negligible effect on the results. Only major 
film-thinning forces were rnnsidered, and minor phenomena 
such as electroviscosity, electric double-layer repulsion, 
internal circulation. etc .. were assumed to be negligible 
for the rest time evaluation. 

CORRELATION OF DATA 

The theoretical background and its logical application 
may be found in previously published papers (1- -8 ). The 
main points are: 

The relationship between the fraction of drops coalesced, 
{, when plotted against the rest time, t, should exhibit 
an 11pproximately Gaussian distribution. When plotted on 
probability paper, the points should lie along a straight 
line. This test of · the nature of the distribution of rest 
times is seldom reported. 

The equation, 

In N = In (l - fJ = - K (I - t,,)' (1) 

will generally represent the rest time distribution. G iilespie 
and Rideal (4) found x to be 1.5, while Cockbain and 
McHoberts (2) found it to be unity. Elton and Picknett 
(3) recommend x = l. The present work indicates x = 
l. 

The value of lo can be obt11ined by reading it from the 
intercept on the t-axis of the straight-line portion of a 
plot of Equation 1 or calculated as 

lo=ti. , - (l / K) ln2 (2) 

The value of t, , may be read from the plot or by noting 
its value at the midpoint of a series of observations arranged 
in order of magnitude. In the latter method, it may not 
be on the best' straight line drawn through the points. 

The effect of a surfactant is to increase the rest time. 
The usual expression for this relationship is (2) 

1, , = k,C" (3) 

but the present work indicates that a better correlation 
is· obtained by using the arithmetic mean rest time, t, 
instead of the median value, I, , 

The important criterin in the present invPstigation are 
summarized in Table II. The 40 individual measurPments 
from which the plots were made may be found in the 
thesis hy Hsu tol. Valul'S for run :W4, illustrated by Figure 
2, are given in Tnble Il I. 

Constants in Equation 3 are given in Table IV for those 
surfactants for which runs at differt'nt concentrations were 
made. The average rest time, t; was used in this correbtion. 

DISCUSSION OF RESULTS 

For the henzrne-water '"·stem thP stabilities of the indi­
vidual drops varied. TIH' ·n,,ult s followed 11 <:nussi:.n dis· 
tribulion nirw sufficiently rcpr<>dncihlP for analysis. 
Initially. 50 drop' wrrt' takl·n for :l run. hut it wns found 
later that ·IU cnall's~C'tll'l' n1<•:1surc111ent~ Wl'rt.' en11u~h. If 
thL' fr:1ctinn of llll<'l>all'"'l•d drops .. 'Ii . waR plnttNI :i~ainst 
time. an t>xpom•ntinl cll'l"t ~· distribution was oht11i111•d as 
in Figur!' :!. Such n di,- trihution rnrn~ indit·a tl·s that the 
lifrti1~1e,: of thC' drnps ar~ detrrmined l:y two di,, tinct 
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processes- drainage of the continuous phase between the 
drop and the interface, followed by rupture of the adsorbed 
tilm. 

Analysis of data also showed that most of the results 
of this investigation gave straight lines for the fraction 
of uncoalesced drops, N, between 0.05 and 0.60. 

This work proposes that the action of a surface active 
agent is not only -to increase the viscosity of the continuous 
phase, thereby decreasing the rate at which two interfaces 
can approach each other, but also to reduce the interfacial 
tension, thereby decreasin!( the rate of film rupture. It 
was observed in the experiments (Table 11) that ~urfactants 
change the mean rest time more effectively than the mini· 
mum rest time. This indicates that surfactants have some­
what less effect on the drainage of liquid between interfaces 
th11n upon the nature of interface itself. 
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Tobie Ill. Rest Time of Water Drops Dispersed in Benzene 

(Hun 204) 

Hc3t Time, Sec. 

Group l Group~ (;roup 3 Group -I Group 5 
---·- ·-----

1 4.980 9 6.432 17 5.1?.8 25 :l.58.'> 3'.l 3.270 
2 2.:,orl IO 1.%4 18 JO.IJO 26 uu:l :1.1 f>.04'.J 
3 5.88(i 11 3.!'>41 HJ 4.450 27 7 .. '>-1'.l ;l'J :u:w 
4 l.5·17 12 3.885 20 4.345 28 4.77.1 :16 4.'iO:l 
5 8.988 13 4.1:20 21 0.97-1 29 5.005 ;J'j ~.201 

6 4.870 14 8.:ltO 22 4.805 30 5.-lVH 38 9.541 
7 11.200 15 G.1;10 2:l 3.950 31 2.\181 '.\\) 4.6'.12 
8 6.902 16 2.21'\8 24 7.155 :12 :l.1-17 40 6.742 

Tobie IV. Constants in Rest Time-Concentrotion Correlation 

Surfactant m k, 

Steerir ncid 0.141 I:l.2 
Ol~i<- 1H'itl 0.t:14 t4 .t\·I 
Chol<•stl'rol 0.5:Jfi 4 ti) 

'' He~l tinw concentr~tion corrt.1btio11 t = k. C ... 
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Figure 3. Mean rest time as a function 
of concentration of surfactant 

Besides the above observations, this work led to the 
following: 

Drainage Time, lo. For time grPater than the drainage 
time, 10 , a linear relationship was obtained for the logarith­
mic rest time distribution calculated by lo = l, 12 - (1/ Kl 
In 2. This agrees with the theory used to develop this 
equation, since it assumes the interfacial rupture process 
dominates after time Iv. Thus the use of this equation 
is supportt>d by this work. 

Mean Rest Time, I: Table II shows th~t f represents the 
stability of the system better than 111'.!_ tmin, or Im._,. This 
has been also checked by the fact. that t could be correlated 
to concentration of surfactant as shown in Figure 3. Thus, 
it is reasonable to take the arithmetic mean rest time 
t as the criterion to represent the stability of a system. 

Concentration of Surfactant. As the concentration of surfac­
tant increases, the rest time increases correspondingly; the 
K value (Table II) decreases as the range of rest time 
is broadened. Furthermore, the mean rest time, l; could 
be correlated as shown in Figure 3 by the relation f = 
k,Cm where parameters k, and m are different for each 
system (Table IV). 

Saturation or Unsaturation. Run 106 shows that the 
unsaturated benzene gave a shorter mean .. est time of 3.19 
seconds, while the saturated system gave approximately 
4.94 seconds. The mutually saturated phases normally give 
longer lifetimes than the tmsaturated phases. This effect 
is noticeable even when the solubility is very slight. 

· Stability of Water-Oil or Oil-Water Emulsion. It was clearly 
indicated by the nonionic surfactant study (TMN) that 
for the smne oil-waler interface, benzene drops coalesced 
with the bulk oil phase at a rate which differed fro:n the 
ratl' of coalescl'nce of water drops. This indicates that 
oil drops are stabilized by water-soluble si.irfactants, and 
waler drops are stabilized by oil-8oluble surfactants. The 
results of this work in general agree with the concept 
advanced by earlier workers that some part of the drop 
must "wet" the bulk liquid before coalescence can occur. 
If the surfactant is soluble in water and insoluble in the 
oil, it will collect on the outside of oil drops and tend 
to prevent their coalescence. However, if the drops are 
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water instead of oil, the surfactant is inside the drops 
and as the molecules of surfactant are free to move mto 
the drops, there is very little film to prevent coalescence 
when the drop comes in contact with the interface. 

Critical Micellar Concentration ( CMC). The K value de­
creased with increasing concentration of ethyl hexadecyl 
dimethyl ammonium bromide (Ef)AH water-soluble 
surfactant) from 0.0005M to O.OOlM and then increased 
as EDAB increased to 0.005M. This means that mean 
rest time reaches a maximum near the concentration of 
O.OOlM. Cockbain and McRoberts (2) reported that the 
critical micellar concentration of EDAB was about 0.0008M. 
This is consistent with the previous suggestion (2) that 
oil drops possess maximum stabilities at concentrations 
slightly greater than the critical micellar concentrations. 

Partial Coalescence. Through all the experiments, the drops 
did not coalesce completely with the bulk phase in a single 
stage. Partial coalescence occurred, leaving a smaller drop 
which, in turn, partially coalesced again. Generally 
speaking, this phenomenon was observed in the presence 
of low concentrations of surfactants. But at higher concen­
trations where the interfacial tensions were very low, coales­
cence appeared to occur in a single stage. 

NOMENCLATURE 

C concentration of surfactant, molar 
f fraction of drops coalesced 

K rupture coru;tant in Equation l, sec . . , 
k, = coefficient in Equation 3 
m exponent in Equation 3 
N (1 - {) = fraction of drops uncoalesced 

rest time of drop at interface, sec. 
t, t - intercept of straight-line portion in plot In N us. t, 

T 

tmin .= 
t,..., 

x = 

sec. 
median rest time of large number of drops of specific size, 

sec. 
aritlunelic mean re.it time uf lari1e r.umbilr of drops of 

specific size, sec. 
lowest value of I in series, sec. 
largest value of t in series, sec. 
exponent in Equal.ion 1 
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