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ABSTRACT

We describe the application of alchemical free energy methods and coarse-grained
models to study two key problems: (i) co-translational protein targeting and in-
sertion to direct membrane proteins to the endoplasmic reticulum for proper lo-
calization and folding, (ii) lithium dendrite formation during recharging of lithium
metal batteries. We show that conformational changes in the signal recognition
particle, a central component of the protein targeting machinery, confer additional
specificity during the the recognition of signal sequences. We then develop a three-
dimensional coarse-grained model to study the long-timescale dynamics of mem-
brane protein integration at the translocon and a framework for the calculation of
binding free energies between the ribosome and translocon. Finally, we develop a
coarse-grained model to capture the dynamics of lithium deposition and dissolution
at the electrode interface with time-dependent voltages to show that pulse plating
and reverse pulse plating methods can mitigate dendrite growth.



v

PUBLISHED CONTENT AND CONTRIBUTIONS

(1) Wang, C. Y.; Miller, T. F. J. Biol. Chem. 2014, 289, 30868–30879.



vi

TABLE OF CONTENTS

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
Published Content and Contributions . . . . . . . . . . . . . . . . . . . . . . v
Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
List of Illustrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
Chapter I: Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Chapter II: Allosteric response and substrate sensitivity in peptide binding of

the signal recognition particle . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Results and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

Chapter III: Development of a coarse-grained simulation model to study the
energetics of membrane protein insertion and topology . . . . . . . . . . 30
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

Chapter IV: Development of a simulation model to study lithium dendrite
growth in secondary batteries . . . . . . . . . . . . . . . . . . . . . . . . 63
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

Appendix A: 3D-CG model ribosome coordinates . . . . . . . . . . . . . . . 82
Appendix B: 3D-CG model channel closed conformation coordinates and

parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Appendix C: 3D-CG model channel open conformation coordinates and pa-

rameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
Appendix D: Analytical PMFs for 3D-CG model including the ribosome and

plug domains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Appendix E: Sequence information for selected proteins . . . . . . . . . . . . 104
Appendix F: Initial NC coordinates for stop transfer simulations . . . . . . . 113



vii

LIST OF ILLUSTRATIONS

Number Page

2.1 Signal peptide binding to SRP . . . . . . . . . . . . . . . . . . . . . 5
2.2 Truncation of SRP for FE calculations . . . . . . . . . . . . . . . . . 9
2.3 Checks for FE calculations . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Thermodynamic cycle . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Comparison of structural response . . . . . . . . . . . . . . . . . . . 18
2.6 Analysis of Anton trajectories . . . . . . . . . . . . . . . . . . . . . 21
2.7 Snapshots of full-system SRP trajectories . . . . . . . . . . . . . . . 22
2.8 Comparison to smFRET experiments . . . . . . . . . . . . . . . . . 23
2.9 Conformational change during Anton trajectory . . . . . . . . . . . . 24
3.1 Structure of the ribosome-nascent chain complex docked onto the

translocon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Geometry of the 3D-CG model . . . . . . . . . . . . . . . . . . . . 33
3.3 Mapping and alignment of ribosome in 3D-CG model . . . . . . . . 35
3.4 Residue-based coarse-grained calculations for tripeptide transloca-

tion PMFs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.5 Fitting CG parameters to MARTINI potentials of mean force . . . . . 45
3.6 Stop-transfer efficiency . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.7 Topogenesis simulations . . . . . . . . . . . . . . . . . . . . . . . . 53
3.8 Discrete states for free energy of binding calculations . . . . . . . . . 55
3.9 Entropic free energy for discrete states . . . . . . . . . . . . . . . . 56
4.1 CG modeling of dendrite formation in a lithium metal battery . . . . 66
4.2 Snapshots from continuous plating . . . . . . . . . . . . . . . . . . . 71
4.3 Dendrite formation and current density during continuous plating . . 72
4.4 Dendrite formation and current density during pulse plating . . . . . 73
4.5 Dendrite formation and current density during reverse pulse plating . 75
4.6 Plating with mechanical barrier . . . . . . . . . . . . . . . . . . . . 76
4.7 Fraction of dead lithium . . . . . . . . . . . . . . . . . . . . . . . . 77
D.1 Analytical PMF for four tripeptide substrates with plug domain and

ribosome CG beads . . . . . . . . . . . . . . . . . . . . . . . . . . . 103



viii

LIST OF TABLES

Number Page

2.1 Summary of the sequences and features of studied SPs. . . . . . . . . 7
2.2 Summary of FE calculation results in units of kJ/mol. . . . . . . . . 16
2.3 Summary of microsecond trajectories. . . . . . . . . . . . . . . . . . 20
3.1 Summary of the tripeptides studied by the MARTINI simulations . . 43
3.2 Summary of the best-fit channel parameters . . . . . . . . . . . . . . 46
3.3 Summary of the parameters for λO and λC interpolation . . . . . . . 48
4.1 Parameters and studied ranges . . . . . . . . . . . . . . . . . . . . . 67
A.1 3D-CG model ribosome coordinates . . . . . . . . . . . . . . . . . . 92
B.1 3D-CG model closed channel coordinates and parameters . . . . . . 97
C.1 3D-CG model open channel coordinates and parameters . . . . . . . 102
E.1 Amino-acid sequence of the Lep construct used in stop-transfer sim-

ulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
E.2 Amino-acid sequence of the modified ASGP receptor constructs used

in topogenesis simulations . . . . . . . . . . . . . . . . . . . . . . . 106
E.3 Example CG bead mapping of the Lep[0Leu] sequence for stop trans-

fer simulations in a given tripeptide frame . . . . . . . . . . . . . . . 109
E.4 Example CG bead mapping of the H1∆22(110) sequence for topo-

genesis simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
E.5 CG sequence for binding free energy simulations . . . . . . . . . . . 112
F.1 Initial coordinates for stop transfer simulations . . . . . . . . . . . . 114
F.2 Initial coordinates for topogenesis and free energy simulations . . . . 115



1

C h a p t e r 1

INTRODUCTION

Computational simulations have a long history in studying the properties and dy-
namics of complex chemical systems in both biology and materials [1–3]. In the
last 40 years, advances in computing power have pushed the capabilities of these
simulation methods into the millisecond timescale which has allowed for the di-
rect observation of critical events such as protein folding [4]. However, for many
complex chemical systems, the reactions and dynamics of interest occur on time
scales that are not yet accessible or are prohibitively expensive to simulate [5].
Furthermore, observation of a single trajectory is often insufficient to provide the
statistics necessary to enable prediction and comparison to experiments. In the fol-
lowing dissertation, we describe the application of free energy methods that enable
the direct calculation of experimentally measurable quantities and the development
of coarse-grained models that allow for the simulation of much longer timescales.
These methods are applied to study two key problems: (i) co-translational protein
targeting which directs membrane proteins to the endoplasmic reticulum for proper
localization and folding and (ii) lithium dendrite formation in lithium metal batter-
ies.

Chapter 2 describes the characterization of the conformational dynamics and sub-
strate selectivity of the signal recognition particle (SRP) using a thermodynamic
free energy cycle approach and microsecond timescale molecular dynamics simu-
lations. The SRP is a central component of the co-translational protein targeting
machinery that binds to the N-terminal signal peptide (SP) of nascent proteins and
selects them for targeting to the translocon for membrane integration or transloca-
tion. The SRP is unique for the large conformational changes that are associated
with targeting. We determine the role of these conformational changes in determin-
ing substrate specificity by calculating the shift in relative conformational stability
of the SRP upon substrate binding to quantify allosteric coupling between SRP do-
mains. Microsecond timescale trajectories are also performed to study the intrinsic
flexibility of the SRP conformational landscape; illustrating that 10-nm lengthscale
changes occur via the rigid-body movement of SRP domains connected by the flex-
ible linker region. This work has been published as "Allosteric response and sub-
strate sensitivity in peptide binding of the signal recognition particle" C. Y. Wang
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and T. F. Miller III, J. Biol. Chem., 289, 30868 (2014).

Chapter 3 describes development of a coarse-grained simulation model to study the
co-translational integration of the nascent protein at the translocon, focusing on the
establishment of topology during early stage membrane protein integration. De-
velopment of a new three-dimensional coarse-grained model of membrane protein
integration enables access to the long timescales of protein translocation needed
to understand this process, while preserving the needed sequence-level detail. The
development of the 3D model used in this work was done in close collaboration
with Michiel Niesen and Reid Van Lehn and is in preparation for submission. A
discrete state free energy approach is then developed to study the energetics of
RNC-translocon binding as a function of stalled nascent chain lengths. Calculation
of binding free energies allows a direct comparison with experimental results. Fur-
thermore, these simulations enable a comparison between equilibrium conforma-
tional preferences and the intermediates of the nonequilibrium protein integration
process.

Chapter 4 describes the study of lithium dendrite formation during recharging of
lithium metal batteries. Lithium metal batteries are a promising electrode technol-
ogy that offers a very high theoretical energy density, but have long been deemed
unsuitable for rechargeable battery applications because of the instability of the
electrode surface—which leads to dendritic growth during recharging. Although
this system is very different from co-translational membrane protein integration,
the issues of long timescales and large lengthscales are similar, and we again ap-
ply a coarse-graining approach to achieve the relevant timescales. We extend a
recently developed coarse-grained reaction-diffusion model that captures several
of the essential features of voltage-dependent lithium deposition and allows us to
reach the timescales necessary to study various time-dependent charging protocols.
This work incorporates the effect of voltage-dependent lithium dissolution and al-
lows for investigation of time-dependent reverse pulse charging protocols which
show promise in mitigating dendrite growth. This work additionally incorporates
the effect of mechanical barriers and electrolyte inhomogenieties in the SEI to allow
for simulation of novel strategies to mitigate dendrite growth through artificial thin
films.

References

(1) Warshel, A.; Levitt, M. J. Mol. Biol. 1976, 103, 227–249.
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C h a p t e r 2

ALLOSTERIC RESPONSE AND SUBSTRATE SENSITIVITY IN
PEPTIDE BINDING OF THE SIGNAL RECOGNITION

PARTICLE

2.1 Introduction
Protein targeting pathways govern the delivery of both secretory and integral mem-
brane proteins to their appropriate cellular destinations [1]. Co-translational protein
targeting relies on the recognition of the N-terminal signal peptide (SP) of nascent-
protein sequences. This process requires the signal recognition particle (SRP), a
protein-RNA complex and universally conserved component of the co-translational
protein targeting machinery [2]. The SRP binds to the ribosome/nascent-protein
complex (RNC) and targets nascent proteins for either translocation or membrane
integration via the Sec translocon [3–9].

Nascent proteins that undergo targeting via the co-translational pathway have SPs
that exhibit an 8-12 residue hydrophobic core and a propensity for alpha-helical sec-
ondary structure [10, 11]. However, the detailed mechanism by which SP binding
triggers selection for co-translational targeting remains unclear. In this work, we
use free-energy (FE) calculations and microsecond-timescale trajectories to inves-
tigate the coupling between SP binding and SRP conformational dynamics and to
provide new insight into the role of SP binding in co-translational protein targeting.

Both structural [12–21] and biochemical work [22–24] suggest that the SRP ex-
hibits multiple stable conformations that are important for protein targeting. The
conserved functional core of the SRP (Figure 2.1A) is comprised of an RNA com-
ponent and a multidomain protein component [25, 26]. The protein component
consists of a methionine-rich M domain that contains both the SP binding site and
the RNA binding site, as well as an NG domain that contains a catalytic GTPase
[27–29]. The M and NG domains are connected by a flexible 30-residue linker re-
gion [12]. Figure 2.1A,B represents two conformations of the SRP that have been
proposed to play a central role in the initial step of SP binding to the SRP [13].
Recent crystal structures reveal that while the structure of the individual domains is
quite similar, the relative arrangements of the domains differ substantially between
the two conformations [12, 13]. Throughout this paper we refer to these two con-
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Figure 2.1: A. Crystal structure of the S. Solfataricus SRP in the Syn conformation
[12]. A disordered linker (blue) region connects the N (red) and G (green) domains
to the M (gray) domain which is bound to the SRP RNA. B. Crystal structure of the
M. jannaschi SRP in the Anti conformation with bound SP (yellow) [13]. C. The
proposed mechanism in which SP binding leads to a shift in the SRP conformational
distribution from the Syn conformation to the Anti conformation.

formations as Syn and Anti, indicating the relative orientation of the SRP RNA and
the NG domain.

Biochemical evidence suggests that SP binding influences the kinetics of down-
stream targeting events, such as dimerization of the SRP with its receptor, GTPase
activity of the SRP, and final release of the RNC from the SRP to the translocon
channel [30]. Truncation or modification of the SP has additionally been shown
to modulate the rate of these targeting events [31, 32], suggesting that the target-
ing events serve as checkpoints for different SPs that enforce fidelity of the co-
translational targeting pathway [30]. Furthermore, the Anti conformation of the
SRP places the universally conserved tetraloop end of its RNA in close proximity
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with its catalytic NG domain [13], and it has been shown that this RNA tetraloop is
essential for the protein targeting step that involves complex formation between the
SRP and its receptor [33–38].

The proposed model shown in Figure 2.1C relates initial SP binding to changes in
the SRP conformation, which then impact the downstream targeting events [13, 17,
20, 39–41]. In this model, SP-induced shifts of the SRP to the Anti conformation
helps to organize the SRP for necessary catalytic events and interactions with its
receptor.

In this study, we investigate the possibility that SP binding drives conformational
changes of the SRP associated with the efficiency of subsequent targeting events. A
thermodynamic FE cycle is designed to calculate the shift in SRP conformational
stability upon substrate binding. Thermodynamic FE cycles have long been applied
to the study of biophysical systems, addressing issues that include the solvation
FE for small organic molecules [42–44], binding energy for protein-ligand interac-
tions [45–47], the relative stability of protein conformations [48], and the relative
binding preference of ligands for different protein conformations [49]. The thermo-
dynamic cycle employed in this study allows us to equate the difference in binding
FE of the SP to different conformations of the SRP to SRP conformational changes
upon SP binding and reduces the demands of protein conformational sampling. We
calculate the allosteric effect induced by SP binding for a range of experimentally
studied SPs to investigate the effect of changing the SP amino acid sequence. Fur-
thermore, we reveal details of the large-scale SRP conformational rearrangements
by performing several microsecond-timescale (MD) trajectories. Taken together,
these calculations provide insight into the sensitivity of the SRP conformational
changes to the identity of the SP. In particular, the results of this study reveal that
the conformational preference of the SRP for the Anti over the Syn conformation
upon SP binding agrees with trends found in experimentally measured targeting ef-
ficiencies, suggesting that SRP conformational dynamics are substrate specific and
provide a selection mechanism of nascent proteins for the co-translational targeting
pathway.

2.2 Methods
Modeling for FE calculations
Initial coordinates for the Syn conformation of the SRP are available from the high-
resolution crystal structure of the archeael S. solfactaricus species (1QZW) [12].
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SP Sequence V(Å3)* Features

DPAP-WT GIILVLLIWGTVLLLKSIPH 3291 Efficient co-
translational targeting
sequence

DPAP-K464L GIILVLLIWGTVLLLLSIPH 3178 Single-point mutation
from WT

phoA IALALLPLLFTPVTKA 2338 Inefficient co-
translational targeting
sequence

*Excluded volume of the SP, as determined by VMD volmap [50]

Table 2.1: Summary of the sequences and features of studied SPs.

Coordinates for the Anti conformation of the SRP from S. solfactaricus have not
been reported in a crystallographic study, so they are instead modeled from the
available M. jannaschii structure (3NDB) [13] as follows. A pairwise sequence
alignment of the S. solfactaricus and M. jannaschi sequences is performed using
ClustalX [51] and input into MODELLER [52]. The MODELLER protocol builds
coordinates for the S. solfactaricus SRP in the Anti conformation that minimizes a
set of the spatial restraints generated from the sequence alignment with the existing
M. jannaschii structure, and a set of stereochemical restraints determined from the
CHARMM22 force field [53]. The model coordinates are refined with conjugate
gradient minimization and molecular dynamics with simulated annealing. The FE
associated with SP binding to either the Syn and Anti conformations of the SRP
is calculated for three SPs, listed in Table 2.1. The first is dipeptidyl aminopepti-
dase B (DPAP-WT), a prototypical example of a peptide sequence that is targeted
to the co-translational targeting pathway [54]. The second SP, DPAP-K464L, is
obtained from the DPAP-WT sequence by a single lysine-to-leucine mutation at
residue 464. This mutation extends the hydrophobic region of the SP relative to
the DPAP-WT. The third SP is phoA, which is found to bind SRP in vitro [10], but
which only weakly targets proteins via the co-translational targeting pathway [30];
in vivo systems alternatively select phoA for the post-translational SecB pathway
[55]. A crystal structure of the DPAP-WT SP bound to the Syn conformation of
the SRP is available (3KL4) [19] and used to initialize coordinates for simulations
of the bound DPAP-WT. The coordinates for bound DPAP-K464L are constructed
via direct substitution of the leucine side-chain coordinates in DPAP-WT at residue
464 with lysine coordinates, followed by steepest descent minimization to remove
steric clashes [56]. The coordinates for bound phoA are constructed by sequence
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alignment with the DPAP-WT SP and modeled by the MODELLER protocol de-
scribed previously. We note that the N-terminal end of the SP sequences are capped
using a neutral acetyl group, rather than a positively-charged bare ammonium ter-
minus, to account for the fact that that in the experimental crystal structure [19]
the N-terminus of the SP sequence is bonded to additional residues that are not re-
solved; for the simulations to include a bare ammonium terminus at the N-terminal
end of the SP would introduce an unphysical charge at that point in the sequence.

Free energy sampling
We perform nine sets of calculations to determine the FE of binding for each of
the three SPs to the SRP in the Syn or Anti conformation. For the ith SP, these
calculations yield ∆G(i)

(aq), ∆G(i)
S, (SRP) and ∆G(i)

A, (SRP), which are respectively the
FE of aqueous solvation for the SP, the FE associated with transferring the SP from
the vacuum state to binding the solvated SRP in the Syn conformation, and the FE
associated with transferring the SP from the vacuum state to binding the solvated
SRP in the Anti conformation. These quantities are then used to compute the FE of
SP binding, ∆G(i)

S/A = ∆G(i)
S/A, (SRP) − ∆G(i)

(aq). In this study, each calculation of a
FE difference is performed using the FE perturbation (FEP) method in two stages.

The first stage involves “turning on” the Lennard-Jones (LJ) interactions between
the SP and the remaining atoms in the system. The second stage involves turn-
ing on the electrostatic interactions between the SP and the remaining atoms. For
each stage, independent sampling trajectories are performed with potential energy
functions corresponding to a different value of a parameter λ, such that

V (λ) = (1 − λ)V0 + λV1. (2.1)

For the first stage, in which the LJ interactions are turned on, V0 refers to the non-
interacting state, and V1 refers to the state with fully interacting LJ potentials. To
ensure the use of smooth potential energy functions during this process [57, 58], the
LJ potential energy function is turned on using a λ-dependent soft-core potential for
V1, as implemented in Gromacs 4.5.3 [59] with α = 0.5, σ = 0.3, and p = 1; the
full LJ potential energy function is recovered for λ = 1. For the second stage, V0

refers to the state with only LJ interactions (i.e. the electrostatically non-interacting
state), and V1 refers to the state with both LJ and electrostatic interactions. The first
stage utilizes 10 trajectories corresponding to evenly spaced values of λ between
0 and 0.09, 30 trajectories corresponding to evenly spaced values of λ from 0.1 to
0.245, and 76 trajectories corresponding to evenly spaced values of λ from 0.25 to
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1. The second stage utilizes 91 trajectories corresponding to evenly spaced values
of λ from 0 to 0.9 and 20 trajectories corresponding to evenly spaced values of λ
between 0.91 and 1.

Figure 2.2: Truncation of SRP for FE calculations. The full SRP system includes
the N domain (red), G domain (green), linker region (blue), and M domain (gray)
with fingerloop (light green) and bound SP (yellow). The truncated system consists
of the circled M domain and linker region.

All FE calculations of SP binding to the SRP are performed on a truncated ver-
sion of the SRP system that consists of the linker region and M-domain (residues
296-432); the NG domain and the RNA are removed to reduce computational cost
(Figure 2.2). Consideration of this truncated system is warranted by the fact that
all available crystal structures indicate that the SP-binding pocket is fully contained
within the combined M-domain and linker region [13, 19]; microsecond simulations
of the untruncated system are discussed later. We note that previous experimental
studies have focused on the binding of SRP to the full RNC complex whereas the
current simulation only considers the binding of the SRP to the SP portion of the
RNC complex; the current study thus addresses only the relative impact of the SP
on the conformational changes of the SRP.

A truncated octahedral simulation cell is used with periodic boundary conditions.
Na+ and Cl− counterions are included to achieve electroneutrality of the simulation
cell at an ion concentration of 100 mM. The total system size varies for the SRP in
the Syn and Anti conformation due to different box sizes and different numbers of
solvent molecules. For FE simulations of SP binding to the SRP in the Syn confor-
mation, the total system size is 29287 atoms. FE simulations of the SP binding to
the SRP in the Anti conformation have a total system size of 39482 atoms. For sim-
ulations of the SP in an aqueous environment, the total system size is 9893 atoms.
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In all FE calculations, we employ the AMBER03 forcefield [60] and the TIP3P
model for water [61].

Two sets of harmonic restraints are applied to limit the sampled configuration space
for the SP and SRP molecules in the FE calculations. The first set restrains the SP to
the SRP, to avoid dissociation of the SP from the SRP during the course of the long
sampling trajectories. Specifically, using the PLUMED plugin [62], each SP is re-
strained to the SRP by six harmonic restraints between the Cα atoms of residues 4,
10, 14, 16, 4, 16 of each SP to the Cα atoms of residues L428, M424, E416, E412,
A334, and K373 of the SRP M domain, respectively; the force constant of the har-
monic restraints is 55.6 kJ mol−1 nm−2, and the distance of minimum restraint for
each pairwise interaction corresponds to the crystal structure distance of the atom
pair in the 3KL4 structure [19]. The second set of harmonic restraints limits the
ensemble of sampled configurations for the SRP to those associated with either the
Syn or Anti structures that are observed in the experimental crystal structures [12,
13]. Specifically, for both the Syn and Anti conformations of the SRP, each Cα
atom associated with residues in the linker region of the SRP (residues 296-330) is
restrained in absolute space to its corresponding position in the experimental crystal
structure, using a force constant of 1000 kJ mol−1 nm−2. For all sampling trajecto-
ries associated with a given FE calculation, the applied restraint potentials retain the
same minimum and force constant, even as the other molecular interactions are al-
chemically modified as part of the FEP method. For every sampling trajectory (each
of which is associated with a different value of the λ parameter in one of the two
stages of the FE calculation) the initial configuration of the system is subjected to
both relaxation and equilibration before data collection. First, steepest descent min-
imization [56] is performed to reduce steric clashes to a force tolerance of 100 kJ
mol−1 nm−1. Second, equilibration in the NVT ensemble is performed for 100 ps.
Third, for FE calculations with the SRP, we perform 3 ns of equilibration in the NPT
ensemble; for FE calculations without the SRP (i.e. aqueous environment), we per-
form 1 ns of equilibration in the NPT ensemble before data collection. Relaxation,
equilibration, and sampling are done within the FEP framework implemented in the
Gromacs 4.5.3 package [59]. The system is evolved using Langevin dynamics with
a damping constant of 1 ps−1 and a temperature of 300 K. The Parrinello-Rahman
barostat [63] is applied for pressure coupling at 1 bar. Particle Mesh Ewald (PME)
[64, 65] is used to evaluate the electrostatic interactions with a real-space cutoff of
10 Å. The LJ interactions are switched off between 8 Å and 9 Å using a cubic spline
and a long-range dispersion correction is applied to the energy and pressure during
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the course of the simulation to correct for the cutoff [66]. The simulations are per-
formed with a 2 fs time step with bond distances constrained using LINCS [59].
For FE trajectories associated with turning on the SP interactions in the presence of
the SRP, the sampling time for each trajectory ranges from 7-10 ns. For trajectories
associated with turning on the SP interactions in the absence of SRP (i.e. aqueous
environment) the sampling time is 4 ns. Over 12 µs of combined simulation time
was performed for the FE sampling.

The Bennett acceptance ratio (BAR) method [67] is used to bidirectionally weight
the collected data from trajectories sampled in the i and i+1 potential, and calculate
∆Gi,i+1, the FE difference between the i and i + 1 states. ∆Gi,i+1, is calculated by
iteratively solving the following equations

eβ∆Gi, i+1 =

〈
f [−β(∆Ui+1,i − C)]

〉
i+1〈

f [β(∆Ui,i+1 − C)]
〉

i
e(βC),

f (x) =
1

1 + ex , (2.2)

C = ∆G +
1
β

ln
Ni+1

Ni
,

where ∆Ui,i+1 = Ui+1(xi)−Ui (xi). Ui (xi) is the potential energy of the configuration
xi sampled with the i potential and evaluated in the i potential. Ui+1(xi) is the
potential energy of the configuration xi sampled with the i potential, but evaluated
in the i+1 potential. Ni is the number of independently sampled points in trajectory
i.

For each FE calculation, the convergence of each sampling trajectory and the over-
lap between neighboring trajectories are examined by plotting the the autocorrela-
tion function (ACF) of ∆Ui,i+1(t) and the relative entropy,

D[pF][pB] =
∫

pF ln
(

pF

pB

)
, (2.3)

where pF = P(∆Ui,i+1) and pB = P(∆Ui+1,i) and where D = 0 for identical distri-
butions. In Figure 2.3, we show these convergence and overlap measures for the
case of DPAP-WT SP bound to SRP in the Anti conformation, and similar results
are seen for all other FE calculations in this study. In Figure 2.3A, we find decor-
relation times in the range of 1-900 ns which are used to determine the frequency
of sampling for the FE calculations. In all cases the decorrelation time for the in-
dividual trajectory is shorter than the total sampling time. The overlap between
neighboring trajectories is shown in Figure 2.3B and sufficient windows are added
such that D[pF][pB] < 1.5 to ensure good overlap [68].
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Figure 2.3: A. Autocorrelation of representative sampling trajectories for FE simu-
lations which illustrate decorrelation times in the range of 1-900 ns. These decor-
relation estimates are used to determine the frequency of sampling. B. Relative
entropy measure, D[pF][pB] (Equation 2.3) between neighboring trajectories for
FE simulations is used to determine the spacing of λ values for the LJ and elec-
trostatic perturbations such that all neighboring trajectories have a relative entropy
less than 1.5 [68]. C. Bennett’s overlapping histograms for representative ∆Gi,i+1 in
FE simulations where f (∆U) = gb(∆U) − g f (∆U) is plotted in blue and the BAR
result, β∆Gi,i+1 is plotted in green. For a region of overlap between the forward and
backward ∆U distribution, f (∆U) should be constant and equal to β∆Gi,i+1.

To provide an alternate test of the overlap, we use the overlapping histogram method
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of Bennett [67] which plots g f (∆U) − gb(∆U), where

g f (∆U) = ln pF (∆U) −
1
2
β∆U (2.4)

gb(∆U) = ln pB (∆U) +
1
2
β∆U.

In Figure 2.3C, gb(∆U) − g f (∆U) is compared to the value of β∆G calculated
via the BAR method. For trajectories with sufficient overlap and correct sampling,
gb(∆U) − g f (∆U) = β∆G over a range of ∆U where pF (∆U) and pB (∆U) have
significant overlap. The DPAP-WT sequence is the only SP considered in this study
that involves a net charge; the SP sequences phoA and DPAP-K464L are both neu-
tral. Care must be taken when using the PME description of long-range electrostat-
ics to calculate relative free energies that involve the manifestation of a net charge
(such as ∆G(DPAP-WT)

S and ∆G(DPAP-WT)
A ), since calculations of this kind can be sen-

sitive to the size of the total simulation cell [69]. Although one might expect this
effect to be small in simulations as large as those performed here, which range from
29287-39482 atoms in size, we have nonetheless performed two robustness tests to
explicitly confirm that such system-size artifacts do not impact the results presented
here. In the first robustness test, we utilize the method of Lin et al. to compute
the leading-order correction to the FE differences due to long-ranged electrostatics
(Equation 22 of Ref. [69]), which accounts for the shift in the electrostatic poten-
tial due to the finite system size of the simulation cell. The calculated corrections
are 1.89 kJ/mol and 1.71 kJ/mol for ∆G(DPAP-WT)

S and ∆G(DPAP-WT)
A , respectively,

such that the relative shift in these quantities due to the system-size effect is only
0.18 kJ/mol; since the relative FE of SP binding to the SRP in the Syn versus the
Anti conformation is sensitive only on this small relative shift (Equation 2.5), the
system-size effect is concluded to be negligible. In the second robustness test, we
estimate the error from the constraint imposed on the polarization of the cell as a
result of periodic boundary conditions [69]. Using the Delphi 4.0 [70] program,
Poisson-Boltzmann (PB) continuum dielectric calculations were performed to es-
timate the electrostatic FE both with and without periodic boundary conditions.
The calculated corrections are 0.26 kJ/mol and 0.22 kJ/mol for ∆G(DPAP-WT)

S and
∆G(DPAP-WT)

A , respectively, such that the relative shift in these quantities due to the
system-size effect is only 0.04 kJ/mol. Again, since the relative FE of SP binding
to the SRP in the Syn versus the Anti conformation is sensitive only on this small
relative shift, the system-size effect associated with the polarization constraint is
concluded to be negligible. In summary, the results from both tests suggest that
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the conclusions drawn in this paper are robust with respect to possible system-size
effects associated with long-range electrostatics.

Microsecond-timescale trajectories of the untruncated SRP
Microsecond-timescale trajectories of the SRP system are performed on the Anton
supercomputer, a special-purpose machine for long-timescale MD simulations [71,
72]. Unlike the FE calculations, the Anton trajectories are performed without any
truncation of the SRP system; the simulations include the full RNA, M, and NG
domains of the SRP. Four trajectories are performed as summarized in Table 2.3.
Trajectory 1, in which the SRP is initialized from the Syn conformation without a
bound SP, is prepared with coordinates from the 1QZW structure [12]. Trajectory 2,
in which the SRP is initialized from the Syn conformation with a bound DPAP-WT
SP, is prepared with coordinates from the 3KL4 structure [19]. Trajectory 3, in
which the SRP is initialized from the Anti conformation without a bound SP, is
prepared with coordinates from the 3NDB structure [13] after removal of the model
SP. Trajectory 4, in which the SRP is initialized from the Anti conformation with
a bound model SP composed of 14 leucine and alanine residues, is prepared from
the coordinates of the 3NDB structure [13]. All structures are solvated with explicit
water molecules in an orthorhombic simulation cell. Na+ and Cl− counterions are
added to achieve electroneutrality at a salt concentration of 100 mM for a total size
of 168500 atoms for the SRP in the Syn conformation and 164294 atoms for the
SRP in the Anti conformation. Differences in system size are due to different box
sizes and different numbers of solvent molecules. Interactions are described by the
CHARMM27 forcefield [73] with TIP3P water.

For each microsecond timescale trajectory, the initial coordinates of the system are
equilibrated using the NAMD simulation package [74]. Equilibration of the initial
configuration consists of conjugate gradient minimization to reduce steric clashes,
thermalization of the system to 300 K, and 10 ns of simulation in the NPT ensemble.
The system is evolved using Langevin dynamics with a damping constant of 1 ps−1,
which also provides temperature control at 300 K. Pressure is maintained at 1 bar
using the Nosè-Hoover Langevin piston [75]. Long-range electrostatics are treated
using PME with a real space cutoff at 12 Å. LJ interactions are switched off between
10 Å and 12 Å using a cubic spline [74]. A 2 fs time step is used throughout, and
all bond lengths are constrained using the SHAKE algorithm [76].

Following equilibration, production trajectories are performed on the Anton system.
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Harmonic restraints are introduced to the phosphate backbone of the SRP RNA with
a force constant of 418.4 kJ mol−1Å−2 to prevent conformational rearrangements of
the SRP RNA domain and to avoid overall rotations of the complex with respect to
the simulation cell that might cause interactions with its periodic images. Molecu-
lar dynamics are evolved with the RESPA numerical integration scheme with a 2 fs
timestep [77]. The Berendsen coupling scheme maintains the temperature at 300 K
and pressure at 1 bar [78]. Long-range electrostatics are treated using the k-space
Gaussian Split Ewald method [79] with a real space cutoff of 9.45 Å. LJ interac-
tions are cut off at 9.48 Å. All bond lengths are constrained using the M-SHAKE
algorithm [80].

2.3 Results and Conclusions
Coupling between SP binding and SRP conformation
FEP calculations are used to investigate the potential role of SP binding in driving
conformational changes in the SRP. For each SP, we consider ∆∆G(i), the relative
FE of SP binding to the SRP in the Syn versus the Anti conformation.

Figure 2.4: A thermodynamic cycle that enables the quantification of coupling be-
tween SP binding and SRP linker conformation. Four states are defined by linker
conformation (blue) and presence or absence of SP (yellow). ∆∆G(i) is calculated
by taking the difference of ∆G(i)

S and ∆G(i)
A in the dotted boxes. This is equivalent to

the difference of ∆G(i)
Syn→Anti and ∆GSyn→Anti shown along the horizontal arrows.

As is schematically illustrated using the thermodynamic cycle in Figure 2.4, we
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i ∆G(i)
(aq) ∆G(i)

S, (SRP) ∆G(i)
A, (SRP) ∆G(i)

S ∆G(i)
A ∆∆G(i)

DPAP-WT -310 (2) -389 (2) -400 (3) -79 (3) -90 (3) -11 (4)
DPAP-K464L -275 (2) -340 (2) -355 (2) -65 (3) -80 (3) -16 (7)

phoA -287 (2) -326 (2) -314 (2) -39 (3) -27 (3) 13 (4)

Table 2.2: Summary of FE calculation results in units of kJ/mol.

calculate ∆∆G(i) for a given SP i using

∆∆G(i) = ∆G(i)
A − ∆G(i)

S , (2.5)

where ∆G(i)
A and ∆G(i)

S are the respective binding FEs of the SP to the Syn and Anti
conformations of the SRP. This construction of the thermodynamic cycle avoids
the direct calculation of the FE difference between the SRP in the Syn and Anti
conformation, illustrated by the horizontal arrows in Figure 2.4.

As is explained in the Methods section, harmonic restraints are employed in the FE
calculations to limit the ensemble of sampled configurations for the SRP to those
associated with either the Syn or Anti conformations that are observed in the exper-
imental crystal structures [12, 13]. We note that a more common implementation
of the thermodynamic cycle approach is to first assume that the different confor-
mations of the biomolecule correspond to basins of stability that are separated by a
FE barrier, and then to fully sample the configuration space associated with those
basins of stability. However, well-defined FE differences can be computed between
any regions of configuration space, and in the current study, we focus on calculating
the FE differences between configurations in the vicinity of the experimental crystal
structure for SRP in the Syn conformation and configurations in the vicinity of the
experimental crystal structure for SRP in the Anti conformation. The advantages of
this approach are two-fold: (i) it enables us to specifically address the effect of SP
binding on the relative stability of SRP in its experimentally observed conforma-
tions, and (ii) by using the restraints to avoid sampling the slow degrees of freedom
associated with the flexible linker domain of the SRP, it enables us to rigorously
converge all of the reported FE calculations that are reported in this study.

The primary quantity of interest in this analysis is ∆∆G(i), which reports on the de-
gree to which binding of the SP impacts the conformation of the SRP linker region.
The results for the three considered SPs are shown in Table 2.2. For DPAP-WT, a
known targeting sequence, we calculate a value of -11 kJ/mol, which indicates sub-
stantial coupling of SP binding to the SRP linker region. Furthermore, the negative



17

sign of ∆∆G(i) for the case of DPAP-WT indicates that SP binding leads to a signif-
icant shift in the SRP conformational distribution towards the Anti conformation,
which is consistent with the model hypothesis (Figure 2.1C).

The computed value of ∆∆G(i) for DPAP-K464L suggests that a single lysine-to-
leucine mutation from the DPAP-WT sequence leads to a modest increase in the
induced conformational bias in the SRP distribution. The calculated ∆∆G(i) is
-16 kJ/mol, which is greater in magnitude than the conformational preference of the
DPAP-WT SP, although this difference is within a standard deviation of the statis-
tical error. The DPAP-K464L sequence was chosen because the lysine-to-leucine
mutation at residue 464 removes a charged residue and extends the hydrophobic
core of the SP. Previous experimental studies [54, 81] have shown that increased
hydrophobicity leads to more efficient targeting, and our results are thus consis-
tent with the interpretation that this increased hydrophobicity also leads to a greater
conformational preference for the Anti conformation of the SRP.

Finally, we consider the phoA SP, which is known to successfully bind to the SRP
but which provides inefficient targeting along the co-translational pathway [10, 30,
55]. We find (Table 2.2) that binding of the phoA SP leads to a reversed shift in the
SRP conformational distribution in comparison with DPAP-WT and DPAP-K464L.
The calculated ∆∆G(i) is 13 kJ/mol, indicating that binding of phoA SP stabilizes
the Syn conformation of the SRP relative to the Anti conformation. This finding
is again in agreement with the model hypothesis in which binding of phoA fails to
induce the SRP conformational change that would lead to efficient targeting.

The calculated ∆∆G(i) values demonstrate that SP binding to the SRP is coupled to
the linker region and its effects on the SRP conformational distribution are depen-
dent on the sequence of the SP. For all three considered SPs, the degree to which we
find that SP binding induces conformational changes in the SRP is fully consistent
with the hypothesis that the SRP targeting pathway is triggered by SP binding that
induces conformational changes in the SRP from the Syn to the Anti conformation.
Furthermore, the results explain the counter-intuitive experimental observation that
SPs with favorable binding to the SRP need not lead to efficient downstream pro-
tein targeting [41]; indeed, it is seen here that favorable phoA binding induces a
shift towards the Syn conformation of SRP, which hinders the kinetics of complex
formation between SRP and its receptor. We additionally note that this connection
between SRP conformational shifts upon substrate binding provides a mechanism
for SP identity to influence the kinetics of processes at large distances from the SP
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binding site.

Figure 2.5: A. Ensemble-averaged structures from SP-bound sampling trajectories
with the linker region shown in blue, the fingerloop shown in green and the SP
shown in yellow. B. Fingerloop displacement R and the relative orientation of the
linker and αM1 helix φ are shown for each SP and SRP pair, revealing the structural
differences associated with binding efficient and inefficient SPs.

FE calculations not only provide a quantitative measure of the extent of allosteric
coupling between SP binding and SRP linker conformation, but the sampling tra-
jectories also provide details of the structural differences in the SRP upon binding
of the different SPs. For each SP considered, Figure 2.5A shows the ensemble-
averaged configuration of the SRP in the Syn and Anti conformations. In each case,
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the fingerloop of the SRP reorganizes to accommodate binding of the SP. The po-
sition of the fingerloop, measured in terms of its center-of-mass distance R from
the fifth helix of the M-domain (αM5) helix at the opposite side of the SP binding
pocket, is found to be displaced by 4-9 Å upon SP binding (Figure 2.5A). This is in
agreement with previous structural and biochemical work [28, 40], which suggests
that SP binding displaces the fingerloop and that fingerloop flexibility is crucial for
enabling the SRP to bind to SPs of differing sequences.

The three SPs considered here differ substantially in terms of their size, with DPAP-
WT and DPAP-K464L excluding more volume than phoA (Table 2.1). These differ-
ences are reflected in the conformation of the SRP bound to the SP, in terms of both
the degree of fingerloop displacement and the relative orientation between the linker
region and M-domain. These conformational differences are shown in Figure 2.5B,
where the relative orientation is monitored by the dihedral angle φ between the he-
lical axis of the linker and the axis of the first helix of the M-domain (αM1), as
well as by the fingerloop displacement, R. For each SP, the observed dihedral angle
associated with binding in the Syn conformation is small. For the cases of DPAP-
WT and DPAP-K464L bound to the SRP in the Anti conformation, the value of
φ is much larger than in the Syn conformation due to the loss of contact between
the linker and the M-domain; the smaller phoA SP likewise exhibits an increased
value of φ in the Anti conformation, but to a lesser extent. A more striking trend
is observed in the fingerloop displacement, R. For both of the efficiently targeted
sequences, DPAP-WT and DPAP-K464L, the fingerloop is substantially displaced
in both the Syn and Anti conformations, whereas the inefficiently targeted phoA SP
exhibits a reduced displacement of the fingerloop in the Anti conformation. The
differing degree to which the efficient and inefficient SPs impact these structural
features of the SRP suggests a mechanistic basis for the observed correlations be-
tween SP binding and SRP conformational changes (Table 2.2).

Although the single amino-acid mutation that distinguishes the DPAP-WT and
DPAP-K464L SPs appears to have a relatively small impact on the correspond-
ing values of ∆∆G(i) (Table 2.2), and although the binding of these two SPs leads to
similar structural changes in the SRP fingerloop displacement and helix orientation
(Figure 2.5B), we do note that the binding of these two SPs leads to differences in
other structural quantities. In DPAP-WT, the positive charge interacts with the neg-
atively charged residues of the fingerloop (D364, E365) in the Syn conformation,
but this interaction is not observed in the Anti conformation; the DPAP-K464L mu-
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Trajectory Initial SRP Configuration SP Time (µs)

T1 Syn no SP 3.6
T2 Syn with SP 4.5
T3 Anti no SP 4.3
T4 Anti with SP 3.4

Table 2.3: Summary of microsecond trajectories.

tant lacks the positive charge for this interaction with the Syn conformation. These
different interactions may explain the somewhat stronger bias of the DPAP-K464L
mutant for the Anti conformation of the SRP upon binding. Regardless, these re-
sults illustrate that specific amino-acid interactions can play a role in determining
the conformational shift of the SRP upon SP binding.

Large-scale conformational changes from microsecond trajectories
Microsecond trajectories are performed with the Anton supercomputer [71] to in-
vestigate the conformational dynamics of the SRP (Table 2.3).

Figure 2.6 plots the fingerloop displacement, R, and the dihedral angle between the
helical axis of the linker and αM1 helix, φ, as a function of simulation time for
all four trajectories; these geometric quantities were previously introduced in the
discussion of the FE sampling trajectories that involved the truncated SRP system
(Figure 2.5). Comparison of Figures 2.5 and 2.6 reveals similar structural responses
of the SRP to binding of the various SPs, confirming that R and φ are relatively local
geometric features that are unchanged by inclusion of the NG domain. For Trajec-
tories T1 and T3, neither of which include the bound SP, it is seen in Figure 2.6A
that the fingerloop occludes the binding pocket, exhibiting a small value for the dis-
placement distance. For Trajectories T2 and T4, both of which include the bound
SP, it is seen that the fingerloop is significantly displaced (4-9 Å) to accommodate
the SP; these results are consistent with the observations in Figure 2.5 that SP bind-
ing displaces the fingerloop from the binding pocket. Similarly, for Trajectories T1
and T2, both of which are initialized in the Syn conformation, it is seen in Fig-
ure 2.6B that the SRP undergoes relaxation to adopt configurations with values of φ
that are consistent with those observed in the equilibrium FE sampling trajectories
for SRP in the Syn conformation (Figure 2.5). For Trajectories T3 and T4, both of
which are initialized in the Anti conformation, it is seen in Figure 2.6B that the SRP
adopts configurations with values of φ that are consistent with the loss of contact
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Figure 2.6: A. Fingerloop displacement R as a function of time in the microsecond-
timescale MD trajectories. B. The relative orientation of the linker and αM1 helix
φ as a function of time in the microsecond-timescale MD trajectories.

between the linker region and the M-domain, which is again consistent with the
structural features that are observed for the equilibrium FE sampling trajectories
for SRP in the Anti conformation (Figure 2.5).

To further characterize the conformational changes observed in the microsecond-
timescale MD trajectories, Figure 2.7 shows snapshots of the system at various
times along the trajectories. In addition to illustrating the changes in R and φ that
were discussed previously, Figure 2.7 also illustrates the process by which the fin-
gerloop collapses to occupy the SRP binding pocket in the absence of the bound SP
(Trajectory T3).

We now analyze the microsecond-timescale MD trajectories in the context of a re-
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Figure 2.7: Snapshots of full-system SRP trajectories shown at µs intervals. All
structures were aligned by the SRP RNA, shown in orange, with M domain, linker
region, N and G domains shown in gray, blue, purple and green respectively. Tra-
jectories T2 and T4 have bound SP shown in yellow.

cent study by Shen et al., which used single-molecule Förster resonance energy
transfer (smFRET) experiments to monitor the SRP conformational dynamics [18].
This experimental study labeled the SRP RNA distal end and NG domain and
found that the SRP samples both a low-efficiency and a high-efficiency FRET state,
with differences in FRET efficiency that correspond to distance changes of approxi-
mately 10 nm. Figure 2.8 presents results from the four microsecond-timescale MD
simulations of the SRP, plotting the distance between the G domain and RNA cor-
responding to the donor-acceptor distance measured in the smFRET experiments.
Trajectories T1 and T2, which are initialized from the Syn conformation of the SRP,
show 6-8 nm changes in donor-acceptor distance during the course of the simula-
tion. Trajectory T2, which has a bound SP, has greater fluctuations in this coordinate
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Figure 2.8: Distance between the FRET donor (green) and acceptor (red) positions
as a function of time in the microsecond-timescale MD trajectories.

than T1, which does not have a bound SP. Trajectories T3 and T4, which are initial-
ized from the Anti conformation of the SRP, exhibit little deviation from the initial
distance. These results support the conclusion that nanometer-lengthscale changes
in SRP conformation are intrinsic features of the SRP, although we do not suggest
that the conformational states observed in these trajectories correspond directly to
the low-FRET and high-FRET states reported by Shen et al.

Interestingly, the trajectories reveal that nanometer-lengthscale changes in distance
occur via the rigid-body movement of M and NG domains connected by the flexible
linker region, while the conformation of each individual domain is unchanged. In
Figure 2.9A, for each residue pair i and j in the SRP, we plot δi j (t) = |di j (0) −
di j (t) |, the difference in the distance di j between the two Cα atoms of each residue
at the initial configuration of the trajectory and at various subsequent times t along
Trajectory T2. This metric reveals only small changes in distance between atom
pairs that both belong to the M domain or that both belong to the NG domain,
which correspond to the indicated diagonal blocks in Figure 2.9A. Large distance
changes are only observed in atom pairs for which one atom is in the M domain and
the other is in the NG domain, which correspond to the off-diagonal blocks. This
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Figure 2.9: A. For each residue pair i and j in the SRP, the difference in the distance
δi j between the two Cα atoms of each residue at the initial configuration of the
trajectory and at various subsequent times along trajectory T2. B. The average of
δi j over NG-NG pairs, M-M pairs and M-NG pairs.

suggests that the observed changes in conformation and donor-acceptor distance
are the result of changes in the relative orientation of the M and NG domains, while
the M and NG domains individually evolve as rigid bodies. Figure 2.9B further
illustrates this point by plotting the average of δi j over NG-NG pairs, M-M pairs
and M-NG pairs along the trajectory. It is clear that only the M and NG domains
undergo large changes in relative orientation in Trajectory T2. The same conclusion
holds for the other microsecond trajectories that were performed in this study.

The microsecond-timescale dynamics revealed in these simulations suggests a mech-
anism for coordinating the spatial and temporal organization between independent
functional domains. In SRP, SP binding occurs in the M domain, while down-
stream targeting events, such as dimerization of the SRP with its receptor and GT-
Pase activity of the SRP involve the NG domain of the SRP [82]. From the earlier
FE simulations (Figure 2.4 and Table 2.2), it is evident that SP binding leads to
sequence-specific changes in the conformational distribution in the flexible linker
domain; Figure 2.9 further reveals that such changes in the linker domain manifest
as large lengthscale changes in the relative orientation of the M and NG domains
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of the SRP, thus coordinating SP binding at the M domain with downstream steps
involving the NG domain.

2.4 Conclusions
The fidelity of co-translational protein targeting and recognition is a remarkable fea-
ture of cellular signaling pathways that demands understanding from the perspec-
tive of molecular interactions. The central component of co-translational targeting,
the SRP, is capable of binding a diverse set of SPs while differentiating between
sequences with similar biochemical features. In this work, we have demonstrated
allosteric coupling between SP binding and conformational changes of the linker
region of the SRP. This coupling is sensitive to the sequence identity of the SP,
thus providing a mechanism for conferring SP sequence specificity in the signal-
ing pathway. Furthermore, microsecond-timescale simulations reveal that the SRP
undergoes large-scale conformational changes that are characterized by rigid-body
motion of individual domains connected by a flexible linker, which enables small
conformational changes of the linker upon SP binding to be conferred onto larger
∼10 nm lengthscales.
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C h a p t e r 3

DEVELOPMENT OF A COARSE-GRAINED SIMULATION
MODEL TO STUDY THE ENERGETICS OF MEMBRANE

PROTEIN INSERTION AND TOPOLOGY

3.1 Introduction
Co-translational protein targeting delivers the ribosome-nascent chain complex (RNC)
to the Sec translocon for membrane integration and translocation of the protein [1].
Structural studies have revealed that the RNC proceeds to dock upon the translocon
and align its nascent chain exit tunnel with the translocon channel [2–11]. The cen-
tral part of the Sec translocon is a conserved protein-conducting channel that spans
the lipid bilayer and allows both translocation across the membrane and integration
of protein domains into the lipid bilayer through a unique lateral opening [12]. The
nascent chain is then fed into the channel and oriented to establish the topology of
the protein through translocation of either its N-terminus or C-terminus to give rise
to type I or type II topology respectively [13] as shown in Figure 3.1.

Despite the ability to assay the final topology of the nascent chain (NC) via bio-
chemical techniques, the mechanism by which the final topologies are reached is
still not well understood. In particular, the type II topology requires that the N-
terminus be retained in the cytosol, while the C-terminal end is translocated through
the channel. This requires a flipping of the nascent chain since the N-terminus is
able to contact the channel before the C-terminus [14]. Several groups have hypoth-
esized a step-wise inversion process through a type I intermediate [14–17]; while
others hypothesize a looping mechanism [11, 18–21]. Furthermore, many factors
have been found to influence the final topology including N-terminal length and
folding [16, 22–24], C-terminal length [25, 26], position of charged residues [27–
30], translation rate [26] and hydrophobicity [26, 31]. Further complicating matters
is the fact that experimental methods which directly interrogate the intermediate
stages of the process often use stalled sequences [15, 17], which may not reflect on-
pathway intermediates when comparing to the actively translating system in vivo.

In this work, we extend a coarse-grained model for protein translocation, previously
developed in the Miller group [32], to include the full dimensionality of the system.
Furthermore a general mapping procedure that allows for simulation of an arbitrary
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Figure 3.1: Structure of the E. Coli ribosome-nascent chain complex docked onto
the translocon [7]. The ribosome is shown in brown, the translocon is shown in gray
and the nascent chain is shown in light blue. The nascent chain is interacting with
the translocon lateral gate helices shown in green. A schematic of the two possible
integrated topologies, type I and type II, is shown to the right and left respectively.

amino-acid sequence is introduced that allows for simulations of nonnatural se-
quences to probe the effects of N-terminal length, flanking charges, and hydropho-
bicity that have been experimentally observed. The model developed here is shown
to reproduce experimentally known trends in membrane integration efficiency [33]
and topogenesis [26] validating its accuracy for further applications. We then de-
velop a framework to calculate the binding free energy of the RNC to the translocon
as a function of chain length. Previous structural studies have suggested that alter-
nation between tightly bound and loosely bound ribosome-translocon complexes
are needed for proper integration [6]. This framework allows for efficient sampling
of different topologies and calculation of free energies in a defined topology.
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3.2 Methods
3D model description
In the spirit of a previously developed model of dynamics at the Sec translocon [32],
in which all system coordinates are projected onto a two-dimensional (2D) plane,
we have develop a CG model of the co-translational Sec machinery that captures
the full three dimensionality (3D) of the system. These two models will be referred
to as the 2D-CG model and 3D-CG model respectively.

The 2D-CG model has previously been shown to accurately predict the distribution
of topologies obtained by signal peptides as a function of C-terminal tail length
[26], the probability that a transmembrane segment integrates into the membrane as
its hydrophobicity increases [33], and the effect of charge mutations on the topology
of the dual-topology protein EmrE [34]. Given these successes, the newly devel-
oped 3D-CG model preserves several important features of the 2D-CG model while
incorporating new features to address its shortcomings. Key aspects of the 2D-CG
model that are retained in the 3D-CG model include: (i) a representation of the
nascent polypeptide as a non-overlapping freely-jointed chain, (ii) an approximate
3:1 mapping of amino-acid residues to CG beads, (iii) an implicit representation of
the lipid bilayer, (iv) stochastic opening and closing of the translocon lateral gate,
and (v) explicit modeling of NC translation during the simulation trajectories.

Improved features of the 3D-CG model include: (i) a fully three-dimensional rep-
resentation of the system, (ii) direct mapping of the ribosome-translocon complex
geometry from high-resolution cryo-EM and crystallographic data, (iii) a bottom-
up parameterization of NC-translocon interactions based on detailed residue-based
coarse-grained simulations, and (iv) a well-defined protocol to map an input amino-
acid sequence to a CG representation. With the addition of these features, the
3D-CG model provides a more realistic representation of the ribosome/translo-
con/nascent-chain geometry and accurate residue-specific interactions between the
NC and the translocon, while still retaining the ability to reach the long second-
minute timescale relevant to studying membrane protein integration.

The improved features of the 3D-CG model are especially important to studying
the binding energetics during the establishment of topology. First, the detailed pa-
rameterization of NC-translocon interactions provides a more accurate description
sequence-specific contributions to the binding energetics. Second, a well-defined
mapping protocol removes the need to use model sequences that require a priori

chemical insight. Third, it has been hypotheiszed that inversion of the signal se-
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quence depends on the presence of the ribosome, suggesting that an accurate repre-
sentation of ribosome geometry and interactions as well as the correct scaling be-
havior between distance and volume in three-dimensions is necessary [15]. Finally,
the preservation of detailed balance during lateral gating makes binding free energy
calculations to the translocon with the inclusion of both lateral gate conformations
possible.

Geometry

Open

TM 
Domain 

Open
Lateral Gate

Closed

Closed 
Lateral Gate

TransloconLipid

Ribosome
z

x

y

C D

B Cross Section
Ribosomal exit

Nascent chain

A 

Figure 3.2: Geometry of the 3D-CG model A. Overlaid mapping of the 3D-CG
model in CG beads and the 3.4 Åcryo-EM structure of the mammalian ribosome-
translocon complex [9] in line representation. B. Cross-sectional side view of the
3D-CG model with the ribosomal exit point of the nascent chain indicated. C. Ge-
ometry of the 3D-CG model in the closed lateral gate conformation. D. Geometry
of the 3D-CG model in the open lateral gate conformation with nascent chain shown
in light blue licorice representation and transmembrane (TM) domain highlighted
in red.
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Figure 3.2A presents the key molecular components of the 3D-CG model over-
laid with an image of the ribosome-translocon complex obtained from a cryo-EM
structure [9]. The SecYEG translocon (grey/green), ribosome (brown), and the NC
(cyan/red) are represented with explicit CG beads. As in the 2D-CG model [32],
each CG bead has a diameter of σ = 0.8 nm, the Kuhn length of a polypeptide
chain [35, 36] and represents three amino-acid residues; σ sets the length scale for
the 3D-CG model. The coordinate system is defined such that the origin is placed
at the geometric center of the translocon channel Cα atoms, the bilayer spans the
y-z plane, the translocon channel is aligned with the x-axis (Figure 3.2).

The geometry of the Sec translocon is obtained by mapping all amino-acid residues
of the translocon onto CG beads in a 3 residue:1 bead ratio, where the CG bead is
positioned at the center of mass of the Cα atoms for each sequential triplet of amino-
acid residues. The translocon is modeled in two distinct conformations, closed and
open (Figure 3.2C,D), whose coordinates are obtained from equilibrated residue-
based coarse-grained simulations of the M. Jannaschii SecYEG translocon [12] in
each state (see Residue-based coarse-grained simulations). Flexible regions of the
channel are excluded from the mapping, and an additional bead is included to rep-
resent the stable salt bridge between K26 and E421. The closed (Figure 3.2C) and
open (Figure 3.2D) conformations of the channel are each described using 156 CG
beads (coordinates shown in Appendix B,C). The 3D-CG model of the translocon is
oriented such that the y-axis of the simulation coordinate system passes between the
helices of the lateral gate when the translocon is in its open conformation (Figure
3.2D).

The geometry of the ribosome is obtained by mapping the ribosome-translocon
complex from a recent high-resolution cryo-EM structure [9] (PDB ID: 3J7Q) onto
CG beads. Amino-acid residues are mapped onto CG beads in a 3:1 ratio following
the same procedure used for the translocon. Every RNA nucleotide in the ribosome
is mapped onto two CG beads; one bead represents the sugar-phosphate backbone,
while the other bead represents the nucleobase. This mapping is used to properly
describe the rigidity of the base pair interactions, and is consistent with previous
work on coarse-grained DNA/RNA simulations [37–39].

Because CG bead coordinates for the translocon are obtained from the equilibrated
average coordinates of residue-based coarse-grained simulations in the absence of
the ribosome, the CG model ribosome must be aligned with the CG model translo-
con by the procedure shown in Figure 3.3. The ribosome-translocon cryo-EM struc-
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ture [9], which contains a translocon in a partially cracked conformation similar to
the closed conformation, is aligned with the CG model of the translocon in the
closed conformation by minimizing the root mean squared deviation between the
LG helices in the CG model translocon and the LG helices mapped from the cryo-
EM structure. After alignment, only CG beads of the ribosome that are within 9 σ
of origin are explicitly retained as CG beads in the final simulation system.

Cryo-EM	Structure 3	to	1	CG	mapping Take	selection	of	
beads	within	a	cutoff	

Mapped	and	aligned	
ribosome

Figure 3.3: Mapping and alignment of ribosome in 3D-CG model. The starting
coordinates of the mammalian ribosome-translocon complex from the Voorhees et
al. cryo-EM structure are shown in the stick representation. These coordinates are
mapped in place onto CG beads with CG beads from protein residues shown in
gray, CG beads associated with the RNA backbone shown in brown and CG beads
associated with RNA nucleobases shown in pink. The lateral gate CG beads, shown
in green, are aligned with the equilibrated translocon CG beads from MARTINI
simulations and ribosome beads within 9 σ of the origin are retained for the final
model.

A sphere of diameter 4 σ is centered at {-10, -0.5, 1.0} above the NC exit tunnel
at the edge of the cut-off region, and represents the remainder of the ribosome to
prevent unphysical NC configurations. The same ribosome CG bead coordinates
are used for the translocon in the open conformation. In total, the ribosome is
represented by 357 CG beads. Complete coordinate files for the CG representation
of the ribosome are included in Appendix A.

Two functions are used to define the important geometric regions of the system,
Smem and Schan, shown in Equations 3.1 and 3.2, corresponding to the membrane
bilayer and the translocon channel:

Smem(x,r) = S(x)[1 − S(r)], (3.1)

Schan(x,r) = S(x)S(r). (3.2)
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Smem is 1 in the implicit membrane bilayer and 0 elsewhere, Schan is 1 inside the
translocon channel and 0 elsewhere, and both functions are 0 in the surrounding
solvent region.

Smooth switching functions are used to describe the change in value of the geomet-
ric functions in boundary regions

S(x) =
1
4

[
1 + tanh

(
x + 2σ
0.25σ

) ] [
1 − tanh

(
x − 2σ
0.25σ

) ]
(3.3)

and
S(r) =

1
4

[
1 + tanh

(
r + 1.5σ

0.25σ

) ] [
1 − tanh

(
r − 1.5σ

0.25σ

) ]
, (3.4)

where r =
√

(y2 + z2) is the radial distance from the origin in the plane of the
bilayer. S(x) is approximately 1 for the range -2 σ < x < 2 σ and 0 elsewhere,
while S(r) is approximately 1 for the range -1.5 σ < r < 1.5 σ and 0 elsewhere.

Interactions

All interactions in the 3D-CG model are defined using an energy scale given by ε
= kBT, where T is fixed at 310 K to represent physiological temperature. Bonded
interactions maintain connectivity between neighboring NC beads and are described
using the finite extension nonlinear elastic (FENE) potential (Equation 3.5)

UFENE(ri j ) = −
1
2

KR0ln


1 −

r2
i j

R2
0


 , (3.5)

where ri j is the distance between NC bead i and j, K = 5.33 (ε/σ2), and R0 = 2
σ. Short-ranged non-bonded interactions between pairs of NC beads prevent self-
crossing and are modeled using a purely repulsive Lennard-Jones potential (Equa-
tion 3.6) which is truncated and shifted to go to zero at ri j = (2σi j )1/6:

ULJ(ri j ) =

 4ε
[ (
σi j
ri j

) 12
−

(
σi j
ri j

) 6
]
, ri j < (2σi j )1/6

0 , ri j ≥ (2σi j )1/6

 , (3.6)

where ε i j = ε and σi j = σ.

NC bead interactions with the implicit membrane environment are described using
a position-dependent potential shown in Equation 3.7,

Usolv = gSmem(x,r), (3.7)
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where g is the transfer free energy for partitioning the CG bead from water to the
membrane and Smem is the implicit membrane bilayer region geometric function
described above.

Non-bonded interactions between NC beads and translocon beads are given by

Uchan(ri j ) = [1 − Smem(xi,ri)]Uinner(ri j ) + [Smem(xi,ri)]Uouter(ri j ), (3.8)

where ri j is the distance between NC bead i and translocon channel bead j. Smem

smoothly interpolates between NC-translocon interactions for which the NC bead is
positioned inside the channel (Uinner) or positioned in the surrounding membrane,
such that it interacts with the channel exterior (Uouter). Uinner is defined by four
interactions, given by

Uinner(ri j ) =

 λO
i Uopen

attr (ri j ) +
(
1 − λO

i Uopen
rep (ri j )

)
, open channel

λC
i Uclosed

attr (ri j ) +
(
1 − λC

i Uclosed
rep (ri j )

)
, closed channel

 ,
(3.9)
where Uopen

attr (ri j ) is the most attractive interaction with a bead in the open chan-
nel, Uclosed

attr (ri j ) is the most attractive interaction with a bead in the closed channel,
Uopen

rep (ri j ) is the most repulsive interaction with a bead in the open channel, and
Uclosed

rep (ri j ) is the most repulsive interaction with a bead in the closed channel. λO
i

and λC
i scale the interactions of NC bead i between the most attractive and most

repulsive interactions in the open and closed channel states respectively.

Interactions between NC beads and CG beads in the ribosome are described by a
purely repulsive Lennard-Jones potential (Equation 3.6), with ε i j = ε and σi j =

1.2σ. To prevent the NC from moving into the part of the ribosome that is not
explicitly included in our simulations, a implicit sphere of diameter 4 σ is placed
at the edge of the cut-off region for explicit CG beads (described in Geometry). A
repulsive interaction is applied between NC beads and this implicit sphere,

Uribo(ri j ) =

 4ε
[ (

σ
rribo−2σ

) 12
−

(
σ

rribo−2σ

) 6
]
, rribo − 2σ < (2σi j )1/6

0 , rribo − 2σ ≥ (2σi j )1/6

 ,
(3.10)
where rribo is the distance of the NC bead from the implicit sphere centered at {-10,
-0.5, 1.0} and 2 σ is the radius of the implicit sphere representing the missing part
of the ribosome. Electrostatic interactions are described using the Debye-Hückel
potential

UDH =
σkBTqiqj

ri j
exp

(
−

ri j

κ

)
, (3.11)
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where the Debye length, κ = σ, is based on the screening of electrostatic interac-
tions at physiological salt concentrations [40, 41], and qi is the charge of CG bead
i. The prefactor, σkBT , assumes a Bjerrum length of approximately 0.8 nm, which
is appropriate for water.

Dynamics

The time evolution of NC CG beads is modeled using Brownian dynamics with a
first order Euler integrator,

xi (t + ∆t) = xi (t) − βD
∂U (x(t))
∂xi

∆t +
√

2D∆tηi, (3.12)

where xi (t) is a single Cartesian degree of freedom for NC bead i at time t, U (x(t))
is the potential energy function for the full system, β = 1/kBT , D = 253.0 nm2/s is
the diffusion coefficient and ηi is a random number drawn from a Gaussian distri-
bution with zero mean and unit variance. The timestep, ∆t = 300 ns, permits stable
integration of the equations of motion with the given value of the diffusion coeffi-
cient. All CG beads representing the translocon and ribosome are fixed during the
simulations, excluding the switching of the translocon between the open and closed
conformations as described below.

NC-dependent conformational gating of the translocon between the closed and open
conformation is explicitly included in the 3D-CG model by attempting to stochas-
tically switch the conformation of the translocon at every simulation timestep. The
probability of a transition from the closed to open conformation, popen, is given by
popen = kopen∆t where

kopen =
1
τLG

exp(−β∆Gtot)
1 + exp(−β∆Gtot)

. (3.13)

Similarly the reverse probability of a transition from the open to the closed confor-
mation pclose, is given by pclose = kclose∆t,

kclose =
1
τLG

1
1 + exp(−β∆Gtot)

, (3.14)

where τLG = 500 ns is the timescale for attempting translocon conformational
changes and is obtained from prior molecular dynamics simulations [32, 42].

The total free energy change for switching the translocon from the closed to open
conformation, ∆Gtot is given by,

∆Gtot = ∆Gempty +

NNC∑
i=1

Nchan∑
j=1

∆Uchan(ri j ), (3.15)
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where ∆Gempty = 3 ε is the free energy penalty for opening a closed channel in the
absence of a substrate, NNC is the number of NC CG beads and Nchan is the number
of translocon CG beads. ∆Uchan(ri j )is the total difference between the energy of
NC bead i in the open channel and the energy of NC bead i in the closed channel at
its position, ri j . Previous simulation studies have revealed that LG opening in the
absence of substrate and ribosome is unfavorable, [42], but experimental studies
have suggested that inclusion of ribosome or SecA motor binding can prime the
channel for opening [8, 43–46]. A direct calculation of ∆Gempty could be done for
future iterations of the model. By explicitly including the energy difference for
all NC beads in Equation 3.15, the conformational gating algorithm obeys detailed
balance. This is crucial for performing free energy calculations since it ensures the
preservation of the proper Boltzmann-weighted ensemble.

Translation is explicitly modeled by adding CG beads to the C-terminus of the NC
during a simulation trajectory. At the onset of the simulation, the C-terminal NC
bead is fixed at the exit point of the ribosome, {-6.4, 0.0, 1.7}. For each simulation
timestep in which translation is performed, the C-terminal bead is moved in the x
direction by a distance equal to σ∆t/ttrans, where ttrans is the timescale for translat-
ing a single CG bead. ttrans is set to 0.6 seconds to reproduce a translation rate of 5
residues/second unless otherwise specified. The C-terminal NC bead is otherwise
not subject to Brownian dynamics, although all interactions between the C-terminal
NC bead and other NC beads are included. After a simulation time interval of ttrans

, the translation of the C-terminal bead is complete and its dynamics are described
using Equation 3.12 for the remainder of the simulation trajectory. The next CG
bead in the NC sequence is then positioned at the ribosomal exit point and this
process is repeated until the NC beads have been translated.

Based on these dynamics, a series of five steps is iterated to generate a simulation
trajectory: (i) forces acting on each NC bead are calculated, (ii) NC bead positions
are time-evolved using Brownian dynamics (Equation 3.12), (iii) conformational
gating of the translocon is attempted (Equation 3.13 and 3.14), (iv) the simulation
is terminated if user-defined conditions are met, and (v) ribosomal translation is
performed if necessary.

Model parameterization
NC CG bead parameters to describe NC-translocon interaction and solvation in-
teractions must be determined from the underlying amino-acid sequence. In this
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model, we use a bottom-up parameterization strategy to utilize more detailed molec-
ular dynamics calculations to inform the parameters of the 3D-CG model.

First, the water-membrane transfer free energy of a NC CG bead is determined from
the Wimley-White whole residue hydrophobicity scale [47]. Amino-acid residues
that are determined to not fold into secondary structure elements have their transfer
free energies further increased by 1.1 kcal/mol. Assuming that NC-channel interac-
tions vary with NC hydrophobicity, potentials of mean force (PMFs) for translocat-
ing model hydrophobic and hydrophilic tripeptide substrates across the translocon
channel in both the open and closed conformations are then calculated using the
MARTINI residue-based coarse-grained force field. The NC-translocon interac-
tions in the 3D-CG model Uopen

attr (ri j ), Uopen
rep (ri j ), Uclosed

attr (ri j ), Uclosed
rep (ri j ), are fit to

reproduce these PMFs. Finally, PMFs for translocating a substrate of two inter-
mediate hydrophobicities across the open and closed channel are calculated using
MARTINI. The NC-translocon interaction scaling parameters, λO

i and λC
i , are then

parameterized to reproduce the translocation PMFs of all four tripeptides. Using
this parameterization strategy, we obtain a complete description of the 3D-CG po-
tential energy function and describe a mapping protocol to assign NC CG bead
properties based on the NC amino-acid sequence.

Water-membrane transfer free energy

The water-membrane transfer free energy of an NC CG bead is quantified by cal-
culating the total transfer free energy of the associated trio of amino-acid residues
using the Wimley-White octanol-water hydrophobicity scale [47]. The Wimley-
White octanol-water scale is a whole-residue hydrophobicity scale, and therefore
is the sum of the unfavorable free energy cost for transferring the peptide bond
into octanol and the cost for transferring each amino-acid side chain. However, the
free energy cost for transferring peptide bonds into the membrane environment is
reduced significantly (∼4.3 kcal/mol [48, 49]) if the peptide bond forms hydrogen
bonds via secondary structure formation [48, 50]. The Wimley-White octanol-water
scale expressly measures the partitioning of peptide bonds that have formed hydro-
gen bonds [47]. Therefore, the transfer free energy of any amino-acid residue that
does not form secondary structural elements must have its transfer free energy fur-
ther increased to account for these missing hydrogen bonds, as will be discussed
below. This scale is an appropriate choice for this application because it: (i) ex-
perimentally measures the partitioning of pentapeptides, which are similar in size
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to the tripeptides modeled here, (ii) correlates well with the partitioning of amino
acid side chains between water and lipid calculated with computational methods
[51], (iii) is widely used to predict transmembrane protein domains [33], and (iv)
appears to be approximately additive [48].

Residue-based coarse-grained simulations

Detailed residue-based coarse-grained simulations are performed to obtain equili-
brated conformations of the open and closed channel, as well as to obtain potentials
of mean force as input for the parameterization of the 3D-CG model. All simula-
tions are done with the v2.2P version of the MARTINI force field with the MAR-
TINI polarizable water model [52, 53]. All simulations are performed using version
5.0 of the Gromacs simulations package [54] and version 2.1.0 of the PLUMED
library [55]. All MARTINI simulations include the translocon embedded within a
lipid bilayer containing 368 palmitoyloleoylphosphatidylcholine (POPC) lipids and
solvated by 6,225 coarse-grained water molecules in an electroneutral 50 mM NaCl
salt solution. The ribosome is not included due to its large size.

The initial configuration for equilibration trajectories of the translocon is obtained
directly from the crystal structure of the SecYEG from emphM. Jannaschii (PDB
ID: 1RHZ) [12] using the martinize.py script. The translocon is then restrained
during simulations to either the closed or open conformation by applying a biasing
potential; the minimum distance between the center-of-mass of each LG helix is
constrained to be 0.88 nm in the closed conformation and 1.75 nm in the open
conformation [42].

Using the MARTINI model, PMFs for translocating homogeneous tripeptide sub-
strates across the translocon are calculated from umbrella-sampling simulations to
inform the parameterization of Uopen

attr (ri j ), Uclosed
attr (ri j ), Uopen

rep (ri j ), and Uclosed
rep (ri j ).

The reaction coordinate for umbrella sampling is defined as the distance, dx , be-
tween the center-of-mass of the tripeptide and the center-of-mass of the six pore
residues that line the center of the translocon, projected along the x-axis of the sim-
ulation box. To fully sample the channel axis, 40 umbrella-sampling trajectories
are performed in which dx is restrained to values in the interval from -5 to 4.5,
spaced by 0.25. The substrate is further confined within a cylinder with a radius
of 1.5 σ that is aligned along the x-axis to prevent lateral diffusion into the mem-
brane or into the surrounding solvent. Each translocation PMF is obtained from
reweighting the corresponding umbrella-sampling trajectories using the Weighted
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Histogram Analysis Method [56].

A key assumption underlying the parameterization of NC-channel interactions is
that the hydrophobicity of the NC determines the sign and magnitude of the non-
bonding interaction with the channel. Following this assumption, three homoge-
neous tripeptide substrates of varying hydrophobicities are chosen to span a range
of possible channel interactions; tripeptides are selected to match the 3:1 mapping
of amino-acid residues to CG beads in the 3D-CG model. Using the Wimley-White
scale as a measure of substrate hydrophobicity, residues with a negative transfer free
energy for partitioning from water to octanol are hydrophobic, while residues with
a positive transfer free energy are hydrophilic; transfer free energies are assumed
to be additive when calculating the total transfer free energy of a substrate [33, 48].
An LLL tripeptide is chosen as the model hydrophobic substrate because leucine is
the most hydrophobic aliphatic amino-acid residue according to the Wimley-White
scale. A DDD tripeptide is chosen as the model hydrophilic substrate because as-
partate is the most hydrophilic amino-acid residue according to the Wimley-White
scale. Finally, a QQQ tripeptide is chosen as a substrate with a intermediate hy-
drophobicity lying in between the two extremes.

In MARTINI, each residue is split into a backbone bead and one or more side chain
beads. The side chain bead type is determined by the given amino-acid, but the
backbone bead type depends on the assumed secondary structure element of the
residue [52]. As discussed in Water-membrane transfer free energies, peptide bonds
that do not participate in hydrogen bonds face a larger free energy penalty for par-
titioning into apolar environments, leading to the assignment of a more hydrophilic
MARTINI bead type to backbone beads that are in a random coil. To explicitly con-
sider the extremes of hydrophobicity, the more hydrophobic helix backbone type is
assigned to the LLL MARTINI substrate, and the more hydrophilic coil backbone
type is assigned to the DDD MARTINI substrate. To test the effect of this assign-
ment, the QQQ substrate is simulated twice, once with the helix backbone type and
once with the coil backbone type. In total, this yields a set of four tripeptide sub-
strates (Table 3.1) that span a range of effective substrate hydrophobicities, allowing
translocation PMFs to be calculated to inform NC-channel interactions.

Figure 3.4 shows PMFs calculated from the MARTINI simulations for the translo-
cation of all four substrates across both the closed and open channels. Each PMF is
shifted such that the average value for the range 4.0 < x < 4.5 is zero. The PMFs are
each divided by a factor of four relative to the raw measurements from MARTINI to
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Tripeptide Secondary Structure Wimley-White Transfer Free Energy (ε)

LLL Helical -6.09
QQQ Helical 3.75
QQQ Coil 9.11
DDD Coil 23.10

Table 3.1: Summary of the tripeptides studied by the MARTINI simulations

account for the difference in partitioning free energies between bulk alkane, which
MARTINI measures, and biological environments [51]. The PMFs confirm that
the hydrophobic LLL substrate and hydrophilic EEE substrate demonstrate quali-
tatively different behaviors in both channel conformations; LLL is attracted to the
center of the channel, which is lined with hydrophobic residues, while EEE is re-
pelled. The PMF for the QQQ substrate with a helix backbone is more attractive
than the QQQ substrate with a coil backbone, consistent with expectations, while
both profiles lie in between the LLL and EEE PMFs. These results support the
assumption that NC-channel interactions depend on substrate hydrophobicity. The
profiles qualitatively agree with the atomistic simulations performed by Gumbart
et al. [57], which identified a large negative free energy change for transferring
a polyleucine helix from water into the channel and a positive free energy change
for transferring a single arginine residue into the channel. Comparing the profiles
between the closed and open channels shows that the LLL tripeptide is stabilized
in the open channel relative to the closed channel, providing a driving force for
translocon conformational gating according to Equation 3.13.

Fitting

NC-channel interactions Uopen
attr (ri j ), Uclosed

attr (ri j ), Uopen
rep (ri j ), and Uclosed

rep (ri j ) are then
fit to the PMFs calculated via the residue-based coarse-grained simulations. Each
interaction is defined using a soft-core Lennard-Jones potential [58] with a generic
form of

U (ri j ) =


4ε int

j

[
σ12

j(
r6
i j+α j

) 2 −
σ6

j(
r6
i j+α j

) ] + εcr
j , ri j < rcr

i j

0 , ri j ≥ rcr
i j

 , (3.16)

where ε int
j is the depth of the Lennard-Jones potential when interacting with translo-

con bead j, σ j sets the length scale of the potential, εcr
j is the value of the Lennard-

Jones potential at the right cut-off radius, rcr
i j is the value of the right cut-off radius,
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Figure 3.4: Residue-based coarse-grained calculations for tripeptide translocation
PMFs. A. Potential of mean force (PMF) for the translocation of model tripep-
tides through the translocon in the closed conformation. B. Potential of mean force
(PMF) for the translocation of model tripeptides through the translocon in the open
conformation.

and α j sets the maximum value of the repulsive potential. The soft-core potential
is used to prevent infinite energies during the stochastic gating of the translocon
conformation.

The NC-translocon interactions in the 3D-CG model are determined by least squares
fitting of the PMFs shown in Figure 3.5. Parameters for the NC-translocon attractive



45

-4

-2

 0

 2

 4

 6

 8

 10

-4 -2  0  2  4

F 
(k

T)

X (σ)

Closed Channel Martini Profile Fits

LLL
QQQ (helix)

QQQ (coil)
DDD

-4

-2

 0

 2

 4

 6

 8

 10

-4 -2  0  2  4

F 
(k

T)

X (σ)

Open Channel Martini Profile Fits

LLL
QQQ (helix)

QQQ (coil)
DDD

A

B

Figure 3.5: Fitting CG parameters to MARTINI potentials of mean force. A. An-
alytical PMFs for tripeptide translocation across the translocon in the closed chan-
nel conformation calculated from the best fit parameters of the CG model (lines)
compared to the MARTINI potentials of mean force (points). B. Analytical PMFs
for tripeptide translocation across the translocon in the open channel conformation
calculated from the best fit parameters of the CG model (lines) compared to the
MARTINI potentials of mean force (points).

interactions, Uopen
attr and Uclosed

attr , are determined from the LLL PMFs in the open and
closed channel, respectively. Similarly, parameters for the NC-translocon repulsive
interactions, Uopen

rep and Uopen
rep , are determined from the EEE PMFs. The MARTINI
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PMFs are fit by analytically calculating the corresponding translocation PMFs with
the 3D-CG model potential energy function and fitting the interaction energy, ε int

j ,
between the NC and translocon beads using the lmfit function in Python yielding
the parameters summarized in Table 3.2. The lmfit module performs a weighted
least squares fit between −2 < x < 4 where the error is exponentially weighted to
prioritize fitting the peaks and valleys. The region x < −2 is not used for the fit be-
cause this region contains contributions from flexible loop regions of the translocon
in the MARTINI PMF simulations; these loop regions have been removed in the
3D-CG model and therefore features in this region are not expected to be captured
in the 3D-CG model. In order to match the MARTINI residue-based coarse-grained
simulations for which the plug domain has been removed and the ribosome is not
present, the CG beads corresponding to the ribosome and the plug domain are re-
moved during the fitting procedure. The 5 CG beads corresponding to the plug
domain in the open and closed conformations are indicated in Appendix B and
C. The PMFs with these plug CG beads and the ribosome CG beads included are
shown in Appendix D.

Potential ε int
j εcr

j rcr
j α j σ j

Uopen
attr 0.46 0.0075 2.5 0.1268 1.0

Uclosed
attr 0.3 0.0049 2.5 0.1037 1.0

Uopen
rep 0.3 0.0049 2.5 0.1037 1.0

Uclosed
rep 0.3 0.0049 2.5 0.1037 1.0

Uopen-confined
attr 1.38 0.0225 2.5 0.2089 1.0

Uclosed-confined
attr 1.41 0.0229 2.5 0.2109 1.0

Uopen-confined
rep 9.85 0.9784 1.0745 0.4609 1.2

Uclosed-confined
rep 0.51 0.8577 1.1097 0.1330 1.2

Uouter 0.5 0.0082 2.5 0.1317 1.0

Table 3.2: Summary of the best-fit channel parameters

The translocation profiles for LLL and EEE can only be reasonably fit if two NC
bead types are defined—one default bead type and one “confined” bead type. Con-
fined CG bead types for the repulsive potential are chosen as beads that have x

between -0.1 and 1.1 and r < 2.2 in both the open and closed conformations. Con-
fined CG bead types for the attractive potential are beads that have x between 0.3
and 1.0 for and r < 1.5 in both the open and closed conformations. All remain-
ing channel beads, including plug domain CG beads are assigned to the default
bead type. These confined beads allow the CG model to capture the large peaks
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in the EEE PMFs and valleys in the LLL PMFs. The functional form for the non-
bonding interactions with the purely repulsive channel beads is also identical to the
non-bonding interactions with beads in the ribosome. Analytical PMFs, using the
best-fit values of ε int

j , are presented in Figure 3.5. A full description of the channel
bead positions and parameters is given in Appendices B and C.

The values of λO and λC are set to 1 for the LLL substrate and 0 for the EEE sub-
strate by construction, since the MARTINI PMFs for these substrates determine
the parameters for the limiting attractive and repulsive channel interactions, respec-
tively. The values of λO and λC are set for the two QQQ substrates, which differ
only in the assignment of backbone bead type, by calculating analytical PMFs us-
ing Equation 3.8 with Uopen

attr , Uclosed
attr , Uopen

rep , Uclosed
rep , Uopen-confined

attr , Uclosed-confined
attr ,

Uopen-confined
rep , Uclosed-confined

rep , and Uouter defined using the parameters in Table 3.2.
The analytical PMFs are fit to the MARTINI PMFs using the lmfit module in Python
with λO and λC as fit parameters. As before, the lmfit module performs a weighted
least squares fit between −2 < x < 4 where the error is exponentially weighted to
prioritize fitting the peaks and valleys.

The NC-channel interaction scaling parameters, λO and λC, are generalized by as-
suming that NC-channel interactions scale with hydrophobicity, as confirmed by the
MARTINI simulations. Since each of the four substrates simulated with MARTINI
can be assigned values of the transfer free energy, g, and corresponding values of
λO and λC, the scaling parameters are determined from g by linearly interpolating
between these known values,

λO =


mO

a g + bO
a , g < ghelix

QQQ

mO
b g + bO

b , ghelix
QQQ ≤ g < gcoil

QQQ

mO
c g + bO

c , gcoil
QQQ ≤ g

 (3.17)

and

λC =


mC

a g + bC
a , g < ghelix

QQQ

mC
b g + bC

b , ghelix
QQQ ≤ g < gcoil

QQQ

mC
c g + bC

c , gcoil
QQQ ≤ g

 , (3.18)

where the values for the parameters for Equations 3.18 and 3.17 are summarized in
Table 3.1 and 3.3.

The value of g for each substrate is determined by summing the Wimley-White
transfer free energies of each residue using the Wimley-White hydrophobicity scale
[47]. The EEE and QQQ substrates with coil backbones have an additional 5.6 ε
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Parameter Values

mO
a -0.022

mC
a -0.025

mO
b -0.035

mC
b -0.062

mO
c -0.042

mC
c -0.03

bO
a 0.864

bC
a 0.845

bO
b 0.913

bC
b 0.981

bO
c 0.974

bC
c 0.693

Table 3.3: Summary of the parameters for λO and λC interpolation

added to the transfer free energy; this penalty is equal to approximately one-quarter
of the cost for partitioning peptide bonds that lack hydrogen bonds between water
and alkane [47].

From the values of g and corresponding values of λO and λC, all the parameters
for Uinner in Equation 3.9 are derived. This procedure defines a mapping between
generic substrate hydrophobicity and corresponding channel interactions. The set
of four tripeptide substrates used to define this mapping is just one part of a much
larger set of possible tripeptides. In principle, it is possible to simulate all tripeptide
combinations, including heterogeneous tripeptides, but due to the lack of computa-
tional resources we instead use the trilinear interpolation scheme specified here.

The final set of parameters to be defined determine Uouter(ri j ), which describes in-
teractions between NC beads and the outside of the channel. This interaction is
again defined by the generic Lennard-Jones potential given in Equation 3.16. It
is assumed that all interactions with the outside of the channel are approximately
equivalent, as interactions in the membrane will be largely dominated by hydropho-
bic interactions. Parameters are thus assigned based on comparison to the MAR-
TINI parameters for hydrophobic beads and summarized in Table 3.2.

Mapping

Every NC bead in the 3D-CG model is fully specified by four properties that are
used to determine the interactions with the rest of the system: g, the water-membrane
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transfer free energy; q, the charge; λO, the scaling parameter for NC interactions
with the interior of the translocon in its open conformation; and λC, the scaling pa-
rameter for NC interactions with the interior of the translocon in its closed confor-
mation. All of these properties are directly obtained from the amino-acid sequence
as follows. g is equal to the sum of the transfer free energies of the three amino-acid
residues associated with the NC CG bead according to the Wimley-White octanol-
water whole residue hydrophobicity scale. q is equal to the sum of the charges
of the three associated amino-acid residues. It is assumed that arginine and lysine
residues always bear a +1 charge, glutamate and aspartate residues always bear a
-1 charge, and all other residues are neutral. The N- and C-terminal CG beads are
assigned an additional +1 and -1 charge, respectively, and have 6 ε added to their
transfer free energies to account for the additional charge [47, 49]. λO and λC are
then determined from Equations 3.17 and 3.18 using the value of g for the NC bead.

Only the charge must be mapped to CG beads in the ribosome and translocon from
the underlying amino-acid sequence. A CG bead in the ribosome or translocon
is assigned a +1 charge if its corresponding trio of amino acids has a net positive
charge, and -1 charge if the triplet has a net negative charge; otherwise the bead
is neutral. Beads representing the RNA sugar-phosphate backbone in the ribosome
carry a -1 charge and beads representing the nucleobase are neutral.

3.3 Results and Discussion
The ability of the 3D-CG model to reproduce the key features of co-translational
membrane protein insertion and translocation is validated by comparison to exper-
iments. We focus on two seminal experiments done by von Heijne and coworkers
and Spiess and coworkers that examine the stop-transfer efficiency of a transmem-
brane domain with varying hydrophobicity [33], and the topology of inserted trans-
membrane domains as a function of chain length as well as translation rate. Finally,
we develop a binding free energy framework to calculate the interaction between
the RNC and translocon as a function of nascent chain length and interrogate the
interactions during the establishment of type II topology.

Stop-transfer efficiency

The Sec translocon facilitates the integration of hydrophobic transmembrane seg-
ments into the lipid bilayer. When a putative transmembrane segment reaches the
translocon it can either translocate across the membrane bilayer, or it can laterally
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A

Figure 3.6: Stop-transfer efficiency. A. Schematic of the two possible products
of each trajectory where the studied transmembrane domain can either integrate
into the membrane or be secreted through translocation into the ER Lumen. B.
Comparison of experimental assay [33] results, shown in black, for the probability
of integration as a function of the number of leucines in the transmembrane domain
to the probability of integration from simulated results, shown in blue. Results for
all three frameshifts are shown in blue diamonds and the averaged result is shown in
blue squares. A model function corresponding to a system in an apparent two-state
equilibrium (Equation 3.19) is fit through both the experimental results (black line)
and the averaged simulation results (blue line).

partition into the membrane bilayer (Figure 3.6A). Previous work has shown that
the integration probability depends on the hydrophobicity of a putative transmem-
brane segment via an apparent two state equilibrium [32, 33, 59] (Figure 3.6B,
black).

The co-translational integration of transmembrane segments with varying hydropho-
bicities is simulated using the newly developed 3D-CG model. The protein se-
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quence is directly mapped from the Lep protein construct (full sequence and map-
ping given in Appendix E) which has three known transmembrane domains iden-
tified via the UniProt database [60]. All other regions are assigned a coil-like sec-
ondary structure and the transfer free energies reflect the additional free energy cost
of transferring the peptide bonds into the membrane. The first two transmembrane
domains have identical sequences in all constructs while the number of leucines in
the third transmembrane domain is modified. The insertion probability of the third
transmembrane sequence is assayed as shown in Figure 3.6.

The trajectories are initialized with the first two transmembrane domains translated
(initial coordinates given in Appendix F). These domains have the native sequence
and are assumed to integrate with high efficiency. The translation of the remaining
32 beads and transmembrane helix of interest is performed at 5 res/s until the whole
sequence has been translated. A trajectory is terminated when the end conditions
for the integration state or translocation state are reached. The integrated state is
defined as a fully translated NC where all transmembrane beads lie in the membrane
bilayer region defined as −2 ≤ x ≤ 2 and all transmembrane beads have diffused
at least 10 σ away from the origin. The translocated state is defined as having all
beads on the lumen side of the membrane defined as x > 2.5. For each point a total
of 50 independent trajectories are run. For each given 3:1 mapping from the amino
acid sequence, there are three possible frameshifts that lead to three distinct NC CG
bead sequences. For all the studied sequences we plot all three frameshifts and the
average stop-transfer value.

In agreement with previous results, we find that integration probability increases
with the number of leucines in the h-segment. The integration probability, pint, can
be fit to an apparent two state equilibrium (shown in Figure 3.6B) given by Equation
3.19

Pint(nLeu) =
1

1 + exp[−βα∆G(nLeu) + γ]
, (3.19)

where ∆G(nLeu) = nLeu(−2.84ε ) and -2.84 ε is the difference in water-membrane
transfer free energy obtained by mutating an alanine residue to a leucine residue.
For the experimental results [33], the parameters of the two-state equilibrium are
α = 1.37 and γ = 4.69; for the simulated results the parameters are α = 1.66 and
γ = 8.07. The difference in γ values reflects the ∼2 leucine rightward shift in the
probability of integration when comparing the simulation results to the experimen-
tal results (Figure 3.6B). The origin of this shift is not yet well understood but may
be due to unaccounted for effects such as formation of helical structure [48, 61–63].
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Nevertheless, the qualitative agreement confirms the suitability of the 3D-CG model
in capturing the hydrophobicity dependence of stop-transfer for co-translationally
integrated membrane domains.

Topogenesis

Once a transmembrane segment reaches the translocon it can orient either in an
Ncyt/CER topology, or in an NER/Ccyt topology (Figure 3.7 A). Experiments in the
Spiess group have shown that the final topology is kinetically determined; slowing
down NC translation via the addition of the antibiotic cyclohexamide increases the
fraction of the Ncyt/CER topology (Figure 3.7B). Given the additional time to equi-
librate, the NC will adapt the thermodynamically favored Ncyt/CER topology with
a higher probability. Furthermore, a dependence of topology on the length of the
C-terminal loop was observed (Figure 3.7B) [32], where an increase in C-terminal
loop length increases Ncyt/CER topology up until a certain point where the percent
of Ncyt/CER topology plateaus.

The topogenesis of a modifed ASGP receptor (H1∆22) sequence studied by Speiss
and coworkers [26] is simulated using the 3D-CG model. The secondary structure
of the sequence is assumed to be helical for the first 100 residues and coil for the re-
maining residues. This assignment was determined from the PSIPRED secondary
structure prediction server [64, 65]. The complete sequence mapping is given in
Appendix E. Each of the trajectories are initialized with four CG beads translated.
In the default trajectories, translation proceeds at 5 res/s; in the slow trajectories,
translation proceeds at 1.25 res/s to match the effect of cyclohexamide in the exper-
imental results. After translation the trajectories are continued until the end con-
ditions for either Ncyt/CER or NER/Ccyt topologies are met. The end conditions of
the Ncyt/CER topology are defined as integration of all the transmembrane domain
CG beads into the membrane region and the CG bead N-terminal to the transmem-
brane domain in the cytosol (x < -2) and the bead C-terminal to the transmembrane
domain in the lumen (x > 2). Similarly, the NER/Ccyt topology is defined as inte-
gration of all the transmembrane beads into the membrane bilayer region with the
CG bead C-terminal to the transmembrane domain in the cytosol (x < -2) and the
bead N-terminal to the transmembrane domain in the lumen (x > 2). Simulations
are run until one of these end conditions is met. A translocated end condition is
also considered, but no trajectories lead to this state. Each of the calculated points
in Figure 3.7C are the result of 100 individual trajectories.
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Figure 3.7: Topogenesis simulations. A. Schematic of the two possible products of
each trajectory where the studied transmembrane domain can either integrate into
the membrane in a Ncyt/CER (Type II) topology or the NER/Ccyt (Type I) topology.
B. Experimental results [26] for the probability of Type II topology as a function
of C-terminal length. The experiments are done without cyclohexamide (blue) and
with cyclohexamide, an antibiotic that slows the translation rate. C. Simulation
results for probability of Type II topology as a function of C-terminal length. The
simulations are performed with a 5 res/sec translation rate (blue) and a 1.25 res/sec
translation rate (red).
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Figure 3.7C shows that the simulation results are in good agreement with the ex-
perimental results in both the dependence on C-terminal length and the dependence
on ribosomal translation rate. Our previous work [32] suggests that the mechanism
behind the C-terminal loop length dependence is the limited space available in the
ribosome-translocon junction. Once the NC has filled the available space it is forced
to move away from the translocon, and thus the topology cannot further equilibrate.
However, due to the low dimensionality of the previous model, the scaling between
length and volume was incorrect, leading to a premature plateau in the amount of
type II topology observed. In this work, we observe this same mechanism, and
the improved agreement of simulation results and experimental results reflects the
realistic geometry used for the ribosome-translocon junction in the 3D-CG model.

Free energy calculations
To enable the direct comparison to experimental measurements of the binding affin-
ity of the ribosome-nascent chain complex to the translocon, we develop a frame-
work to calculate binding free energies of the RNC to the translocon and membrane
using the 3D-CG model and alchemical free energy calculations. While the effects
of ribosome-translocon interactions in the free energy calculation are not explic-
itly modeled, this analysis can be applied to relative free energies between NC se-
quences with differing lengths and assuming that the ribosome-translocon binding
interaction is insensitive to the NC length.

Despite the reduced computational cost of the 3D-CG model, long-lived metastable
states corresponding to different topologies of the NC are challenging to sample
during the timescales of the trajectories. As a result the straightforward applica-
tion of the alchemical free energy perturbation method is computationally chal-
lenging. Instead, we define discrete states corresponding to the different topologies
that are separated by kinetic barriers and calculate the free energy of binding in
these discrete states. By choosing these states to span all of the configurational
space, the free energies can be recombined to give a total free energy of binding.
Restrained simulations of this type have previously been applied to rotameric states
of sidechains and orientational states of small ligands [66, 67].

For these calculations, we define three states, {0,1,2} as shown in Figure 3.8. Each
of the states are defined by the position of a c-bead shown in blue. The c-bead for a
sequence is chosen as the bead with the highest Wimley-White transfer free energy
of the five beads following the transmembrane domain. Selection of an alternate
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c-bead in principle does not affect the total binding free energy but can affect the
sampling of individual states. State 1 corresponds to configurations associated with
the Ncyt/CER or type I topology and state 2 corresponds to configurations associated
with the NER/Ccyt or type II topology.

ER Lumen

Cytosol
N

N

N

C-bead

State	1 State	0 State	2

Figure 3.8: Discrete states for free energy of binding calculations shown in orange
where the state is defined by the position of the c-bead.

The total binding free energy, ∆Gbind(l), of a given NC sequence with length l is
then obtained from the discrete state free energies via Equation 3.20

∆Gbind(l) = −kT ln
[
exp(−β∆G1(l)) + exp(−β∆G2(l)) + exp(−β∆G0(l))

]
,

(3.20)
where ∆G1 is the free energy between the RNC, in the absence of the translocon and
membrane, and the fully interacting system for configurations where xc < −2. ∆G0

is the free energy of binding between the RNC, in the absence of the translocon and
membrane, and the fully interacting system for configurations where −2 ≤ xc ≤ 2.
∆G2 is the free energy of binding between the RNC, in the absence of the translocon
and membrane, and the fully interacting system for configurations where xc > 2 .
This allows for adequate sampling of each state without requiring frequent sampling
between states that are separated by large barriers associated with translocation of
the hydrophilic c-bead across the membrane.

The discrete state binding free energy, ∆Gs∈{0,1,2}, is the sum of a purely entropic
term ∆Gentr

s associated with confining the NC configurations to those of state s, and
an enthalpic term ∆Ginter

s associated with the interactions of the NC configurations
in the state s with the translocon and membrane environment. Each of these terms
are calculated separately and combined for each state to calculate ∆Gbind(l).
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Calculation of entropic term, ∆Gentr
s

The entropic term, ∆Gentr
s (l) associated with the confinement of the NC with length

l to configurations of a given state (Figure 3.8), is calculated via unbiased simu-
lations. The unbiased simulations are used to calculate the probability of being in
each state, ps (l) followed by Boltzmann inversion of the probabilities to obtain the
associated free energies, ∆Gentr

s (l) = −kT ln[ps (l)].

For a given sequence of length l, trajectories are initialized with four beads trans-
lated as shown in Appendix F. Ribosomal translation is modeled by introducing
CG beads at the exit point, r = {−6.4,0.01.4}, sequentially at the C-terminus until
l beads have been translated. The trajectory is then “stalled” at length l by halting
further translation and leaving the last translated bead fixed at the exit point. All
other beads are allowed to evolve according to Equation 3.12. Statistics for the
position of the c-bead are collected for 15 seconds after translation. For the calcu-
lation of ∆Gentr

s , all interactions associated with NC-translocon and NC-membrane
interactions (Equations 3.7 and 3.8) are removed.

Figure 3.9 shows the calculated ∆Gentr
s for a model sequence shown in Appendix E.
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Figure 3.9: Entropic free energy for discrete states.

The calculated ∆Gentr
s for State 1 has a minimum at short C-terminal lengths and

eventually plateaus at a value of ∼1.4 kT. For the very short C-terminal domains,
the total possible length of the chain from the stalled c-terminal bead to the c-bead
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lies within State 1, and therefore there is no free energy cost associated with con-
finement to State 1. For State 0, this corresponds to the confinement of the c-bead
to values of −2 < x < 2. This has a minimum when the radius of gyration for the
c-bead fits into the State 0 space and incurs a penalty for both shorter and longer
lengths. Finally, for State 2, there is a large penalty at short lengths associated with
the finite extension of the bond lengths. At longer C-terminal lengths, the chain
becomes long enough to reach the x ≥ 2 state. The entropic terms calculated here
are expected to be insensitive to the amino-acid sequence changes since ribosome-
nascent chain interactions are identical except for charge interactions.

Calculation of interaction term, ∆Ginter
s

We calculate the interaction term ∆Ginter
s (l) associated with interaction of the NC

with the translocon and membrane in the bound RNC-translocon complex for NC
configurations in the state s using the alchemcal free energy perturbation method
and uncoupling the interactions of the translocon and membrane.

The free energy difference ∆Ginter
s (l) is calculated from independent sampling tra-

jectories performed with potential energy functions corresponding to a different
value of a parameter ζ , such that

V (ζ ) = (1 − ζ )V0 + ζV1. (3.21)

V0 refers to the state without channel and membrane bilayer interactions, and V1

refers to the state with fully interacting channel and membrane potentials (Equa-
tions 3.7 and 3.8). The Bennett acceptance ratio (BAR) method [68] is used to
bidirectionally weight the collected data from trajectories sampled in the i and i + 1
potential, and calculate ∆Gi,i+1, the FE difference between the i and i + 1 states.
∆Gmail .comi, i + 1, is calculated by iteratively solving the following equations

eβ∆Gi, i+1 =

〈
f [−β(∆Ui+1,i − C)]

〉
i+1〈

f [β(∆Ui,i+1 − C)]
〉

i
e(βC),

f (x) =
1

1 + ex , (3.22)

C = ∆G +
1
β

ln
Ni+1

Ni
,

where ∆Ui,i+1 = Ui+1(xi)−Ui (xi). Ui (xi) is the potential energy of the configuration
xi sampled with the i potential and evaluated in the i potential. Ui+1(xi) is the po-
tential energy of the configuration xi sampled with the i potential, but evaluated in
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the i+1 potential. Ni is the number of independently sampled points in trajectory i.
For each value of ζ ∈ {0.0,0.01,0.03,0.05,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1}
a stalled CG trajectory is performed to sample the configuration space in the as-
signed state s.

Trajectories are initialized with four beads translated as shown in Appendix F. Ri-
bosomal translation is modeled at 5 res/s by introducing CG beads at the exit point,
r = {−6.4,0.01.4}, sequentially at the C-terminus until L beads have been translated
and the trajectory is then “stalled” at length L for sampling. Statistics for ∆Ui,i+1

are collected for 1 minute in each potential Ui. To ensure the proper sampling for
each state space, we apply restraint potentials U1

res,U
0
res,U

2
res associated with each

state given by

U1
res(xc) =

 1
2 kres(xc + 2)2 , xc > −2

0 , xc ≤ −2

 , (3.23)

U2
res(xc) =

 1
2 kres(xc − 2)2 , xc < 2

0 , xc ≥ 2

 , (3.24)

U0
res(xc) =

 1
2 kres(xc + 2)2 , xc < −2
1
2 kres(xc − 2)2 , xc > 2

 , (3.25)

where the restraint potential is applied on the c-bead. The potential is constructed
to be zero when the c-bead is in the correct state and applies a harmonic restoring
potential when it is not. As described in Chapter 2, checks for the convergence
of each sampling trajectory and the overlap between neighboring trajectories will
be done. We check the autocorrelation function (ACF) of ∆Ui,i+1(t) to find decor-
relation times which determine the frequency of sampling for the FE calculations.
The overlap between neighboring trajectories is checked via Bennett’s overlapping
histograms and sufficient windows are added to ensure good overlap [69].

3.4 Conclusions
The proper insertion and topology of membrane proteins is established during co-
translational integration at the Sec translocon. We have developed a new 3D-CG
model to directly simulate the long-timescales of this process and to interrogate the
binding energetics of the RNC and translocon. The 3D-CG model is shown to re-
produce key features of membrane protein integration, including the stop-transfer
efficiency as a function of transmembrane domain hydrophobicity and effects of
translation rate and C-terminal length on topogenesis. The 3D-CG model also rigor-
ously preserves detailed balance to allow for the calculation of free energies through
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the discrete state binding free energy framework described. Furthermore, the direct
structural mapping approach for the ribosome and translocon allows for the future
investigation of species-specific effects as additional structural information is ob-
tained from experiments. The bottom-up parameterization strategy provides a way
to probe translocon mutations to identify key residues of the translocon. Finally
the inclusion of the full-dimensionality of the system offers the possibility to in-
corporate secondary and tertiary structure effects into future simulation models of
membrane protein integration.
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C h a p t e r 4

DEVELOPMENT OF A SIMULATION MODEL TO STUDY
LITHIUM DENDRITE GROWTH IN SECONDARY BATTERIES

4.1 Introduction
Lithium metal is an attractive battery anode material due to its potential for high
energy density storage applications [1–3]. The direct reduction of the highly elec-
tropositive lithium ions onto the metal surface offers a theoretical energy density
of 3860 mAh g−1 [4, 5], significantly higher than intercalation materials used in
lithium-ion batteries. However the development of lithium metal batteries in sec-
ondary (rechargeable) batteries has been hindered by the propensity of lithium metal
to form dendritic depositions during the battery recharging process [6–10]. The
growth of these lithium dendrites leads to battery degradation and loss of cycling
efficiency via side reactions with the electrolyte and fragmentation of the metal
surface; as well as more extreme failure mechanisms through battery shorting and
thermal runaway [8, 11, 12].

The molecular mechanisms associated with dendrite initiation and growth have yet
to be fully elucidated [2], and improved understanding is needed to guide develop-
ment of dendrite mitigation strategies. Experimental studies have shown that for-
mation of dendritic growth during battery recharging is dependent on a wide range
of factors including current density [7, 8, 13, 14], electrolyte composition [15–
19], additives [20, 21], mechanical properties of electrode-electrolyte interface [22,
23], temperature [24], and cycling protocol [4, 25–27]. In particular, these studies
revealed the importance of a surface film formed during the initial cycling steps.
This film, first described by Peled and coworkers [28], often called the solid elec-
trolyte interphase (SEI) layer is an ionically conducting but electrically insulating
layer that forms from the reaction of the commonly used organic electrolytes with
the lithium metal surface [29]. The SEI layer has a protective effect by preventing
further reactions with the electrolyte and has been shown to be critical for stable
cycling [29]. The dependence on these electrochemical, mechanical and kinetic
properties highlight the need to incorporate the effects of nonequilibrium dynamics
and heterogenous electrolyte environment into models of dendrite formation in the
lithium metal battery.
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Computational approaches for studying dendrite growth have commonly included
(i) continuum methods to model the evolution of the electrode-electrolyte surface
[30–36], (ii) calculation of concentration gradients of the ions [7, 37], (iii) and
detailed density functional theory (DFT) calculations to examine the stability of
lithium metal atoms [38, 39]. However, there have been few atomistic simulation
studies of the lithium deposition and dissolution process. Studying the growth of
lithium dendrites poses a unique challenge to atomistic simulation methods due to
the complexity of the interfacial electrode-electrolyte system, long timescales of
battery cycling processes, and long length-scales inherent in studying the micron-
sized dendrite growth.

Early atomistic simulation studies of metal electrodeposition used reaction-diffusion
type models to understand the effects of current density on the deposited structure
[40–43]. Previous work in the Miller group developed a particle-based reaction-
diffusion model of a lithium metal anode that studied the effects of different pulse-
charging waveforms on deposition morphology. Other work has included the effects
of electric field concentration at the tips and diffusion of the plated Li atoms [24,
44, 45]. Studies have also established the connection between the continuum and
particle based approaches [46, 47].

In this work, we extend the previously developed reaction-diffusion CG model of
lithium deposition [48] to model the lithium electrodissolution process that results
in unplating of lithium metal atoms. Experimental studies have shown that the
configuration of the metal surface at the end of the dissolution step impacts the
structure of the metal deposits during the subsequent plating step [49–53]. Fur-
thermore, addition of lithium electrodissolution allows for modeling of both the
plating and unplating processes that contribute to loss of cycling efficiency. Ex-
perimental studies have observed the ionic mass transfer away from the surface
during electrodissolution is found to follow simple diffusion models [54] suggest-
ing that the physics underlying dissolution can similarly be modeled within the
reaction-diffusion framework. We also extend the model to explicitly capture the
heterogeneity of the SEI layer to observe the effect of mechanical barriers, which
has been shown experimentally to inhibit dendrite growth [22, 23, 55]. Simula-
tions performed here provide insight to the effect of current density, pulse charg-
ing, reverse pulse charging, and nanoparticle additives in the inhibition of dendritic
growth and improvement of cycling efficiency. We leverage these insights to study
optimal charging protocols for the prevention of dendrite growth while balancing
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the practical need for fast charging.

4.2 Methods
We extend a previously developed CG model of lithium dendrite formation which
enabled the simulations of the long length-scales and timescales relevant to den-
drite formation [48]. We retain the key features of the previous developed CG
model for lithium deposition including i) off-lattice dynamics of the lithium ion
at the electrode interface where the interaction with counterions and electrolyte is
treated implicitly, ii) stochastic reaction events associated with electron-transfer at
the electrode surface and plating of the lithium atoms, iii) a particle bath that re-
produces the bulk cation concentration far from the electrode surface. This model
has shown to predict the effect of current density and pulse-charging waveforms
on the dendrite formation propensity [48, 56]. However, the previous model only
studied the reduction of lithium ions during the recharging process in a homoge-
neous electrolyte environment. In the following section, we describe the extension
of the CG model to incorporate dissolution of the lithium metal surface with the
applications of a reverse potential. This allows for the modeling of a cycling proto-
col and for the examination of diverse pulse sequences which include short reverse
pulses. Furthermore, we introduce barrier particles to model the inhomogeneity in
the electrolyte environment from nanostructured artificial SEI layers which have
shown great promise in inhibiting dendritic growth [22, 23].

System
We model lithium deposition and dissolution at the planar electrode surface of a
lithium metal battery (Figure 4.1). All simulations are performed using a simula-
tion box of size ds = 24 nm and with periodic boundary conditions in the x and
y coordinates. The box has a height dh = 12 nm to a particle bath region of an
additional 1 nm. Lithium cations (Figure 4.1, red) in the SEI and metal atoms (Fig-
ure 4.1, black) that are formed via reductive deposition of the cations are explicitly
represented.

The SEI is an electrically insulating but ionically conducting surface film formed
from the reaction of the organic electrolytes with the lithium metal surface [28],
and has been reported to have thickness between 5 to 50 nm [57–59] via atomic
force microscopy, X-ray photon spectroscopy, and scanning probe microscopy. The
lithium ions are believed to lose their electrolyte solvation shell in bulk solution and
migrate through the SEI layer through Shottkey vacancies to reach the electrode
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surface [29]. In all simulations, the SEI is assumed to extend uniformly through
the simulation cell. The particle bath region (Figure 4.1, green) keeps the bulk
concentration of ions in the region dh from the surface at a constant concentration
CLi. For the indicated simulations, we introduce barrier particles to model the effect
of artificial SEI layers that provide mechanical resistance to dendrite formation.

Electrode	Surface

Particle	Bath	Region

Electron	Transfer

Electrode	Surface

Particle	Bath	Region

Electron	Transfer

dh

ds

Li
Diffusion

A B

Dead	Lithium

Figure 4.1: CG modeling of dendrite formation in a lithium metal battery. A.
Lithium ion plating events after electron transfer shown in blue. B. Lithium disso-
lution events after electron transfer shown in green. Formation of detached lithium
after dissolution shown in gray.

Ion and blocker interactions and dynamics
Lithium metal ions evolve according to an overdamped Brownian dynamics which
is simulated using the forward Euler integration scheme shown in Equation 4.1.

ri(t + ∆t) = ri(t) + (2D∆t)
1
2 gi, (4.1)

where ri (t) is the 3D position vector for lithium cation i at time t, gi is a 3D vector
of normally distributed random variables, D is the cation diffusion coefficient, and
∆t is the time step. The ion-ion interactions are assumed to be screened at the bulk
concentration CLi and are treated as effectively non-interacting.

Barrier particles evolve according to an overdamped Brownian dynamics as shown
in Equation 4.2 where

rb(t + ∆t) = rb(t) − ∇U (rb)D/kBT + (2Db∆t)
1
2 gb, (4.2)
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parameter value ranges

particle radius, a 0.119 nm
diffusion coefficient, Di 1.40 x 10−14 m2 s−1

concentration, Ci 0.174 M
time step, ∆t 2.53 x 10−7 s

reaction probability, p 0.001-1
dissolution probability, pd 0.0001-1

bond energy, kn 10 kBT
particle bath timescale, τ 2.53 x 10−3 s

anode on time, ton 0.253 µs - 25.3 s
anode off time, toff 0.253 µs - 25.3 s

anode reverse time, trev 0.253 µs- 0.253 s
blocker diffusion coefficient, Db 0.001 Di - 0.1 Di

blocker length, rb 11.9 nm

Table 4.1: Summary of parameters for the lithium metal battery cycling model and
their studied ranges.

where rb(t) is the three-dimensional position vector for barrier particle b at time t,
gb is a 3D vector of normally distributed random variables, Db is the barrier particle
diffusion coefficient, and ∆t is the time step and U (rb) is defined in Equation 4.3.

U (rb) =
a=Nb∑
a,b

4ε
[

1
(rb − ra)12 −

1
(rb − ra)6

]
+

Nm∑
m=0

4ε
[

1
(rb − rm)12 −

1
(rb − rm)6

]
,

(4.3)
Here, a barrier particle, b, interacts with all other barrier particles, a, and plated
lithium metal atoms, m, according to a WCA potential [60]. Ions are allowed to
freely diffuse through the blockers as is expected for an ionically conductive SEI
layer [23].

The parameters and system geometry described here are designed to model a pro-
posed battery coin cell architecture such as that described by Yang and coworkers
[4] in a lithium hexafluorophosphate in ethylene carbonate/dimethyl carbonate elec-
trolyte medium.

Lithium reduction and oxidation at the electrode
Electrodeposition of lithium cations at the metal electrode occurs after an electron-
transfer event to the electrode interface that causes reduction of the cation. We
model this event by a stochastic process that is attempted when an MD move gen-
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erated by Equation 4.1 results in an ion at a distance, r , from the electrode surface
or a previously reduced lithium atom, which is less than its radius, a (Figure 4.1A).
The reduction event is accepted with a probability p given by Equation 4.4:

p = 1 − ekET(r,η)∆t . (4.4)

This reaction probability p takes into account the material-dependent properties of
the battery via the rate of electron transfer kET defined in Equation 4.5 which also
depends on the applied overpotential, η:

kET(r, η) = τ−1
sol kel(r, η)e−∆G‡ (r,η)/kBT . (4.5)

Here, the prefactor terms τsol and κel(r, ) are related to the timescale for solvent fluc-
tuations and the probability of reactive electron tunneling, respectively. ∆G‡(r, η)
is the free energy for the solvent reorganization to the electron-transfer transition
state. Previous studies have also proposed alternate interpretations for the stochastic
reduction probabilities [41–43, 61].

If the reduction attempt fails, then the position update from Equation 4.1 is rejected,
and the cation is left in its previous position. If the reduction attempt is successful,
the lithium cation is then switched to a reduced lithium metal atom and deposited
on the electrode or other metal atoms. Upon deposition, the position of the new
metal atom is adjusted to avoid overlaps and account for the finite volume of the
metal atoms [42, 48] via the following protocol. If the new metal atom overlaps
with the electrode, then the position of the atom is shifted outward until the overlap
is eliminated. If the volume of the new metal atom overlaps with that of another
metal atom, the position of the new metal atom is shifted along the vector rnew−rold

until the overlap is eliminated; where rnew and rold indicate the respective positions
of the new and previously plated metal atoms. This cycle is iterated until either
the newly deposited atom has no overlaps with the electrode or previously plated
atoms, or if 100 cycles have been performed without eliminating all overlaps. In the
second case, the reduction event is then rejected and the lithium cation is returned
to its position from the previous step.

After plating, the positions of reduced metal atoms remain fixed, implicitly assum-
ing that the timescale for diffusion of the metals on the surface is slow in comparison
to the other timescales in the system. Experimental evidence confirms that lithium
diffusion in metallic lithium has a diffusion coefficient of 0.006-0.31 cm2/s−1 sec-
onds so this assumption seems reasonable [62]. Further extensions of the model
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could incorporate diffusion on the surface if necessary. Position updates and reduc-
tion attempts are applied sequentially to ion particles in these simulations, where
both steps are performed for a given particle before the next ion particle position is
updated.

Electrochemical dissolution of lithium atoms from the metal surface is similarly
the result of oxidation of lithium metal via an electron-transfer event. Dissolution
at the metal surface has previously been studied via Monte Carlo simulation of
2D lattice models [63, 64] in the context of crystal dissolution into a solvent. We
similarly model this event by a stochastic process that is attempted by all plated
lithium atoms with a probability defined in Equation 4.6

prev = (1 − ekET(η)∆t )e−Ebondnbond . (4.6)

This reaction probability prev has the same form as the plating probability p where
the material-dependent properties of the battery are accounted for by the rate of
electron transfer kET. This rate also accounts for the effect of the applied overpo-
tential, η. The rate is also dependent on the number of bonds, nbond, defined as all
atoms in contact with the given atom and a bond energy Ebond that describes the
favorable interactions in the lattice between neighboring atoms [38, 39, 65].

If the dissolution step is rejected, no changes to the atom position or state are made.
If the dissolution attempt is successful, the lithium metal atom is then switched to
a lithium ion at the same position and resumes dynamics according to Equation 4.1
in the following step. Following a successful dissolution step, the connectivity of
its remaining neighbors is checked for attachment to the surface (Figure 4.1B). If
connectivity is not maintained, the number of particles in the disconnected cluster of
lithium metal atoms ncluster is counted. We define a minimum nucleus size Ndead =

5. For clusters, which ncluster ≥ Ndead, the lithium metal particles are switched to an
electrically disconnected state where they no longer participate in either reduction
or oxidation steps. For clusters where ncluster < Ndead, the lithium metal is assumed
to be dissolved as well and returned to the lithium ion state at the same position.
This formation of disconnected lithium metal clusters that no longer participate has
been observed experimentally and causes a loss of cycling efficiency in the battery
due to the loss of active material [13, 51, 66–68]. The choice of Ndead has not been
found to affect the qualitative results of shown here, but future calculations can be
done to obtain an accurate estimation of this parameter.

For simulations that include barrier particles, the rate of electron transfer to cations
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in the barrier particle is greatly reduced. This is reflected in the reaction probability
p, which is set to 0 for ions diffusing in a barrier particle. This accounts for the fact
that these barriers are typically electrically insulating, preventing electron transfer
reactions at the metal surface [21, 23, 28].

Battery charging and cycling trajectories
Battery charging trajectories are run for a series of different time-dependent volt-
ages. In all trajectories, no plated particles are in the initial simulation cell and
ions are randomly placed with uniform probability at the given ion concentration.
For battery charging simulations, the trajectories are terminated when the highest
plated particle reaches the bottom edge of the particle bath region. For battery cy-
cling simulations, the trajectories are terminated after a fixed amount of time has
passed. Although these trajectories only examine the relatively short-timescale den-
drite initiation processes, results from the previous model [48] have shown that an
analysis of the plated structures at these lengths correlated with experimental results
on much longer timescales [44].

We characterize the dendrite propensity α of the plated structure defined as

α =

[
V−1

cell

∫ da

0
ρ(z)δz

] −1

, (4.7)

where ρ(z) is the number density of plated particles at height z, Vcell is the volume
of the simulation cell and dbath is the distance from the electrode surface to defined
distance from the surface dα = 1.19 nm. We quantify the current density i defined
as

i(∆t) =
nplated(∆t)F

Acell∆t
, (4.8)

where nplated(t) is the number of particles plated during the time ∆t, Acell is the area
of the electrode surface and F is Faraday’s constant.

4.3 Results and Discussion
In this work, we reexamine continuous charging and pulse charging protocols for
both the plated structure, α and current density, i. We then apply the extended model
to study reverse pulse charging protocols and the effect of mechanical barriers on
dendrite formation. Finally, we study the loss of efficiency during battery cycling
from the formation of electrically disconnected “dead” lithium.
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Lithium plating during continuous charging
The CG model is applied to study continuous charging as a function of probabil-
ity (i.e. applied voltage) as was done in the previous model [48] for p ∈ {1, 0.91,
0.5, 0.1, 0.091, 0.05, 0.01, 0.001}. Observations of the resulting plated structures
(Figure 4.2) reveal that trajectories with high plating probabilities result in uneven,
loosely-plated structures; and trajectories with low plating probabilities lead to uni-
form, densely-plated structures.

p=0.001                     p=0.01                           p=0.1                         p=1

Figure 4.2: Snapshots of the plated structure from representative trajectories at the
given reaction probability.

Figure 4.3 plots the dendrite propensity and the average current density as a func-
tion of the reaction probability p. Figure 4.3A shows that the density of the plated
structure, quantified by α, decreases with increasing probability. However, Fig-
ure 4.3B shows that the average current density, which directly indicates the total
time needed to charge the cell, decreases with decreasing probability. This is in
agreement with experimental studies that find that dendrite growth is correlated to
the current density [7, 8]. This correlation between the dendrite propensity and
the current density limits the ability to leverage low current density charging when
time limitations are placed on the charging process. Figure 4.3B also reveals that
for p > 0.1, the plating process is essentially diffusion-limited, where increasing
the reaction probability has little effect on the average number of plated particles
per unit time. In this regime, the plated structures are uneven and loosely plated.
Conversely for low voltage charging, the plating is reaction-limited and the plated
structure is uniform and dense.

Lithium plating during pulse charging
Next, the CG model is applied to study time-dependent voltages which can alter
the balance between diffusive and reactive timescales without needing to alter the
applied voltage. Here, the reaction probability p = 1 for all times ton and p = 0
for all times toff. The ratio of these pulse times is given by γ = toff/ton. Figure 4.4
plots the dendrite propensity α and average current i for a series of pulse sequences
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Figure 4.3: Dendrite formation and current density during continuous plating. A.
Dendrite propensity α during continuous charging as a function of reaction prob-
ability p. B. Current density during continuous charging as a function of reaction
probability p.

where ton ∈ {0.253 µs, 2.53 µs, 25.3 µs, 253 µs, 2.53 ms, 25.3 ms, 253 ms} and
γ ∈ {0.1, 1, 10, 100}.

Figure 4.4A shows that, at long pulse lengths, the addition of off pulses by increa-
seing γ makes little difference on the plated structure. However, as the pulse length
decreases and γ increases, the dendrite propensity is reduced leading to more uni-
form growth. In the infinitely short pulse-length limit, the effect of pulsing becomes
identical to continuous charging with a lowered reaction probability equal to 1/γ.
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Figure 4.4: Dendrite formation and current density during pulse plating. A. Den-
drite propensity α during pulse charging as a function of ton pulse length. The
reference result for infinitely fast pulsing corresponds to a reaction probability with
the given γ value and is shown for each pulse ratio in dotted lines. B. Current
density i during pulse charging as a function of ton pulse length.

This limit is shown in dotted lines in Figure 4.4A. This analysis allows us to iden-
tify certain pulse sequences (e.g. γ = 1, ton = 25 µs) where pulsing improves upon
the plating in the infinitely short pulse-length limit. These results are in agreement
with the previous models and experiments [44, 48].

Figure 4.4B plots the average current density during pulse charging and shows that,
for the given parameters, decreasing the pulse length leads to increased current den-
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sity and faster charging. By going to extremely short pulses, uniform growth can be
obtained without sacrificing a relatively high current density. However these pulse
lengths are quite short (µs) and pose a challenge to implementation in a realistic
battery system [69].

Lithium plating during reverse pulse charging
The extended CG model is then applied to study reverse pulse charging. Reverse
pulse charging replaces the time toff, from pulse charging where no voltage is ap-
plied, with a reverse voltage for time trev, leading to lithium metal electrodissolu-
tion. For trev < ton, this can lead to net charging. This has been proposed by Yang
et al. [4] as a potential strategy to improve cycling efficiency and reduce dendrite
growth without needing to wait for long times toff.

Figure 4.5 shows the results for trajectories using these reverse pulse sequences
with ton ∈ {0.0253 s, 0.253 s, 2.53 s, 25.3 s} and with varying ratios γ ∈ {10−5,
10−4, 10−3, 10−2}, where γ = trev/ton. These ratios are much smaller than unity
in order to lead to a net plating of the lithium ions. The reaction probability p = 1
during ton pulses, and the reverse reaction probability prev = 1 for the trev pulses.

Figure 4.5A reveals that the dendrite propensity decreases with both decreasing
pulse length and increasing ratio γ. This is analogous to the trends seen for pulse
charging. However, the mechanism for decreasing dendrite propensity is not the
result of increasing time for diffusion since trev is very short. Instead, the improve-
ment is due to the removal of plated particles with few neighbors. The reverse pulse
allows for the removal of these particles and allows them to diffuse to a new location
with additional neighbors. By biasing the position of the plated atoms to positions
with additional neighbors, the final plated structure is more uniform and densely
packed. By increasing the ratio, γ, more particles are removed during the trev step
relative to the ton step. Shorter ton time leads to fewer particles plated per pulse and
less dead lithium formation, which also leads to a lower dendrite propensity.

Promisingly, the effective current density shown in Figure 4.5B is not as sensitive to
either the pulse length or γ, as was seen for pulse charging. Reverse pulse charging
appears to be a promising way to increase the density of the plating while maintain-
ing a high average current density. Further studies will perform tests for the effects
of the bond strength parameter, kn, and the crystal size parameter, Ndead. These
parameters may also be experimentally modified with the addition of additives or
through the use of microstructured supports [20, 55].
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Figure 4.5: Dendrite formation and current density during reverse pulse plating.
A. Dendrite propensity α during reverse pulse charging as a function of ton pulse
length. B. Current density i during reverse pulse charging as a function of ton pulse
length.

Lithium plating in the presence of a mechanical barrier
The model is applied to simulate a mechanical barrier that acts as an electrically
insulating but ionically conducting layer as shown in Figure 4.6A. Here the barrier
particle spans the area of the simulation cell and allows for ion diffusion through
the particle but prevents electron transfer processes [23]. Figure 4.6B plots the ef-
fect of barrier diffusion coefficient on the dendrite propensity for DB ∈ {0.1D0,
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0.01D0, 0.001D0}. Slower diffusion coefficients, corresponding to more mechani-
cally stiff (higher modulus) barriers, lead to less dendrite growth in agreement with
experimental observations [22, 32].

Electrode Surface

Barrier

A B

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0.001  0.01  0.1
α

 (n
m

-3
)

Blocker Diffusion Coefficient (D/Di)

Figure 4.6: Plating with mechanical barrier. A. Snapshot of a plating trajectory with
a barrier particle shown in transparent gray volume. The barrier particle is ionically
conductive to lithium ion particles shown in gray spheres but electrically insulating.
Plated particles are colored from blue to red as a function of their plating time. B.
Dendrite propensity α as a function of the blocker diffusion coefficient, with the
continuous plating reference without any blocker particles shown in dashed line.

Quantifying efficiency losses from dead lithium
One contributing factor to the loss of cycling efficiency in batteries is the electrical
disconnection of lithium metal particles [13, 52, 56]. This effect can be quantified
by studying cycling trajectories where the ratio of ton to trev time is equal, corre-
sponding to repeated charge-discharge cycles of battery operation. This has been
studied experimentally [27, 56], and it has been observed that the fraction of dead
lithium increases as the cycle length increases. Figure 4.7 plots the fraction of dead
lithium after cycling. For these simulations, the reaction probabiltiy p = 1 for ton

and prev = 1 for trev. In the simulations, it is found that increasing cycle length leads
to an increase in the fraction of dead lithium.

However the increase in fraction of dead lithium is much larger than expected, going
up to as high is 60 % for the longest studied cycle lengths. This suggests that factors
that prevent the formation of dead lithium, including diffusion effects of lithium
metal atoms and possible reconnection of previously disconnected particles, are
missing from the current model. These features will be implemented and explored
in future models.
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Figure 4.7: (A) Fraction of dead lithium as a function of cycle length

4.4 Conclusions
Understanding the factors that contribute to dendrite growth in lithium metal bat-
teries is critical to development of this battery chemistry for commercial recharge-
able applications. We’ve extended a previously developed particle-based simula-
tion model to incorporate both deposition and dissolution of lithium ions onto the
surface. This allows for charging protocols that use reverse pulse charging meth-
ods which lead to more uniform, dense growth even at relatively long ton pulses.
Furthermore, the model is applied to study the effect of mechanical barriers on den-
drite growth and found that slower diffusing particles have a stronger impact on
the deposited structure. Finally, the model allows for the simulation of the loss of
cycling efficiency due to formation of electrically disconnected lithium from the
surface. This model provides a computationally efficient and flexible model that
can be systematically improved though more detailed DFT or molecular dynamics
calculations to have a more accurate treatment of surface energetics, dissolution and
deposition rates, and effects of novel additives and SEI heterogeneity.
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A p p e n d i x A

3D-CG MODEL RIBOSOME COORDINATES

x y z q

-7.514784 -1.683994 -0.886238 1
-8.104101 -1.63385 -1.649206 -1
-7.586482 -1.685579 -2.602041 -1
-6.807804 -1.552141 -2.66721 1
-6.934504 -0.932227 -2.063273 1
-7.18765 -0.476263 -0.88001 1
-7.55626 -0.161701 0.103331 0

-8.111252 0.693923 0.096178 1
-8.848511 0.62285 -0.422665 1
-8.726295 0.53167 -0.967654 0
-8.581862 0.502603 -1.522917 0
-8.457825 0.468627 -2.079291 1
-8.009384 0.26054 -2.760692 0
-7.346953 0.800207 -2.699984 1
-7.480787 1.183157 -2.275319 1
-7.708429 1.55205 -1.88268 1
-7.925132 1.970529 -1.599212 -1
-8.096656 2.451092 -1.720752 1
-8.35369 1.756134 -0.918598 1
-7.90209 1.209179 -0.784119 1

-7.450047 0.889351 -0.92273 -1
-7.062152 0.575055 -1.221159 0
-6.755085 0.266189 -1.568044 1
-6.435247 -0.068135 -1.914705 -1
-6.123912 -0.450625 -2.175959 -1
-5.779541 -0.832027 -2.385568 1
-6.296489 -0.319211 -3.007501 -1
-6.896547 0.036104 -3.14476 -1
-7.776091 -0.284098 -2.537796 -1
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x y z q

-8.223771 -0.55361 -1.583764 0
-8.557389 -0.388812 -0.385669 1
-8.371603 -0.342078 0.739254 1
-8.359682 0.447649 1.657952 1
-8.65766 0.520874 0.941092 0

-8.106941 -0.114718 -0.031991 0
-7.753336 -0.446516 -1.108682 -1
-7.407497 -0.677052 -2.310091 0
-7.356667 -0.55923 -3.468588 -1
-5.203617 3.362772 2.155831 1
-5.057833 3.780104 2.505895 1
-4.659746 4.36749 0.899629 -1
-4.277495 3.735466 1.011242 -1
-4.174492 3.505845 1.547386 -1
-4.094404 3.119773 2.145225 0
-3.881707 3.519771 2.967959 1
-3.744357 3.958434 2.637524 1
-3.68001 4.408961 2.298991 1

-3.473564 0.749758 4.749194 0
-3.552078 1.447487 3.85495 -1
-3.425063 1.921056 4.114153 0
-3.059727 2.233526 4.353235 1
-1.975106 1.344479 4.755291 -1
-2.01388 0.757324 4.649225 1

-2.509607 0.81366 4.173068 0
-4.964982 -4.756104 0.572706 1
-3.784516 -3.992066 2.205 0
-4.687457 -3.752044 2.793225 1
-5.303025 -3.610978 2.785104 1
-4.640579 -4.00463 2.149108 0
-3.816852 -4.102335 1.272858 0
-4.344304 -3.714395 0.804874 1
-4.619082 -2.628932 0.266636 0
-4.161883 -2.298399 0.313689 0
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x y z q

-4.24987 -3.118298 1.02813 0
-4.897228 -3.952685 1.569452 0
-6.722128 4.293695 -2.432271 0
-6.608298 3.961377 -1.620074 -1
-6.244474 4.755228 -0.8346 0
-5.506506 4.457987 -2.205013 1
-4.922037 3.671612 -1.74164 -1
-5.353688 2.894681 -1.646003 -1
-5.88365 3.144233 -2.135169 1

-5.917623 4.198153 -1.966941 0
-2.95147 -0.376184 4.647504 1

-3.088004 -0.100077 4.172251 1
-3.195552 0.198445 3.678947 0
-2.933055 -0.706494 3.376565 0
-2.975758 -1.145552 3.757329 1
-3.22458 -1.393489 4.283186 1

-6.066441 0.424702 4.810067 1
-5.98403 0.247252 4.246869 1

-6.006935 0.025124 3.439772 1
-5.526089 -0.773988 2.839593 0
-5.450147 -1.42372 2.645922 1
-5.481937 -2.187127 2.581109 1
-6.280627 -2.211244 2.772688 1
-6.485852 -1.135558 2.682083 1
-6.836171 -0.525602 3.355149 1
-6.958267 0.446914 3.618493 1
-7.416985 1.232612 3.702267 1
-7.536821 0.804196 4.323363 1
-6.536097 -4.932045 -0.155972 -1
-5.976399 -4.554326 0.018835 -1
-5.828768 -4.928628 0.608428 -1
-6.271484 -4.422851 1.377006 -1
-7.71665 -2.72091 3.574988 -1
-7.15486 -2.198583 3.45203 -1
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x y z q

-7.141372 -1.659361 3.855717 -1
-7.527959 -0.960305 4.401132 -1
-7.637008 -0.3876 3.964318 -1
-8.156937 -1.806358 2.66701 -1
-7.668999 -2.361648 2.468448 -1
-7.306376 -2.747416 1.938752 -1
-7.028788 -2.8606 1.280898 -1
-6.673718 -3.394406 1.052037 -1
-6.258715 -3.70643 1.429786 -1
-5.621276 -3.33408 1.501403 -1
-5.333146 -2.630675 1.342324 -1
-5.237078 -2.692106 0.686341 -1
-5.541985 -1.994575 0.823444 -1
-5.41071 -1.601363 0.129616 -1

-4.703253 -1.421517 0.061419 -1
-4.522466 -1.132499 -0.595294 -1
-4.71096 -0.736705 -1.200532 -1

-5.194466 -0.250149 -1.382146 -1
-5.693535 0.248671 -1.326739 -1
-5.926606 0.657955 -0.84206 -1
-5.594098 0.886976 -0.205503 -1
-5.877913 0.355341 0.225119 -1
-6.488565 -0.056376 0.418027 -1
-6.822438 -0.45539 -0.107536 -1
-6.703855 -0.813423 -0.750199 -1
-6.451704 -1.136321 -1.366479 -1
-5.946532 -1.661798 -1.496548 -1
-5.450998 -2.089452 -1.194633 -1
-5.295523 -2.515441 -0.638843 -1
-5.421827 -2.952168 -0.100591 -1
-5.906164 -3.447366 0.10389 -1
-6.360958 -3.772298 -0.310527 -1
-6.800495 -3.24539 -0.30469 -1
-6.924729 -2.468665 -0.238479 -1
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x y z q

-7.504069 -2.646235 -0.207135 -1
-7.1954 -2.572556 0.420018 -1

-6.852505 -1.860004 0.631903 -1
-6.749088 -1.611204 1.330265 -1
-7.483751 -1.658048 1.487298 -1
-7.420054 -2.253952 1.097353 -1
-7.643354 -2.897773 0.896772 -1
-8.23551 -3.082632 0.56464 -1

-8.007391 -3.391332 -0.083527 -1
-7.792698 -3.583428 0.492075 -1
-7.653847 -4.04409 1.0295 -1
-7.488973 4.386803 0.476207 -1
-6.974173 4.497345 -0.028547 -1
-6.314054 4.466783 -0.293445 -1
-5.64645 4.183054 -0.257591 -1

-5.159357 3.710169 0.033073 -1
-4.97578 3.127054 0.362632 -1

-5.078357 2.503043 0.408509 -1
-5.403494 1.966671 0.022428 -1
-5.891536 2.014917 -0.446438 -1
-6.442219 2.398866 -0.199806 -1
-6.858199 2.973667 0.033725 -1
-6.951132 3.280901 0.566211 -1
-6.733089 3.079576 1.19988 -1
-6.107416 3.218011 1.505388 -1
-5.590692 3.727521 1.509426 -1
-5.373679 4.379465 1.331005 -1
-7.140101 1.52343 4.520563 -1
-6.484765 1.343568 4.243617 -1
-6.154464 1.549369 3.706455 -1
-6.214878 2.192671 3.534136 -1
-5.628982 2.565035 3.474425 -1
-5.08478 2.518856 2.997688 -1

-4.755755 2.21971 2.436349 -1
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x y z q

-4.794829 1.747837 1.903509 -1
-5.232614 1.317697 1.476462 -1
-5.785913 1.039741 1.120354 -1
-6.443512 0.867644 1.006615 -1
-6.946198 0.46557 1.278333 -1
-7.524759 0.761048 1.708184 -1
-7.749891 1.388167 1.99614 -1
-7.89888 1.920661 1.866636 -1

-8.259165 1.88862 1.252839 -1
-7.765631 1.966711 0.738204 -1
-7.007113 1.979911 0.687916 -1
-6.32377 1.953812 0.982415 -1

-5.909273 2.350881 1.337321 -1
-6.203032 2.413928 2.033609 -1
-6.398174 2.167531 2.718719 -1
-6.718493 1.686687 2.891984 -1
-6.639184 1.013736 2.628623 -1
-6.07764 0.567834 2.546147 -1

-5.362495 0.484193 2.684855 -1
-4.767292 0.642137 3.036855 -1
-4.488918 1.132235 3.512292 -1
-4.47151 1.720222 4.015646 -1

-4.225412 3.013111 3.462607 -1
-4.821633 2.972402 3.539732 -1
-1.792457 4.192908 1.802374 -1
-2.273721 3.969026 1.657157 -1
-2.443933 3.553965 2.265809 -1
-2.517962 3.512583 2.892537 -1
-6.317763 2.917716 4.055382 -1
-7.536799 2.594871 3.456135 -1
-7.414093 2.178888 4.078855 -1
-8.078485 1.90426 3.050885 -1
-7.137582 3.950227 2.241132 -1
-7.580428 3.828594 1.745175 -1
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x y z q

-8.196905 2.83377 1.579647 -1
-8.1212 3.191681 0.905403 -1

-8.140512 3.489059 0.176471 -1
-8.533443 2.205634 -0.494449 -1
-8.224976 1.865681 -0.002543 -1
-8.339338 1.536986 0.570457 -1
-8.831997 1.250419 0.943654 -1
-7.6311 2.827169 -3.604202 -1

-7.898903 2.17726 -3.279931 -1
-8.468894 -2.043725 -0.994409 -1
-8.199324 -1.506185 -0.4852 -1
-8.367395 -1.109616 0.191242 -1
-8.688595 -1.032649 0.848077 -1
-7.545294 -3.79611 3.027882 -1
-4.301856 -1.271655 4.336357 -1
-4.132359 -0.873028 3.879213 -1
-4.60682 -0.735845 3.374181 -1

-5.282943 -0.685583 3.911227 -1
-6.011865 -0.618472 4.039129 -1
-6.524541 -1.106429 4.23966 -1
-6.642923 -1.740789 4.52109 -1
-4.538108 -2.93975 3.535973 -1
-4.749557 -2.526708 2.941739 -1
-4.648716 -2.125967 2.451489 -1
-3.970624 -1.82837 2.426444 -1
-3.359661 -1.670779 2.791632 -1
-2.927843 -1.830642 3.29976 -1
-2.638407 -2.225136 3.725828 -1
-2.329792 -2.668124 4.203341 -1
-6.496789 -4.716638 0.640529 0
-6.779921 -1.259887 3.46215 0
-8.119832 -1.326066 3.312723 0
-7.974395 -1.781079 3.267931 0
-5.998244 -3.92093 0.835609 0
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x y z q

-5.878362 -3.473498 0.854982 0
-5.9235 -2.606388 1.01707 0

-5.790868 -3.022346 0.693857 0
-6.068253 -1.713491 0.123272 0
-4.852971 -1.800694 -0.428626 0
-6.193727 1.081392 -0.074265 0
-6.321375 0.651557 -0.104082 0
-6.246907 -0.180137 -0.340065 0
-5.904243 -0.931086 -1.018585 0
-5.700676 -1.811987 -0.66911 0
-6.701517 -3.32009 0.324054 0
-6.412655 -2.457697 0.279719 0
-6.656309 -2.831745 0.512132 0
-5.993111 4.202652 0.336639 0
-5.727914 3.802648 0.357435 0
-5.64139 3.311362 0.480418 0

-6.025177 1.529169 -0.016707 0
-6.188142 2.76961 0.517731 0
-7.591218 3.149637 0.511594 0
-6.235822 4.862846 0.825341 0
-5.061862 1.788373 2.883296 0
-6.484519 0.523559 1.714571 0
-6.887608 0.853843 1.894332 0
-7.145812 1.750259 1.751892 0
-7.345952 2.376116 1.140742 0
-6.860781 2.498829 3.128004 0
-6.349154 1.514196 2.250842 0
-5.535549 1.113728 2.536548 0
-4.604117 2.350896 3.770006 0
-6.024326 2.128851 4.501024 0
-7.237659 2.622502 2.747479 0
-6.948192 4.388572 1.785636 0
-8.545564 2.433865 0.08014 0
-5.069972 -1.428156 4.245971 0
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x y z q

-5.944548 -0.981078 3.575226 0
-5.286698 -1.540122 4.643025 0
-3.774873 -3.225493 3.412559 0
-3.834031 -1.826369 3.241078 0
-2.943088 -2.809045 3.789674 0
-7.925856 -2.940932 1.977474 0
-6.479814 -2.561975 1.40539 0
-5.190837 -0.985244 -0.94705 0
-5.381341 -0.54683 -0.914128 0
-5.777449 -0.074602 -0.876403 0
-5.934462 -2.734176 -0.182619 0
-6.117429 -3.182134 -0.290751 0
-8.287777 -2.834607 1.152856 0
-7.360594 -4.821617 0.675504 0
-7.272323 4.594426 1.050451 0
-6.88502 4.624709 0.610055 0

-6.217396 3.079555 0.828905 0
-5.962256 3.50087 0.959108 0
-5.76453 3.991985 0.985249 0

-5.951146 1.529605 4.469975 0
-6.364599 1.886429 4.094899 0
-5.125878 1.690732 2.447476 0
-5.825441 1.399328 1.766945 0
-6.000735 2.326462 0.554317 0
-6.539887 2.07111 1.539151 0
-5.173102 1.07294 2.839422 0
-1.872933 3.530912 1.478161 0
-1.72592 3.563965 2.033372 0

-6.729544 2.449076 3.714398 0
-8.499943 2.699635 0.726953 0
-5.094084 -1.35017 3.793779 0
-5.945683 -1.723154 4.617084 0
-4.127012 -2.941854 3.184443 0
-4.504827 -2.955887 2.841288 0
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x y z q

-7.769296 -2.17839 3.197433 0
-5.061087 -1.401259 -0.54776 0
-6.602327 -3.850346 0.245682 0
-6.838672 -2.141513 1.341771 0
-6.475547 4.467861 0.380579 0
-5.575267 2.898046 0.289547 0
-7.358808 2.820414 0.725244 0
-5.705316 1.976958 3.772397 0
-5.326215 2.036001 3.365598 0
-7.11304 1.256801 1.917716 0

-7.847661 2.494391 1.035457 0
-6.085258 1.179069 2.417604 0
-4.358676 2.429805 3.285313 0
-1.937104 3.724993 2.562046 0
-6.796621 -3.510665 3.244972 0
-4.490643 -1.283536 3.447536 0
-6.121812 -1.645802 4.221483 0
-4.326107 -1.78784 2.945969 0
-2.732378 -3.235149 3.723224 0
-6.489749 -4.290117 0.370716 0
-5.763154 -4.330254 0.916114 0
-8.055938 -2.884471 2.486406 0
-6.244216 -3.016944 1.424362 0
-6.16785 -2.15623 1.174618 0

-5.773971 0.257979 -0.455472 0
-6.664624 0.247884 -0.125235 0
-6.09332 -0.523011 -0.81761 0

-5.598016 -1.37788 -1.009892 0
-5.815771 -2.262044 -0.349743 0
-7.89573 -2.816642 -0.712389 0

-6.272456 -2.042078 0.304944 0
-6.078686 -1.694709 1.444735 0
-7.455103 -1.335061 2.114964 0
-8.00478 -3.09959 1.356185 0
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x y z q

-8.315866 -2.377597 0.998085 0
-7.531027 -4.557671 0.082742 0
-7.812402 -4.157337 0.210793 0
-5.671765 2.547065 -0.064088 0
-6.090719 1.931305 0.252579 0
-5.897148 4.517216 0.778676 0
-5.496696 1.405125 2.105996 0
-6.087466 1.541493 1.393252 0
-7.016854 2.205034 1.381815 0
-6.69127 1.806978 2.072568 0

-5.029071 1.411171 3.289052 0
-5.1066 1.652303 3.764121 0

-5.216187 1.735289 4.195725 0
-7.600863 2.387145 2.541475 0
-8.642822 2.090551 0.436745 0
-8.820483 -1.3874 -0.554431 0
-8.59129 -1.964193 1.022906 0

-4.129321 -1.438781 3.531117 0
-6.081944 -1.441138 3.882743 0
-4.752401 -1.773834 3.009018 0
-3.527188 -2.17389 3.402824 0
-3.25212 -2.51944 3.466838 0
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A p p e n d i x B

3D-CG MODEL CHANNEL CLOSED CONFORMATION
COORDINATES AND PARAMETERS

x y z q εattr
in ε

rep
in εout rcutattr

in rcutrep
in rcutout

-2.67 -1.339 -0.315 0 0.3 0.3 0.5 2.5 2.5 2.5
-1.5113 2.1073 -2.7643 1 0.3 0.3 0.5 2.5 2.5 2.5
-0.8779 1.5424 -2.9151 0 0.3 0.3 0.5 2.5 2.5 2.5
-1.1628 1.1049 -2.6302 0 0.3 0.3 0.5 2.5 2.5 2.5
-1.2303 0.4143 -2.1891 -1 0.3 0.3 0.5 2.5 2.5 2.5
-2.0198 -0.1829 -1.89 -1 0.3 0.3 0.5 2.5 2.5 2.5
-2.4412 -0.5858 -1.2127 1 0.3 0.3 0.5 2.5 2.5 2.5
-2.6112 -1.4984 -1.1072 -1 0.3 0.3 0.5 2.5 2.5 2.5
-2.3073 -2.1133 -1.2513 0 0.3 0.3 0.5 2.5 2.5 2.5
-1.7324 -2.0118 -1.2396 1 0.3 0.3 0.5 2.5 2.5 2.5
-1.1594 -1.8757 -1.2657 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.6108 -1.7448 -1.3727 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.0384 -1.6547 -1.4439 0 0.3 0.3 0.5 2.5 2.5 2.5
0.5436 -1.5561 -1.4453 0 0.3 0.3 0.5 2.5 2.5 2.5
1.1679 -1.426 -1.3661 0 0.3 0.3 0.5 2.5 2.5 2.5
1.7797 -0.9288 -1.5097 -1 0.3 0.3 0.5 2.5 2.5 2.5
2.0635∗ -0.8695 0.3158 -1 0.3 0.3 0.5 2.5 2.5 2.5
1.2747∗ -0.9453 0.5613 0 0.3 0.3 0.5 2.5 2.5 2.5
1.014∗ -0.6495 -0.1318 0 0.3 0.3 0.5 2.5 2.5 2.5

0.7796∗ -0.9698 -0.6901 1 0.3 0.3 0.5 2.5 2.5 2.5
1.2241∗ -0.7939 -1.0031 0 0.3 0.3 0.5 2.5 2.5 2.5
0.9182 -0.0398 -1.099 0 1.41 0.51 0.5 2.5 0 2.5
0.3794 0.5076 -0.8477 0 1.41 0.51 0.5 2.5 0 2.5
-0.0447 0.8438 -0.645 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.4481 1.2061 -0.4454 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.8166 1.5927 -0.1784 0 0.3 0.3 0.5 2.5 2.5 2.5
-1.1102 1.9527 0.1016 0 0.3 0.3 0.5 2.5 2.5 2.5
-1.6085 1.964 0.3505 0 0.3 0.3 0.5 2.5 2.5 2.5
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x y z q εattr
in ε

rep
in εout rcutattr

in rcutrep
in rcutout

-1.5992 2.5459 0.2429 0 0.3 0.3 0.5 2.5 2.5 2.5
-2.1593 2.12 -0.4052 -1 0.3 0.3 0.5 2.5 2.5 2.5
-2.6236 1.8063 -1.042 0 0.3 0.3 0.5 2.5 2.5 2.5
-2.1241 1.9 -1.2477 0 0.3 0.3 0.5 2.5 2.5 2.5
-1.5912 1.7352 -1.4127 0 0.3 0.3 0.5 2.5 2.5 2.5
-1.0743 1.5087 -1.5517 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.529 1.2917 -1.6006 1 0.3 0.3 0.5 2.5 2.5 2.5
0.0734 1.1674 -1.6181 0 0.3 0.51 0.5 2.5 0 2.5
0.635 1.1748 -1.573 0 0.3 0.51 0.5 2.5 0 2.5
1.2105 1.1687 -1.5598 -1 0.3 0.3 0.5 2.5 2.5 2.5
1.7879 1.1262 -1.5354 0 0.3 0.3 0.5 2.5 2.5 2.5
2.361 1.0658 -1.4313 0 0.3 0.3 0.5 2.5 2.5 2.5
2.6926 1.0217 -0.997 0 0.3 0.3 0.5 2.5 2.5 2.5
2.8374 0.4926 -1.4668 0 0.3 0.3 0.5 2.5 2.5 2.5
2.9797 0.4632 -2.3865 0 0.3 0.3 0.5 2.5 2.5 2.5
2.5441 0.1814 -2.3998 0 0.3 0.3 0.5 2.5 2.5 2.5
1.9752 0.1715 -2.2849 0 0.3 0.3 0.5 2.5 2.5 2.5
1.4118 0.1978 -2.1507 0 0.3 0.3 0.5 2.5 2.5 2.5
0.8575 0.1836 -1.9667 0 0.3 0.51 0.5 2.5 0 2.5
0.2981 0.0355 -1.7937 0 0.3 0.51 0.5 2.5 0 2.5
-0.2025 -0.2178 -1.6584 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.69 -0.4969 -1.5285 -1 0.3 0.3 0.5 2.5 2.5 2.5

-1.2078 -0.717 -1.3485 -1 0.3 0.3 0.5 2.5 2.5 2.5
-1.7047 -0.8848 -1.1127 1 0.3 0.3 0.5 2.5 2.5 2.5
-1.5533 -1.2428 -0.5885 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.7789 -0.783 -0.5138 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.3592 -0.9393 -0.2203 0 0.3 0.3 0.5 2.5 2.5 2.5
0.1042 -1.1368 0.0496 0 0.3 0.51 0.5 2.5 0 2.5
0.6142 -1.3548 0.2304 0 1.41 0.51 0.5 2.5 0 2.5
1.0887 -1.7016 0.3276 0 0.3 0.51 0.5 2.5 0 2.5
1.4638 -2.1206 0.3842 0 0.3 0.3 0.5 2.5 2.5 2.5
1.7496 -2.5607 0.4296 0 0.3 0.3 0.5 2.5 2.5 2.5
2.2684 -2.3537 0.1591 -1 0.3 0.3 0.5 2.5 2.5 2.5
2.3376 -2.5923 0.93 0 0.3 0.3 0.5 2.5 2.5 2.5
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x y z q εattr
in ε

rep
in εout rcutattr

in rcutrep
in rcutout

2.613 -2.6848 1.4181 1 0.3 0.3 0.5 2.5 2.5 2.5
2.9141 -2.8247 1.8809 0 0.3 0.3 0.5 2.5 2.5 2.5
3.2152 -2.9607 2.3172 0 0.3 0.3 0.5 2.5 2.5 2.5
3.008 -2.134 2.356 0 0.3 0.3 0.5 2.5 2.5 2.5
2.6547 -1.4996 2.0528 -1 0.3 0.3 0.5 2.5 2.5 2.5
2.064 -1.4158 2.0857 0 0.3 0.3 0.5 2.5 2.5 2.5
1.4534 -1.3508 2.105 0 0.3 0.3 0.5 2.5 2.5 2.5
0.8766 -1.2345 2.096 0 0.3 0.3 0.5 2.5 2.5 2.5
0.327 -1.031 2.1048 0 0.3 0.3 0.5 2.5 2.5 2.5

-0.2131 -0.8162 2.1637 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.7639 -0.6276 2.2352 -1 0.3 0.3 0.5 2.5 2.5 2.5
-1.465 -0.5806 2.4032 1 0.3 0.3 0.5 2.5 2.5 2.5

-2.5009 -0.3402 2.3661 -1 0.3 0.3 0.5 2.5 2.5 2.5
-2.6031 -0.5199 1.7764 1 0.3 0.3 0.5 2.5 2.5 2.5
-1.6964 0.0064 1.9286 1 0.3 0.3 0.5 2.5 2.5 2.5
-1.1756 0.1981 1.5459 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.9438 0.8197 1.098 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.4018 0.9706 0.9641 0 0.3 0.3 0.5 2.5 2.5 2.5
0.1403 1.1134 0.7673 0 0.3 0.51 0.5 2.5 0 2.5
0.6362 1.193 0.47 0 1.41 0.51 0.5 2.5 0 2.5
1.1325 1.2347 0.1659 0 0.3 0.3 0.5 2.5 2.5 2.5
1.6561 1.2676 -0.0939 0 0.3 0.3 0.5 2.5 2.5 2.5
2.1874 1.3556 -0.349 0 0.3 0.3 0.5 2.5 2.5 2.5
2.6199 1.6992 -0.527 1 0.3 0.3 0.5 2.5 2.5 2.5
2.7457 2.1653 -0.6731 0 0.3 0.3 0.5 2.5 2.5 2.5
2.23 2.1426 0.0994 0 0.3 0.3 0.5 2.5 2.5 2.5

2.6781 1.4764 0.4488 0 0.3 0.3 0.5 2.5 2.5 2.5
2.946 0.6844 0.4018 -1 0.3 0.3 0.5 2.5 2.5 2.5
2.6367 0.938 0.9292 1 0.3 0.3 0.5 2.5 2.5 2.5
2.3489 1.7477 1.0495 -1 0.3 0.3 0.5 2.5 2.5 2.5
1.9943 1.374 1.2292 0 0.3 0.3 0.5 2.5 2.5 2.5
1.5961 0.9388 1.2256 0 0.3 0.3 0.5 2.5 2.5 2.5
1.9164 -0.0377 1.4298 0 0.3 0.3 0.5 2.5 2.5 2.5
2.1933 -0.2184 2.0499 0 0.3 0.3 0.5 2.5 2.5 2.5
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x y z q εattr
in ε

rep
in εout rcutattr

in rcutrep
in rcutout

2.4738 0.5908 2.5804 0 0.3 0.3 0.5 2.5 2.5 2.5
2.2922 1.3443 2.5796 -1 0.3 0.3 0.5 2.5 2.5 2.5
1.7537 1.3228 2.3034 0 0.3 0.3 0.5 2.5 2.5 2.5
1.2105 1.387 2.0566 0 0.3 0.3 0.5 2.5 2.5 2.5
0.6545 1.5246 1.9041 0 0.3 0.3 0.5 2.5 2.5 2.5
0.0964 1.6626 1.8448 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.4824 1.7328 1.7676 0 0.3 0.3 0.5 2.5 2.5 2.5
-1.0699 1.8097 1.6598 0 0.3 0.3 0.5 2.5 2.5 2.5
-1.6016 1.9909 1.4074 0 0.3 0.3 0.5 2.5 2.5 2.5
-2.0441 2.2547 1.2053 -1 0.3 0.3 0.5 2.5 2.5 2.5
-2.316 1.5793 0.9333 -1 0.3 0.3 0.5 2.5 2.5 2.5

-2.8166 1.2633 1.724 1 0.3 0.3 0.5 2.5 2.5 2.5
-2.3704 1.1509 2.2571 1 0.3 0.3 0.5 2.5 2.5 2.5
-1.7537 1.1709 2.3919 0 0.3 0.3 0.5 2.5 2.5 2.5
-1.1555 1.0987 2.3144 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.6376 0.8946 2.1694 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.1194 0.6316 2.0663 0 0.3 0.3 0.5 2.5 2.5 2.5
0.3959 0.3763 2.0508 0 0.3 0.51 0.5 2.5 0 2.5
0.9328 0.2065 2.0202 0 0.3 0.51 0.5 2.5 0 2.5
1.4795 -0.0322 1.9718 0 0.3 0.3 0.5 2.5 2.5 2.5
1.5132 -0.7385 1.5985 0 0.3 0.3 0.5 2.5 2.5 2.5
1.206 -0.4954 1.2001 0 0.3 0.3 0.5 2.5 2.5 2.5
0.576 -0.4147 1.1393 0 1.41 0.51 0.5 2.5 0 2.5
0.0188 -0.5251 1.1491 0 0.3 0.51 0.5 2.5 0 2.5
-0.5415 -0.7228 1.0808 0 0.3 0.3 0.5 2.5 2.5 2.5
-1.0554 -0.9535 0.9441 1 0.3 0.3 0.5 2.5 2.5 2.5
-1.5949 -1.1055 0.7481 -1 0.3 0.3 0.5 2.5 2.5 2.5
-2.1556 -1.1548 0.5755 0 0.3 0.3 0.5 2.5 2.5 2.5
-2.7359 -1.1803 0.4701 1 0.3 0.3 0.5 2.5 2.5 2.5
-2.1953 3.7845 2.4824 -1 0.3 0.3 0.5 2.5 2.5 2.5
-2.3828 3.2466 2.697 1 0.3 0.3 0.5 2.5 2.5 2.5
-2.3878 2.6898 2.8515 -1 0.3 0.3 0.5 2.5 2.5 2.5
-2.3317 2.1188 2.972 0 0.3 0.3 0.5 2.5 2.5 2.5
-2.2745 1.5449 3.034 -1 0.3 0.3 0.5 2.5 2.5 2.5
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x y z q εattr
in ε

rep
in εout rcutattr

in rcutrep
in rcutout

-2.2587 0.9621 3.1273 0 0.3 0.3 0.5 2.5 2.5 2.5
-2.2532 0.3922 3.2742 1 0.3 0.3 0.5 2.5 2.5 2.5
-1.7542 -0.3486 3.2091 0 0.3 0.3 0.5 2.5 2.5 2.5
-1.5963 -1.0978 3.5624 1 0.3 0.3 0.5 2.5 2.5 2.5
-1.3811 -1.7686 3.133 0 0.3 0.3 0.5 2.5 2.5 2.5
-1.134 -1.7847 2.6235 -1 0.3 0.3 0.5 2.5 2.5 2.5

-0.9202 -1.8133 2.0852 0 0.3 0.3 0.5 2.5 2.5 2.5
-0.7139 -1.9153 1.5601 1 0.3 0.3 0.5 2.5 2.5 2.5
-0.41 -2.0104 1.0696 0 0.3 0.3 0.5 2.5 2.5 2.5

-0.0721 -2.0921 0.6193 0 0.3 0.3 0.5 2.5 2.5 2.5
0.244 -2.1773 0.1397 0 0.3 0.51 0.5 2.5 0 2.5
0.5527 -2.2622 -0.3308 0 0.3 0.3 0.5 2.5 2.5 2.5
0.9667 -2.3754 -0.7483 0 0.3 0.3 0.5 2.5 2.5 2.5
1.4455 -2.5395 -1.057 0 0.3 0.3 0.5 2.5 2.5 2.5
1.9644 -2.6205 -1.3323 0 0.3 0.3 0.5 2.5 2.5 2.5
2.451 -2.6728 -1.65 1 0.3 0.3 0.5 2.5 2.5 2.5
-1.824 1.1425 -2.159 0 0.3 0.3 0.5 2.5 2.5 2.5

-1.7277 0.3809 -2.5512 1 0.3 0.3 0.5 2.5 2.5 2.5
-1.6161 -0.6326 -2.4527 1 0.3 0.3 0.5 2.5 2.5 2.5
-0.9765 -0.9035 -2.5684 -1 0.3 0.3 0.5 2.5 2.5 2.5
-0.4197 -1.0733 -2.629 0 0.3 0.3 0.5 2.5 2.5 2.5
0.156 -1.2103 -2.596 0 0.3 0.3 0.5 2.5 2.5 2.5
0.736 -1.2705 -2.5301 0 0.3 0.3 0.5 2.5 2.5 2.5
1.3183 -1.2605 -2.5268 -1 0.3 0.3 0.5 2.5 2.5 2.5
1.8634 -1.2436 -2.5641 0 0.3 0.3 0.5 2.5 2.5 2.5
2.4241 -1.4873 -2.2277 1 0.3 0.3 0.5 2.5 2.5 2.5

*Plug Domain Beads
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A p p e n d i x C

3D-CG MODEL CHANNEL OPEN CONFORMATION
COORDINATES AND PARAMETERS

x y z q εattr
in ε

rep
in εout rcutattr

in rcutrep
in rcutout

-2.67 -1.339 -0.315 0 0.46 0.3 0.5 2.5 2.5 2.5
-1.5275 1.4302 -3.45 1 0.46 0.3 0.5 2.5 2.5 2.5
-0.9584 0.8157 -3.4543 0 0.46 0.3 0.5 2.5 2.5 2.5
-1.2838 0.455 -3.1128 0 0.46 0.3 0.5 2.5 2.5 2.5
-1.4232 -0.1182 -2.5284 -1 0.46 0.3 0.5 2.5 2.5 2.5
-2.231 -0.7009 -2.0665 -1 0.46 0.3 0.5 2.5 2.5 2.5

-2.7465 -1.1579 -1.4649 1 0.46 0.3 0.5 2.5 2.5 2.5
-2.7803 -1.6665 -0.6742 -1 0.46 0.3 0.5 2.5 2.5 2.5
-2.3478 -2.1423 -0.5986 0 0.46 0.3 0.5 2.5 2.5 2.5
-1.7897 -1.9991 -0.6427 1 0.46 0.3 0.5 2.5 2.5 2.5
-1.2257 -1.8639 -0.7423 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.6609 -1.8604 -0.9167 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.0799 -1.9195 -1.015 0 0.46 0.3 0.5 2.5 2.5 2.5
0.5055 -1.9429 -1.0513 0 0.46 0.3 0.5 2.5 2.5 2.5
1.106 -1.6693 -1.0444 0 0.46 0.3 0.5 2.5 2.5 2.5
1.8412 -1.2782 -1.3441 -1 0.46 0.3 0.5 2.5 2.5 2.5
1.9864∗ -0.2225 -0.1783 -1 0.46 0.3 0.5 2.5 2.5 2.5
1.4477∗ -0.6955 0.3493 0 0.46 0.3 0.5 2.5 2.5 2.5
1.1439∗ -0.4618 -0.1886 0 0.46 0.3 0.5 2.5 2.5 2.5
0.9672∗ -0.9471 -0.6052 1 0.46 0.3 0.5 2.5 2.5 2.5
1.2062∗ -1.0057 -1.1293 0 0.46 0.3 0.5 2.5 2.5 2.5
0.8727 -0.2919 -1.1306 0 1.38 9.85 0.5 2.5 0 2.5
0.3182 0.3049 -1.1274 0 1.38 9.85 0.5 2.5 0 2.5
-0.1245 0.6757 -1.0043 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.5362 1.0737 -0.9667 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.8819 1.5448 -0.9078 0 0.46 0.3 0.5 2.5 2.5 2.5
-1.1539 2.0045 -0.8545 0 0.46 0.3 0.5 2.5 2.5 2.5
-1.6159 2.181 -0.6243 0 0.46 0.3 0.5 2.5 2.5 2.5
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x y z q εattr
in ε

rep
in εout rcutattr

in rcutrep
in rcutout

-1.4883 2.6473 -1.0144 0 0.46 0.3 0.5 2.5 2.5 2.5
-2.1479 2.1998 -1.3457 -1 0.46 0.3 0.5 2.5 2.5 2.5
-2.6588 1.7466 -1.7977 0 0.46 0.3 0.5 2.5 2.5 2.5
-2.158 1.674 -1.9896 0 0.46 0.3 0.5 2.5 2.5 2.5

-1.6583 1.399 -2.0735 0 0.46 0.3 0.5 2.5 2.5 2.5
-1.1772 1.0795 -2.1139 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.6559 0.8009 -2.0898 1 0.46 0.3 0.5 2.5 2.5 2.5
-0.0901 0.6116 -2.0551 0 0.46 9.85 0.5 2.5 0 2.5
0.4856 0.514 -2.0616 0 0.46 9.85 0.5 2.5 0 2.5
1.0502 0.4241 -2.1326 -1 0.46 0.3 0.5 2.5 2.5 2.5
1.6087 0.3031 -2.2001 0 0.46 0.3 0.5 2.5 2.5 2.5
2.1788 0.1897 -2.1812 0 0.46 0.3 0.5 2.5 2.5 2.5
2.6302 0.252 -1.9122 0 0.46 0.3 0.5 2.5 2.5 2.5
2.769 -0.2442 -2.4217 0 0.46 0.3 0.5 2.5 2.5 2.5
2.5743 -0.6367 -3.1954 0 0.46 0.3 0.5 2.5 2.5 2.5
2.1635 -0.9092 -2.9477 0 0.46 0.3 0.5 2.5 2.5 2.5
1.6533 -0.8097 -2.6838 0 0.46 0.3 0.5 2.5 2.5 2.5
1.1571 -0.6591 -2.4012 0 0.46 0.3 0.5 2.5 2.5 2.5
0.6758 -0.5228 -2.108 0 0.46 9.85 0.5 2.5 0 2.5
0.1421 -0.4675 -1.8352 0 0.46 9.85 0.5 2.5 0 2.5
-0.4082 -0.5417 -1.6144 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.9345 -0.6858 -1.4524 -1 0.46 0.3 0.5 2.5 2.5 2.5
-1.4688 -0.8144 -1.2875 -1 0.46 0.3 0.5 2.5 2.5 2.5
-1.9852 -0.9145 -1.0374 1 0.46 0.3 0.5 2.5 2.5 2.5
-1.7775 -0.9913 -0.4182 0 0.46 0.3 0.5 2.5 2.5 2.5
-1.0045 -0.513 -0.4213 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.5825 -0.7429 -0.0985 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.0963 -0.9745 0.1348 0 0.46 9.85 0.5 2.5 0 2.5
0.4174 -1.1851 0.2916 0 1.38 9.85 0.5 2.5 0 2.5
0.9224 -1.4418 0.4531 0 1.38 9.85 0.5 2.5 0 2.5
1.342 -1.775 0.6836 0 0.46 0.3 0.5 2.5 2.5 2.5
1.6456 -2.1714 0.8532 0 0.46 0.3 0.5 2.5 2.5 2.5
2.1747 -2.0302 0.5505 -1 0.46 0.3 0.5 2.5 2.5 2.5
2.2235 -2.2089 1.2988 0 0.46 0.3 0.5 2.5 2.5 2.5
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x y z q εattr
in ε

rep
in εout rcutattr

in rcutrep
in rcutout

2.5691 -2.3497 1.7352 1 0.46 0.3 0.5 2.5 2.5 2.5
2.9166 -2.524 2.1545 0 0.46 0.3 0.5 2.5 2.5 2.5
3.2615 -2.6834 2.5413 0 0.46 0.3 0.5 2.5 2.5 2.5
3.0455 -1.8519 2.6987 0 0.46 0.3 0.5 2.5 2.5 2.5
2.637 -1.235 2.4435 -1 0.46 0.3 0.5 2.5 2.5 2.5
2.0352 -1.2265 2.4177 0 0.46 0.3 0.5 2.5 2.5 2.5
1.4206 -1.2407 2.3736 0 0.46 0.3 0.5 2.5 2.5 2.5
0.8377 -1.2017 2.321 0 0.46 0.3 0.5 2.5 2.5 2.5
0.2692 -1.0498 2.2992 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.2726 -0.8582 2.3235 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.8263 -0.6873 2.3747 -1 0.46 0.3 0.5 2.5 2.5 2.5
-1.5282 -0.5844 2.4639 1 0.46 0.3 0.5 2.5 2.5 2.5
-2.5349 -0.175 2.3849 -1 0.46 0.3 0.5 2.5 2.5 2.5
-2.6028 -0.5582 1.8935 1 0.46 0.3 0.5 2.5 2.5 2.5
-1.6287 -0.0476 1.9973 1 0.46 0.3 0.5 2.5 2.5 2.5
-1.084 0.193 1.6469 0 0.46 0.3 0.5 2.5 2.5 2.5

-0.6679 0.8129 1.2675 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.0692 0.9531 1.21 0 0.46 0.3 0.5 2.5 2.5 2.5
0.507 1.0973 1.1163 0 0.46 9.85 0.5 2.5 0 2.5
1.0759 1.2073 0.9393 0 0.46 9.85 0.5 2.5 0 2.5
1.6226 1.25 0.7192 0 0.46 0.3 0.5 2.5 2.5 2.5
2.174 1.2514 0.5384 0 0.46 0.3 0.5 2.5 2.5 2.5
2.7338 1.3053 0.3927 0 0.46 0.3 0.5 2.5 2.5 2.5
3.1922 1.6073 0.2288 1 0.46 0.3 0.5 2.5 2.5 2.5
3.4374 1.9706 0.157 0 0.46 0.3 0.5 2.5 2.5 2.5
2.7791 2.1212 0.7589 0 0.46 0.3 0.5 2.5 2.5 2.5
3.1687 1.6465 1.2901 0 0.46 0.3 0.5 2.5 2.5 2.5
3.5793 0.9669 1.5288 -1 0.46 0.3 0.5 2.5 2.5 2.5
2.9844 1.1539 1.6603 1 0.46 0.3 0.5 2.5 2.5 2.5
2.55 1.9114 1.7365 -1 0.46 0.3 0.5 2.5 2.5 2.5

2.2347 1.4694 1.8032 0 0.46 0.3 0.5 2.5 2.5 2.5
1.9177 0.9289 1.5382 0 0.46 0.3 0.5 2.5 2.5 2.5
1.8044 0.007 1.4959 0 0.46 0.3 0.5 2.5 2.5 2.5
2.2275 -0.3175 1.817 0 0.46 0.3 0.5 2.5 2.5 2.5
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x y z q εattr
in ε

rep
in εout rcutattr

in rcutrep
in rcutout

2.5297 0.1485 2.53 0 0.46 0.3 0.5 2.5 2.5 2.5
2.4371 0.8098 2.8737 -1 0.46 0.3 0.5 2.5 2.5 2.5
1.8879 0.9879 2.6109 0 0.46 0.3 0.5 2.5 2.5 2.5
1.3693 1.2062 2.4406 0 0.46 0.3 0.5 2.5 2.5 2.5
0.8365 1.4179 2.3381 0 0.46 0.3 0.5 2.5 2.5 2.5
0.2788 1.5662 2.2272 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.2763 1.6495 2.0729 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.835 1.7654 1.8853 0 0.46 0.3 0.5 2.5 2.5 2.5

-1.3063 1.9726 1.5809 0 0.46 0.3 0.5 2.5 2.5 2.5
-1.6766 2.2263 1.3135 -1 0.46 0.3 0.5 2.5 2.5 2.5
-2.0425 1.6005 1.0322 -1 0.46 0.3 0.5 2.5 2.5 2.5
-2.6226 1.3145 1.7235 1 0.46 0.3 0.5 2.5 2.5 2.5
-2.2172 1.1815 2.3016 1 0.46 0.3 0.5 2.5 2.5 2.5
-1.6192 1.1655 2.4848 0 0.46 0.3 0.5 2.5 2.5 2.5
-1.0214 1.0563 2.4548 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.507 0.8143 2.354 0 0.46 0.3 0.5 2.5 2.5 2.5

-0.0066 0.5145 2.29 0 0.46 0.3 0.5 2.5 2.5 2.5
0.4886 0.2181 2.2869 0 0.46 9.85 0.5 2.5 0 2.5
1.0217 0.0036 2.2486 0 0.46 9.85 0.5 2.5 0 2.5
1.5563 -0.2037 2.0984 0 0.46 0.3 0.5 2.5 2.5 2.5
1.4496 -0.8875 1.6475 0 0.46 0.3 0.5 2.5 2.5 2.5
1.1387 -0.5423 1.3345 0 0.46 0.3 0.5 2.5 2.5 2.5
0.5425 -0.5057 1.2655 0 1.38 9.85 0.5 2.5 0 2.5
-0.0242 -0.6124 1.2579 0 0.46 9.85 0.5 2.5 0 2.5
-0.5806 -0.8247 1.2275 0 0.46 0.3 0.5 2.5 2.5 2.5
-1.1031 -1.0925 1.096 1 0.46 0.3 0.5 2.5 2.5 2.5

-1.6 -1.3379 0.8912 -1 0.46 0.3 0.5 2.5 2.5 2.5
-2.1214 -1.5456 0.7032 0 0.46 0.3 0.5 2.5 2.5 2.5
-2.6779 -1.7278 0.6109 1 0.46 0.3 0.5 2.5 2.5 2.5
-1.79 3.7306 2.5519 -1 0.46 0.3 0.5 2.5 2.5 2.5

-2.0442 3.2522 2.7887 1 0.46 0.3 0.5 2.5 2.5 2.5
-2.1342 2.7157 2.9712 -1 0.46 0.3 0.5 2.5 2.5 2.5
-2.1698 2.151 3.1138 0 0.46 0.3 0.5 2.5 2.5 2.5
-2.205 1.5795 3.1793 -1 0.46 0.3 0.5 2.5 2.5 2.5
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x y z q εattr
in ε

rep
in εout rcutattr

in rcutrep
in rcutout

-2.2788 1.0185 3.2419 0 0.46 0.3 0.5 2.5 2.5 2.5
-2.3511 0.4685 3.3487 1 0.46 0.3 0.5 2.5 2.5 2.5
-2.0677 -0.327 3.3462 0 0.46 0.3 0.5 2.5 2.5 2.5
-1.9095 -1.0035 3.3317 1 0.46 0.3 0.5 2.5 2.5 2.5
-1.5742 -1.706 3.3083 0 0.46 0.3 0.5 2.5 2.5 2.5
-1.2621 -1.7614 2.8304 -1 0.46 0.3 0.5 2.5 2.5 2.5
-0.9755 -1.8444 2.3203 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.7231 -1.98 1.8233 1 0.46 0.3 0.5 2.5 2.5 2.5
-0.3827 -2.0682 1.3406 0 0.46 0.3 0.5 2.5 2.5 2.5
-0.0129 -2.1107 0.9011 0 0.46 0.3 0.5 2.5 2.5 2.5
0.3352 -2.1537 0.455 0 0.46 9.85 0.5 2.5 0 2.5
0.6975 -2.2855 0.0131 0 0.46 0.3 0.5 2.5 2.5 2.5
1.0978 -2.5045 -0.3528 0 0.46 0.3 0.5 2.5 2.5 2.5
1.5658 -2.7656 -0.5852 0 0.46 0.3 0.5 2.5 2.5 2.5
2.0823 -2.9144 -0.8224 0 0.46 0.3 0.5 2.5 2.5 2.5
2.5685 -3.0879 -1.1014 1 0.46 0.3 0.5 2.5 2.5 2.5
-2.0105 0.5737 -2.7206 0 0.46 0.3 0.5 2.5 2.5 2.5
-1.8558 -0.2969 -2.8982 1 0.46 0.3 0.5 2.5 2.5 2.5
-1.7118 -1.1873 -2.4057 1 0.46 0.3 0.5 2.5 2.5 2.5
-1.0659 -1.4792 -2.2478 -1 0.46 0.3 0.5 2.5 2.5 2.5
-0.5205 -1.6845 -2.286 0 0.46 0.3 0.5 2.5 2.5 2.5
0.0448 -1.8463 -2.2289 0 0.46 0.3 0.5 2.5 2.5 2.5
0.6163 -1.958 -2.1525 0 0.46 0.3 0.5 2.5 2.5 2.5
1.1972 -2.0227 -2.153 -1 0.46 0.3 0.5 2.5 2.5 2.5
1.7505 -2.0873 -2.1963 0 0.46 0.3 0.5 2.5 2.5 2.5
2.3684 -2.3206 -2.0905 1 0.46 0.3 0.5 2.5 2.5 2.5

*Plug Domain Beads
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A p p e n d i x D

ANALYTICAL PMFS FOR 3D-CG MODEL INCLUDING THE
RIBOSOME AND PLUG DOMAINS
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Fitting CG parameters to MARTINI potentials of mean force. A. Analytical poten-
tials of mean force for tripeptide translocation across the translocon in the closed
channel conformation with CG beads corresponding to the plug domain and ribo-
some. B. Analytical potentials of mean force for tripeptide translocation across the
translocon in the open channel conformation with the CG beads corresponding to
the plug domain and ribosome.
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A p p e n d i x E

SEQUENCE INFORMATION FOR SELECTED PROTEINS

Construct Sequence∗

Lep[0L] MANMFALILVIATLVTGILWCVDKFFFAPKRRERQAAAQAAAGDSLDKA
TLKKVAPKPGWLETGASVFPVLAIVLIVRSFIYEPFQIPSGSMMPTLLI
GDFILVEKFAYGIKDPIYQKTLIETGHPKRGDIVVFKYPEDPKLDYIKR
AVGLPGDKVTYDPVSKELTIQPGCSSGQACENALPVTYSNVEPSDFVQT
FSRRNGGEATSGFFEVPKNETKENGIRLSETSGGPG[AAAAAAAAAAAA
AAAAAAA]GGPGGTQQPGQQLATWIVPPGQYFMMGDNRDNSADSRYWGF
VPEANLVGRATAIWMSFDKQEGEWPTGLRLSRIGGIH

[1L] [AAAAAAAAALAAAAAAAAA]
[2L] [AAAALAAAAAAAAALAAAA]
[3L] [AAAAAAALALALAAAAAAA]
[4L] [AAAALALAAAAALALAAAA]
[5L] [AAAALALAALAALALAAAA]
[6L] [AAAALALALALALALAAAA]
[7L] [ALAALALAALAALALAALA]

*Italicized residues not explicit modeled

Amino-acid sequence of the modified leader peptidase (Lep) construct used in stop-
transfer simulations. The third transmembrane domain shown between brackets is
systematically mutated to introduce increasing numbers of leucine residues.



105

Construct Sequence

H1∆22(110) MGPRLLLLLLLLLLLLLLLLLLLLLLGSQNSQLQEELRGLRETFSNFTA
STEAQVKGLSTQGGNVGRKMKSLESQLEKQQKDLSEDHSSLLLHVKQFV
SDLRSLSCQMAALQGNGSERTCCPVNETELDKASQEPPLL

H1∆22(170) MGPRLLLLLLLLLLLLLLLLLLLLLLGSQNSQLQEELRGLRETFSNFTA
STEAQVKGLSTQGGNVGRKMKSLESQLEKQQKDLSEDHSSLLLHVKQFV
SDLRSLSCQMAALQGNGSERTCCPVNWVEHERSCYWFSRSGKAWADADN
YCRLEDAHLVVVTSWEEQKFVQHHIGPVNTWMGLHDQETELDKASQEPP
LL

H1∆22(230) MGPRLLLLLLLLLLLLLLLLLLLLLLGSQNSQLQEELRGLRETFSNFTAS
TEAQVKGLSTQGGNVGRKMKSLESQLEKQQKDLSEDHSSLLLHVKQFVSD
LRSLSCQMAALQGNGSERTCCPVNWVEHERSCYWFSRSGKAWADADNYCR
LEDAHLVVVTSWEEQKFVQHHIGPVNTWMGLHDQNGPWKWVDGTDYETGF
KNWRPEQPDDWYGHGLGGGEDCAHFTDDGRWNDDVCQRPYRWVCETELDK
ASQEPPLL

H1∆22(290) MGPRLLLLLLLLLLLLLLLLLLLLLLGSQNSQLQEELRGLRETFSNFTAS
TEAQVKGLSTQGGNVGRKMKSLESQLEKQQKDLSEDHSSLLLHVKQFVSD
LRSLSCQMAALQGNGSERTCCPVNWVEHERSCYWFSRSGKAWADADNYCR
LEDAHLVVVTSWEEQKFVQHHIGPVNTWMGLHDQERSCYWFSRSGKAWAD
ADNYCRLEDAHLVVVTSWEEQKFVQHHIGPVNTWMGLHDQNGPWKWVDGT
DYETGFKNWRPEQPDDWYGHGLGGGEDCAHFTDDGRWNDDVCQRPYRWVC
ETELDKASQEPPLL

H1∆22(350) GPRLLLLLLLLLLLLLLLLLLLLLLGSQNSQLQEELRGLRETFSNFTAST
EAQVKGLSTQGGNVGRKMKSLESQLEKQQKDLSEDHSSLLLHVKQFVSDL
RSLSCQMAALQGNGSERTCCPVNWVEHERSCYWFSRSGKAWADADNYCRL
EDAHLVVVTSWEEQKFVQHHIGPVNTWMGLHDQNGPWKWVDGTDYETGFK
NWRPEQPDDWYGHGLGGGEDCAHFTDDGRWNDDVCQRPYRWVCETELDKA
SQEPPLLERSCYWFSRSGKAWADADNYCRLEDAHLVVVTSWEEQKFVQHH
IGPVNTWMGLHDQNGPWKWVDGTDYETGFKNWRPEQPDDWYGHGLGGGED
CAHFTDDGRWNDDVCQRPYRWVCETELDKASQEPPLL

H1∆22(400) MGPRLLLLLLLLLLLLLLLLLLLLLLGSQNSQLQEELRGLRETFSNFTAS
TEAQVKGLSTQGGNVGRKMKSLESQLEKQQKDLSEDHSSLLLHVKQFVSD
LRSLSCQMAALQGNGSERTCCPVNWVEHERSCYWFSRSGKAWADADNYCR
LEDAHLVVVTSWEEQKFVQHHIGPVNTWMGLHDQETELDKASQEPPLLQN
SQLQEELRGLRETFSNFTASTEAQVKGLSTQGGNVGRKMKSLESQLEKQQ
KDLSEDHSSLLLHVKQFVSDLRSLSCQMAALQGNGSERTCCPVNWVEHER
SCYWFSRSGKAWADADNYCRLEDAHLVVVTSWEEQKFVQHHIGPVNTWMG
LHDQNGPWKWVDGTDYETGFKNWRPEQPDDWYGHGLGGGEDCAHFTDDGR
WNDDVCQRPYRWVCETELDKASQEPPLL
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Construct Sequence

H1∆22(460) GPRLLLLLLLLLLLLLLLLLLLLLLGSQNSQLQEELRGLRETFSNFTA
STEAQVKGLSTQGGNVGRKMKSLESQLEKQQKDLSEDHSSLLLHVKQF
VSDLRSLSCQMAALQGNGSERTCCPVNWVEHERSCYWFSRSGKAWADA
DNYCRLEDAHLVVVTSWEEQKFVQHHIGPVNTWMGLHDQNGPWKWVDG
TDYETGFKNWRPEQPDDWYGHGLGGGEDCAHFTDDGRWNDDVCQRPYR
WVCETELDKASQEPPLLQNSQLQEELRGLRETFSNFTASTEAQVKGLS
TQGGNVGRKMKSLESQLEKQQKDLSEDHSSLLLHVKQFVSDLRSLSCQ
MAALQGNGSERTCCPVNWVEHERSCYWFSRSGKAWADADNYCRLEDAH
LVVVTSWEEQKFVQHHIGPVNTWMGLHDQNGPWKWVDGTDYETGFKNW
RPEQPDDWYGHGLGGGEDCAHFTDDGRWNDDVCQRPYRWVCETELDKA
SQEPPLL

H1∆22(520) MGPRLLLLLLLLLLLLLLLLLLLLLLGSQNSQLQEELRGLRETFSNFTA
STEAQVKGLSTQGGNVGRKMKSLESQLEKQQKDLSEDHSSLLLHVKQFV
SDLRSLSCQMAALQGNGSERTCCPVNWVEHERSCYWFSRSGKAWADADN
YCRLEDAHLVVVTSWEEQKFVQHHIGPVNTWMGLHDQERSCYWFSRSGK
AWADADNYCRLEDAHLVVVTSWEEQKFVQHHIGPVNTWMGLHDQNGPWK
WVDGTDYETGFKNWRPEQPDDWYGHGLGGGEDCAHFTDDGRWNDDVCQR
PYRWVCETELDKASQEPPLLQNSQLQEELRGLRETFSNFTASTEAQVKG
LSTQGGNVGRKMKSLESQLEKQQKDLSEDHSSLLLHVKQFVSDLRSLSC
QMAALQGNGSERTCCPVNWVEHERSCYWFSRSGKAWADADNYCRLEDAH
LVVVTSWEEQKFVQHHIGPVNTWMGLHDQNGPWKWVDGTDYETGFKNWR
PEQPDDWYGHGLGGGEDCAHFTDDGRWNDDVCQRPYRWVCETELDKASQ
EPPLL

H1∆22(580) MGPRLLLLLLLLLLLLLLLLLLLLLLGSQNSQLQEELRGLRETFSNFTA
STEAQVKGLSTQGGNVGRKMKSLESQLEKQQKDLSEDHSSLLLHVKQFV
SDLRSLSCQMAALQGNGSERTCCPVNWVEHERSCYWFSRSGKAWADADN
YCRLEDAHLVVVTSWEEQKFVQHHIGPVNTWMGLHDQNGPWKWVDGTDY
ETGFKNWRPEQPDDWYGHGLGGGEDCAHFTDDGRWNDDVCQRPYRWVCE
TELDKASQEPPLLERSCYWFSRSGKAWADADNYCRLEDAHLVVVTSWEE
QKFVQHHIGPVNTWMGLHDQNGPWKWVDGTDYETGFKNWRPEQPDDWYG
HGLGGGEDCAHFTDDGRWNDDVCQRPYRWVCETELDKASQEPPLLQNSQ
LQEELRGLRETFSNFTASTEAQVKGLSTQGGNVGRKMKSLESQLEKQQK
DLSEDHSSLLLHVKQFVSDLRSLSCQMAALQGNGSERTCCPVNWVEHER
SCYWFSRSGKAWADADNYCRLEDAHLVVVTSWEEQKFVQHHIGPVNTWM
GLHDQNGPWKWVDGTDYETGFKNWRPEQPDDWYGHGLGGGEDCAHFTDD
GRWNDDVCQRPYRWVCETELDKASQEPPLL

Amino-acid sequence of the modified ASGP receptor constructs used in topogene-
sis simulations
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Tripeptide TFE λc λo q helix

W -3.56 1.00 1.00 0 0
LET 4.269 0.718 0.762 -1 0
GAS 3.425 0.758 0.787 0 0
VFP -3.295 0.929 0.938 0 0
VLA -1.964 0.895 0.908 0 0
IVL -4.594 0.962 0.967 0 0
IVR 5.731 0.628 0.710 1 0
SFI 1.510 0.807 0.830 0 0
YEP 10.325 0.383 0.539 -1 0
FQI 2.013 0.794 0.819 0 0
PSG 8.198 0.476 0.622 0 0

SMM 3.929 0.739 0.774 0 0
PTL 3.961 0.737 0.773 0 0
LIG 3.377 0.759 0.788 0 0
DFI 6.672 0.570 0.676 -1 0
LVE 8.474 0.459 0.612 -1 0
KFA 7.938 0.492 0.631 1 0
YGI 4.253 0.719 0.762 0 0
KDP 16.039 0.212 0.297 0 0
IYQ 3.636 0.753 0.783 0 0
KTL 8.279 0.471 0.619 1 0
IET 9.838 0.398 0.559 -1 0
GHP 11.234 0.356 0.500 1 0
KRG 14.708 0.252 0.354 2 0
DIV 8.701 0.445 0.604 -1 0
VFK 6.380 0.588 0.687 1 0
YPE 10.325 0.383 0.539 -1 0
DPK 16.039 0.212 0.297 0 0
LDY 8.084 0.483 0.626 -1 0
IKR 11.023 0.362 0.509 2 0
AVG 7.289 0.532 0.654 0 0
LPG 5.422 0.647 0.721 0 0
DKV 15.065 0.241 0.338 0 0
TYD 10.519 0.378 0.530 -1 0
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Tripeptide TFE λc λo q helix

PVS 5.584 0.637 0.715 0 0
KEL 13.766 0.280 0.393 0 0
TIQ 5.195 0.661 0.729 0 0
PGC 7.419 0.524 0.650 0 0
SSG 8.718 0.444 0.604 0 0
QAC 7.386 0.526 0.651 0 0
ENA 13.442 0.290 0.407 -1 0
LPV 2.808 0.774 0.801 0 0
TYS 5.357 0.651 0.723 0 0
NVE 11.883 0.337 0.473 -1 0
PSD 12.240 0.326 0.458 -1 0
FVQ 3.084 0.767 0.795 0 0
TFS 3.734 0.750 0.780 0 0
RRN 12.614 0.315 0.442 2 0
GGE 14.984 0.243 0.342 -1 0
ATS 7.321 0.530 0.653 0 0
GFF 1.672 0.803 0.826 0 0
EVP 10.731 0.371 0.521 -1 0
KNE 17.175 0.177 0.249 0 0
TKE 16.201 0.207 0.290 0 0
NGI 6.786 0.563 0.672 0 0
RLS 7.013 0.549 0.664 1 0
ETS 12.403 0.321 0.451 -1 0
GGP 9.318 0.414 0.581 0 0
GAA 3.490 0.757 0.786 0 1
AAA 2.435 0.783 0.809 0 1
AAA 2.435 0.783 0.809 0 1
AAA 2.435 0.783 0.809 0 1
AAA 2.435 0.783 0.809 0 1
AAA 2.435 0.783 0.809 0 1
AAG 3.490 0.757 0.786 0 1
GPG 9.318 0.414 0.581 0 0
GTQ 8.880 0.434 0.598 0 0
QPG 8.701 0.445 0.604 0 0
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Tripeptide TFE λc λo q helix

QQL 5.828 0.622 0.706 0 0
ATW 3.182 0.764 0.793 0 0
IVP 3.019 0.769 0.796 0 0
PGQ 8.701 0.445 0.604 0 0
YFM 0.341 0.837 0.856 0 0
MGD 12.045 0.332 0.466 -1 0
NRD 15.584 0.225 0.316 0 0
NSA 8.295 0.470 0.619 0 0
DSR 14.951 0.244 0.343 0 0
YWG 2.679 0.777 0.804 0 0
FVP 2.062 0.793 0.818 0 0
EAN 13.442 0.290 0.407 -1 0
LVG 4.448 0.707 0.755 0 0
RAT 9.513 0.408 0.573 1 0
AIW 0.958 0.821 0.842 0 0
MSF 2.240 0.788 0.814 0 0
DKQ 17.062 0.181 0.254 0 0
EGE 19.010 0.122 0.172 -2 0
WPT 2.597 0.779 0.806 0 0
GLR 8.133 0.480 0.625 1 0
LSR 7.013 0.549 0.664 1 0
IGG 7.273 0.533 0.655 0 0
IH 7.321 0.530 0.653 1 0

Example CG bead mapping of the Lep[0Leu] sequence for stop transfer simulations
in a given tripeptide frame
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Tripeptide TFE λc λo q helix

MGP 6.364 0.589 0.687 1 0
RLL -1.120 0.874 0.889 1 1
LLL -6.088 1.000 1.000 0 1
LLL -6.088 1.000 1.000 0 1
LLL -6.088 1.000 1.000 0 1
LLL -6.088 1.000 1.000 0 1
LLL -6.088 1.000 1.000 0 1
LLL -6.088 1.000 1.000 0 1
LLG -2.192 0.901 0.913 0 1
SQN 3.377 0.759 0.788 0 0
SQL -0.032 0.846 0.865 0 0
QEE 13.036 0.302 0.424 -2 0
LRG 2.776 0.775 0.802 1 0
LRE 6.802 0.562 0.672 0 0
TFS -1.623 0.887 0.900 0 0
NFT -0.990 0.870 0.886 0 0
AST 1.964 0.795 0.820 0 0
EAQ 7.955 0.491 0.631 -1 0
VKG 5.666 0.632 0.712 1 0
LST -0.877 0.868 0.883 0 0
QGG 4.984 0.674 0.736 0 0
NVG 2.500 0.782 0.808 0 0
RKM 6.396 0.587 0.686 2 0
KSL 3.263 0.762 0.791 1 0
ESQ 7.890 0.495 0.633 -1 0
LEK 8.409 0.463 0.615 0 0
QQK 7.045 0.547 0.663 1 0
DLS 4.627 0.696 0.749 -1 0
EDH 15.584 0.225 0.316 -1 0
SSL -0.536 0.859 0.876 0 0
LLH -0.276 0.852 0.870 1 0
VKQ 5.049 0.670 0.734 1 0
FVS -2.776 0.916 0.926 0 0
DLR 12.175 0.328 0.460 0 0
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Tripeptide TFE λc λo q helix

SLS 4.821 0.684 0.742 0 0
CQM 5.487 0.643 0.718 0 0
AAL 4.951 0.676 0.737 0 0
QGN 9.854 0.398 0.558 0 0
GSE 13.864 0.277 0.389 -1 0
RTC 8.669 0.447 0.606 1 0
CPV 4.805 0.685 0.743 0 0
NET 13.036 0.302 0.424 -1 0
ELD 15.130 0.239 0.336 -2 0
KAS 11.461 0.349 0.491 1 0
QEP 12.727 0.311 0.437 -1 0
PLL 1.526 0.807 0.830 0 0

Example CG bead mapping of the H1∆22(110) sequence for topogenesis simula-
tions

Tripeptide TFE λc λo q helix

MGP 6.364 0.589 0.687 0 0
RLL -1.120 0.874 0.889 0 1
LLG -2.192 0.901 0.913 0 1
LLG -2.192 0.901 0.913 0 1
LLG -2.192 0.901 0.913 0 1
LLG -2.192 0.901 0.913 0 1
LLG -2.192 0.901 0.913 0 1
LLG -2.192 0.901 0.913 0 1
LLG -2.192 0.901 0.913 0 1
SQN 3.377 0.759 0.788 0 0
SQL -0.032 0.846 0.865 0 0
QEE 13.036 0.302 0.424 0 0
LRG 2.776 0.775 0.802 0 0
LRE 6.802 0.562 0.672 0 0
TFS -1.623 0.887 0.900 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0



112

Tripeptide TFE λc λo q helix

LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0
LRE 6.802 0.562 0.672 0 0

CG sequence for binding free energy simulations
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A p p e n d i x F

INITIAL NC COORDINATES FOR STOP TRANSFER
SIMULATIONS

x y z

-1.4331 10.7241 -1.6470
-0.4331 10.7241 -1.6470
0.5731 10.7241 -1.6470
1.5731 10.7241 -1.6470
2.5731 10.7241 -1.6470
3.5731 10.7241 -1.6470
4.5731 10.7241 -1.6470
5.5731 10.7241 -1.6470
6.5731 10.7241 -1.6470
7.5731 10.7241 -1.6470
8.5731 10.7241 -1.6470
9.5731 10.7241 -1.6470
9.5731 10.7241 -2.6470
9.5731 10.7241 -3.6470
9.5731 10.7241 -4.6470
9.5731 10.7241 -5.6470
9.5731 10.7241 -6.6470
9.5731 10.7241 -7.6470
9.5731 10.7241 -8.6470
9.5731 9.7241 -8.6470
9.5731 9.7041 -7.6470
9.5731 9.7041 -6.6470
9.5731 9.7041 -5.6470
9.5731 9.7041 -4.6470
9.5731 9.7041 -3.6470
9.5731 9.7041 -2.6470
9.5731 9.7041 -1.6470
9.5731 8.7241 -1.6470
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x y z

9.5731 7.7241 -1.6470
9.5731 6.7241 -1.6470
9.5731 5.7241 -1.6470
9.5731 4.7241 -1.6470
9.5731 3.7241 -1.6470
9.5731 2.7241 -1.6470
9.5731 1.7241 -1.6470
9.5731 0.7241 -1.6470
8.5731 0.7241 -1.6470
7.5731 0.7241 -1.6470
6.5731 0.7241 -1.6470
5.5731 0.7241 -1.6470
4.5731 0.7241 -1.6470
3.5731 0.7241 -1.6470
2.6464 0.6605 -1.1212
2.7886 -0.0316 -0.3667
1.8128 0.3522 -0.4123
1.4733 0.1749 0.5260
0.3980 0.1401 0.0957
-0.6623 0.2125 -0.1465
-1.5822 -0.3358 0.0148
-1.6248 0.1265 -0.9069
-1.5064 0.9153 -0.3291
-2.0159 0.7458 0.6708
-2.7542 0.3496 1.3444
-3.6719 1.0077 0.9427
-4.3456 0.6682 1.6756
-5.1240 -0.1785 1.8581
-5.9268 -0.6679 1.3577

Initial coordinates for stop transfer simulations
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x y z

-2.8829 0.2046 1.1142
-3.4874 0.1911 2.0138
-4.5403 0.1595 1.3695
-5.4242 -0.3420 1.3956

Initial coordinates for topogenesis and free energy simulations


